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Abstract—In this paper, we study a cooperative diversity bandwidth inefficient since orthogonal channels are used to
scheme for wireless systems employing network coding and forward the signals of different sources.
the combination of bit—interleaved coded modulation (BICM) To overcome this bandwidth bottleneck, network coding —

and orthogonal frequency division multiplexing (OFDM). The techni qinall ived f ting in losslessadi
considered system comprises multiple sources, one relayydone a technique originally conceived for routing In losslessedl

destination. The relay decodes the signal received from asources networks [6] — has been applied to wireless relay networks [7
and performs network coding before forwarding the signal tothe  [8]. To meet the high data rate requirement of next genaratio

destination. We propose a simple cooperative maximum-rati cellular networks, especially for the uplink, the data aine
combining scheme for the destination which can successfull of multiple users can be network coded at a relay and then

exploit the full spatial and frequency diversity offered by the - . .
channel for arbitrary numbers of sources and arbitrary linear be forwarded to the base station. Network coding over Galois

modulation schemes. Furthermore, we propose techniques to fields (GFs) (referred to as GFNC) is an efficient approach to
reduce the signaling overhead and the decoding complexityta increase the throughput of multi-source cooperative dityer
the destination. To gain insight for system design, we der&va systems [7], [9]. Several other network coding schemes such
closed—form upper bound for the asymptotic worst—case pawise as physical-layer network coding (PNC) for two—way relayin
error probability and the diversity gain of the considered network 10 d | field twork di CENC) 111 f
coded cooperative BICM—OFDM system. These analytical redis [10] an comp ex teid ne WOI.‘ coding ( ) [11] for
reveal the influence of various system parameters, includgn 9€neral multi-source cooperative networks have been pro-
the number of sources, the free distance of the code, and posed. However, unlike GFNC, in PNC and CFNC the relay
the frequency diversity of the involved links, on performarce. receives the transmissions of multiple sources simultasigp
Based on the derived analytical results, we develop schemes,ich makes time and frequency synchronization challemgin
for optimal relay placement and power allocation. Simulaton Furthermore, the relay transmit signals for PNC and CFNC
results corroborate the derived analytical results and cofirm ' y ) g )
the effectiveness of the developed optimization framework do not belong to a standard signal constellation and, as a
result, may suffer from high peak—to—average power ratios.
The diversity gain of network coded cooperative diversity
systems was analyzed in [12], [14]. However, the designs
and analyses presented in [7]-[12], [14] assume frequency—
) ) ] ) flat fading channels and/or transmission without forwardrer
E Arly cooperative diversity schemes were mainly based Q)rrection coding which is not practical.
distributed repetition coding where cooperating terngnal gi_interleaved coded modulation combined with orthog-

fqrward the |nformat|on_ be_arlng message rgcelved from @4 frequency division multiplexing (BICM—OFDM) is a
single source to the destination by either ar_nphfy—andnfand popular approach to exploit the inherent diversity offebsd
(AF) or decode-and—forward (DF) operations [1]-[3]. HOWfequency—selective channels [15] and consequently,ddhe
ever, the resulting increase in diversity comes at the cbat Opasis of many wireless standards. Therefore, it is of both
loss in spectral efficiency. This loss can be mitigated bpgisi thegretical and practical interest to investigate thegrerince
distributed space—time codes [4] and/or multi—code spnead o cooperative diversity systems employing GFNC and BICM—
techniques [5]. In_these protocols, one rglay is prmauh‘ytbd OFDM. Two-way relaying schemes based on PNC with
to serve only a single source at a particular time. _Hence,_ fOkannel coding, BICM, and OFDM were considered in [16]/
large networks, these relaying schemes become |ncre§15|r[gl7]’ [19], and [20], respectively. Recently, the perfora of
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I. INTRODUCTION



other hand, for uncoded transmission cooperative maximum
ratio combining (C—MRC) was shown to achieve full diversity
for uncoded DF relaying in [23] and [14].

In this paper, we consider network coded cooperative
BICM-OFDM systems which comprise multiple sources, one
relay, and one destination. The relay first decodes the sig
nals received from all participating sources over orth@jon
channels and then performs network coding over GF(2) at
the bit level. Standard BICM—OFDM employing arbitraby— o
ary modulation is adopted at the sources and the relay. The *
destination combines the source signals received by direct
transmission and network coded transmission for decoding.
For this purpose, we introduce a C-MRC bit metric, which
may be viewed as an extension of the C-MRC schemes i
[23] and [14] to BICM transmission. The proposed C-MRC
decoding scheme is shown to achieve full diversity even jyy 1 schematic block diagram of the considered cooperafiversity
case of erroneous decisions at the relay. We also propeggem.hxy denotes impulse response vector of fkie— Y link.
techniques to reduce the signaling overhead and the degodin
complexity of C-MRC. We provide a mathematical framework
for the analysis of the asymptotic worst—case pairwisererreersion of the X' source symbols to the destination. In the
probability (PEP) of the proposed scheme for high signal-tdollowing, we explain the two phase signal model and the
noise ratio (SNR). The PEP results reveal that the propogégtoding.
scheme can extract both the spatial diversity offered by the
independent transmissions from the sources and the rethy an
the frequency diversity of the channels. We note that tfe Phase 1
diversity gain of BICM-OFDM with network coded multi- Each sourceS; employs conventional BICM-OFDM [15],
source cooperation cannot be deduced from similar resuits f e, the output bits; x, 0 < k' < log,(M)N, of a binary
uncoded transmission [14] or BICM-OFDM systems with g@onvolutional encoder with minimum free distankeare inter-
single source [21], [22], since for BICM—OFDM with net-leaved and mapped (via constellation mapping functidn)
work coded multi-source cooperation the frequency ditersionto symbolsX;[k] € X, k € N, N 2 {0, 1,..., N — 1},
order of the source—destination link of one source afféws twhere X denotes anV/—ary symbol alphabet and’ is the
diversity gain of the other sources. number of data sub—carriers in one OFDM symbol. The effect

The derived asymptotic PEP upper bound is exploited fef the interleaver can be modeled by the mapgihgs (k, i),
optimization of the considered network coded cooperativgherek’ denotes the original index of coded kit , andk
diversity system. In particular, relay placement is coestd andi denote the index of symbaoX;[k] and the position of
and is shown to lead to a non—convex polynomial program; . in the label ofX;[k], respectively. Assuming; distinct
ming problem which can be efficiently solved by a sum ajits between any two codewords span at mbsbnsecutive
squares method [24]. Furthermore, a power allocation prabl bits in the trellis, the interleaver ensures that at leastryev
is formulated such that fairness among the performances®f> d; consecutive bits at the output of the encoder are
the different sources is maintained and solved via geometmapped to different sub—carriers [15]. The transmittedtsylis
programming [25]. are assumed to have unit average energydeX;[k]|?} =1,

The remainder of this paper is organized as follows. Wwhere&{-} denotes expectation.

Section I, the system model is introduced and the proposedrhroughout this paper we assume conventional OFDM
C-MRC bit metric is presented. The asymptotic PEP uppgfocessing at the sources, the relay, and the destinatidn an
bound and the diversity gain are derived in Section Ik sufficiently long cyclic prefix to avoid interference beame
The optimization of the considered BICM-OFDM system isub—carriers. Since we assume that the sources transmit ove

discussed in Section 1V. In Section V, simulation results abrthogonal channels in Phase 1, the received signal fitom
provided, and some conclusions are drawn in Section VI. S; on thekth sub—carrier can be modeled as

Ys,plk] = \/P;Hs,p[k]X;[k] + Ns,plk], ik, (1)

where P; is the average transmit power in each sub—carrier
at S;, Ns,plk] is complex additive white Gaussian noise
(AWGN) with varianceo?_ , and Hg,p[k] is the S; — D
channel gain on sub—carriér

The received signal aft from S; on the kth sub—carrier
can be modeled as

Il. SYSTEM MODEL

The considered system consists/fsource terminalss;,
j€A{l,..., K}, one relayR, and one destination terminal,
cf. Fig. 1. In this section, we describe the processing requi
at §;, 7 € {1,...,K}, R, and D. The adopted relaying
protocol comprises two phases. In Phase 1, the sousges
transmit their symbols to relaj® and destinationD over K
orthogonal channels. In Phase2transmits a network coded  Ys, r[k] = \/PjHs,r[k]X;[k] + Ns,r[k]), Vi k  (2)
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Fig. 2. Block diagram of (a) relay and (b) destination. CCn@uutional coding;x: Bit—interleaver; and.: Mapper.

where Ng, g[k] is complex AWGN with variancef,%siR and and potentially forwards erroneously decoded bits. In,fact
Hsg, g[k] is the S; — R channel gain on sub—carriér discarding packets with decoding errors at the relay is not
To decode the bits transmitted By, R computes the BICM advantageous and leads to a loss of diversity as the cgrrectl
bit metric for theith bit in the label of symbolX;[k] as [27] decoded bits of the packet are lost as well. On the other hand,
_ due to possible decision errors at the relay, conventiorRCM
Cklejw] = o in {|YSjR[k] - \/FJHSjR[k]Xj|2}7 (3) at the destination does not achieve full diversity and oatim
, T maximum-likelihood decoding entails a very high comphexit
where X, denotes the subset of all symbals € X' whose  Therefore, we propose here a C-MRC BICM bit metric, which
label has valué € {0, 1} in positioni, and in generaly| = can pe considered as an extension of the C-MRC scheme
M /2. The bit metrics are de—interleaved and Viterbi deCOd‘?ﬁ’oposed in [23] and [14] for uncoded transmission and DF

at R, cf. Fig. 2a. relaying. At D, the bit metric for sources; for the ith bit in
B. Phase 2 the label of symbolX;[k] is given bymi [c; /]*

In Phase 2, the relay performs GFNC at the bit , 5 Y, plk] = VP Hs, p[k] X, |?
level. The network coded bits are subjected to the same x,cx: If{g?pex,p#{Z o2
BICM—-OFDM processing operations as the information bits o =1 /1o '
at the sources. The relay transmit symbol is given by )[k] Yrp (k] — VfRHRD[k]XR| }7 (5)
XplH 2 MoAM (X R) @ ... @ M, (X [k])}, X{[H] € <

{Xu[k], Xi[k]}, Vi, where Xj[k] € & denotes a detectedwhere X/, is calculated by network coding from the trial
symbol at R, Xi[k] € X denotes an erroneously detectedoyrce symbolsX; (cf. Section II-B) andA[k] is a weight
symbol at R, M_' denotes de-mapping, and denotes factor which accounts for the relative quality of tifg —
addition over GF(2). R and R — D links. In particular, the weight\[k] £
Phase 2 comprises just one time slot and the signal recei\/ygg[k]MRD [k] accounts for the bottleneck relay link, where
at D in sub—carrierk from R is given by Yeq[k] £ min{min;{~s,r[k]}, yrp[k]}. Here, ys;r[k] =
Yiplk] = PrHrplHXplk + Naplkl, keN, (@) FilHsplkP/on,  andynplk] £ PalHrp[k]/o%,,. In
other words, (5) is the conventional MRC decoding metric
where Py denotes the average transmit power in each suithe R — D link is weaker than allS; — R links (i.e.,
carrier atR, Ngplk] is complex AWGN with variance?, ., ~vs,rk] > vrp[K], Vj). If any of thes; s R links is weaker
andHgp k] is the frequency response of tie— D channel. than theR — D link, the second part of the metric in (5) is

C. Decoding at Destination 1in this paper, we decode the packets of each source sepaféii allows

Wi h h lav d ili d us to perform standard Viterbi decoding on the code tralliskthe sources.
e assume that the relay does not utilize an error etem'ﬁa@rnatively, the packets of all sources may be decodeutljobn a super—

mechanism (such as cyclic redundancy check (CRC) codesiis constructed from the code trellises of all sources.



attenuated by\[k] = min; vs,r[k]/vrp[k] < 1 to limit the of sub—carriers, including both data and pilot sub—cas}iand

impact of possible decision errors At CIR lengthLz, Z € {S;D,S;R, RD}. Here, -] and [-]¥
denote transposition and Hermitian transposition, respay.
D. Low Overhead C—MRC Note that as long as the CIR coefficients of lifkare not fully

To compute the C—MRC bit metric in (), the destin correlated/ 7 constitutes the (frequency) diversity order of the

. . - . ink. Furthermore, the average sub—carrier SNRs ofhe-
tion requires knowledge of the minimum instantaneous subs . ; _ PN 9 5

. . ) and R — D links are defined ags,p = Pjog /o7
carrier gains of theS; — R channels,min;{vs,r[k]}, for R ) 5D~ 4 DI sy
calculation ofA[k]. The relay has to forward the estimates ofvs;p[k] = Pj|Hs;p[k]|*/oy ) andVrp = Progp /05
min;{vs, r[k]} to the destination for this purpose. Dependingespectively, where?, = E{|Hyk]|?}, U € {S;D, RD}.
on how fast the5; — R links vary, this may cause a significant
signaling overhead. To alleviate this problem, we propbse t

new weight factor IIl. PERFORMANCEANALYSIS

, min{min;{%s,r},vrp[k]} In this section, we derive an upper bound on the asymptotic
Arlk] = Yro k] , vk, (6)  worst—case PEP of sourég for FC decoding with C-MRC.

. i The main purpose of the PEP analysis is the determination
Wh'.Ch deﬁpendi on tt;e ave2rage Sl;b—cAarner SNRs ogS;he» of the achievable diversity gain, which provides significan
R links, YS;R = P.jUSjR/Unsz' USJ-R = 5{|HSJR[k]| } In

ol insight for the design and analysis of BICM—OFDM systems
practice,ys, r changes much more slowly tham; r[k]. As [15]. Furthermore, the PEP results will also be exploited fo
the instantaneousyp[k] can be directly acquired dP using  optimal relay placement and power allocation in Section IV.

training symbols, the overhead for forwardimgin;{s;,rz}  We denote the transmitted codeworddyand the detected
from R to D along with regular data packets is small. W '

) %odeword at the destination by;. For a code with free
refer to this scheme as low overhead C-MRC (LOC-MRC)qistanced;, c; and ¢; differ in d; positions for the worst—

case error event. The subset of sub—carriers containing the
E. Low Complexity Decoding erroneous bits is defined a§; = {ki, k2, -, kg }. The

According to (5), the bit metric for sourcg; is computed corresponding transmitted and detected symbols for each
by exhausting the search spae € X,VI,I  j, which is source are collected in vectons = {X;[k]|k € K;} and
computationally expensive for a large number of sources & = {Xi[k]|k € K;}, respectively, wheré < {1,...,K}.
it includes all possible choices of the transmit symbolshef t Note that depending on how many source symbols are received
other sources. We refer to this approach as full complexily error at R, Xp[k] defined in Section II-B may not be
(FC) decoding. To alleviate the computational burden, wkdual to Xx[k], the relay transmit symbol when all source
propose a new low complexity (LC) decoding scheme. Bymbols are decoded correctly. On the other hand, multiple
particular, as is illustrated in Fig. 2b, in LC decodingealdy €rrors atR may cause the network coded symbbof[k] to
decoded source symbols are exploited for decoding of tR8UalXr[k], due to GF(2) addition at the bit level. However,
information of the other sources. Thus, LC decoding reduci@king into account multiple errors at the relay in the PEP
the search space of the other sources’ symbols for comput@ftplysis results in higher order terms which decay fastér wi
bit metrics for sources; by letting X; = X, le€ {1,...,5— increasing SNR compared to the cases of a single error and
1L, Xiex,le{j+1,... K}, where X; denotes a decodedno error at the relay. Consequently, we assume that among the
symbol atD. For complexity comparison, we note that fotransmit symbolsX;[], Vi, at most one is received in error
(5), for each label and bit position, we have to calcula® 1. Here, X g ([k] denotes the relay transmit symbol when
MX /2 bit metrics for each source, i.e., a totalilsf\/ X /2 bit ~ the signal from sourcé, is received in error ak, and hence
metrics for all sources. On the other hand, for the propased | X[k] can be modeled aX[k] € {Xgl[k], Xr 4[k]}. The
complexity scheme, the number of bit metrics computed féiansmit symbols of the relay corresponding to the subiezarr
each bit and label is given by /2 + M%~1/2+...4+M/2, in K; are collected in vectary, = {Xp[k]|k € K;}. We also
which results inM (M* — 1)/(2(M — 1)) bit metrics for all definex £ [{,... =%, «F]" and& £ [2],..., &%, Z5]",
sources. wherezr = {Xg[k]|k € K;} and & is the vector of the

For the following, we introduce the column vectdrs,p, detected symbols ab. Both z and& contain K + 1 vector
hs,r, and hgp containing the channel impulse responsglements, where each element itself id;ax 1 vector.

(CIR) coefficients of theS; — D, S; — R, andR — D .
channels, respectivelits, p, hs, r, andhgp are mutually in- A Asymptotic PEP

tjependent zero—mean Gaussian random vectors (Rayleigh fady, this subsection, we analyze the worst-case PEP for C—
ing). The frequency respondé, [k], Z € {S5;D,5;R, RD},  MRC for ¥4, p,¥s,r, Trp — 00, Vi. For this purpose, we

_ o H a .
can be expressed aTHz[_ltfr]] _;“”ijfr]ffvf’ vahetret tfz[k] ooy TSt define vectorshsy 2 [hg p.....hg pl”, hsr =
[1,wh, J7 with w = e (NVi: total number (A& g b, 5T, andh £ (RS, kg, hEp)T. Assuming

2For computation of the LOC-MRC weight and the design problem‘gl code with free distancé;, the worst-case PEP of two

discussed in Section V, the destination node requires letye of the average codewordsc; andé¢; can be bounded as
link SNRs. In practice, the average link SNRs can be estihating the _ N _
techniques presented in e.g. [18]. P(cj, ¢;) < Pi(cj, €;) + Pa(cy, ¢5), @)



Pp(cj, ¢jlh,xRr) = Pf{ > mileiw] = Y m?;[éj,k/]}

keK; keK;
K % *
{ 2 (ZWSL KX K] = Kk + vea R X R[] — X[k + 3 2%{\/EH51D[1€](X;[1€] — Xu[k])Ng, plk]}
ke =1 =1 ns; D
+ 2R P (X ! r[k] - XR[kDN;D[k]}) . 0} Pr{u4s<0) 10)
Pp(cj, ¢jlh, &R q) {Z < s[RI Xilk) = Xilk]? + veq[F)(| X roq k] — Xr[K]I® = | XR,g[F] — Xr[K]]®)
keX

2 2
— ns; D Tnrp

Z?%{W H, plk] (X K] = Xilk)Ng plK]} Mk]me_RHRD[kKXR[k]—XR[kDN;D[k]})SO}:PY as<0),

(13)

whereP; (¢;, €;) and P»(c;, €;) denote the PEPs for correct where dg[k] 2 |X,[k] — X,[k]|*>. Furthermore, if there
and erroneous re-transmission at the relay, respectiaaly, is a decoding error atR, based on (5) the worst-—

are given by case PEP for sourcé; at D conditioned onh can be
A R expressed as shown in (13) at the top of this page, where
Pi(ej, Cj)zsh{PD(cj, Cj|h7£I3R)}a ® , 2 ker, (1o 15 DK K] + veglkld% ,[K]), s is an
K

AWGN term with variancer? £ 2%, . (XF,
~ A A ~ ~ J
Py(c;, Cj):f:h{ Z;PR(an ¢qlhs,r)Pp(c;, cj|hva-,q)}' ysiolkldi K] + 72 [Kldg[k)/vrolk]), and df [k] £
’ © Xnalkl = XelkP — [Xr [kl — Xg[t]. Employing
the Chernoff bound and the fact that,[k] < vyrp[k], we
Here, Pi(c;,¢€;) is an upper bound as the probability ohave
correct detection at the relay is ignored (which also mak%s . .
the right hand side of (7) an upper bouna); = 2 [ Xpg[k]|k € p(€j, €[l ZRg) )
Ko ang & {Xgé[p Il € Kb, Paley, lhs,) denotes 1 eXp( (Cere, (05, vs,plk]d? k] wq[k]dﬁ,q[k])f)
the worst—case at the relay if the signal of souige = - K 2 :
is received in error aR, Pp(c;, &;|h,zr) denotes the PQEP 2 4 Eerc, (it vsi0 K] [k] + veq [K]dR [K])
at the destination when there is no decoding erroRatind (14)
Pp(cj, €jlh, &R, ,) denotes the PEP at the destination wheim the following, we consider the error events which yield
the relay transmit symbol is erroneous due to a decoding ertbe lowest possible diversity order at high SNR. Uet(x, )
of the signal received from sourcg, at R. denotes the number of symbols in whighand z differ. We
study the cases when andz differ in the minimum possible
When there is no decoding error &, based on (5) the number of vector elements (two in this case), where each
worst—case PEP of SOUI’&? at the destination conditioned ONyector element consists of; Symbo|s So, for all poss|b|e
h can be expressed as shown in (10) at the top of this paggirs, we havedy(z, ) > 2d;. Since error events with
where®{-} denotes the real part of a complex numhe& g, (z, ) > 2d; yield a higher diversity gain than error events
Zkezcj(ZzI; Vs, D[K]d7 [k]+eq[k]d%[K]), andz is an ANGN  with dy (x, &) = 2d¢, their contribution to the asymptotic
term with varianceo? £ 2zk€,cj (leilfyle[k]de[k] + PEP is negligible. Thus, we focus on the two types of error
762q[k]d%{[k]~/’YRD[k])- Here,d?[k] £ |Xl[k]_Xl[k]|21 d2,[k] & events ((_nges 1 and _2_)_Wit_ffy(cc,5c) = 2d¢. We evaluate
|Xg[k] — Xr[k]|?, and we exploited the definition of[]. the conditional pr_obablllth?s in (11), (12)~, ar_ld (14) foete
Using the Chernoff bound on the Gaussigrfunction and WO cases to obtaif}'(c;, ¢;) and F3'(c;, ¢;) in (8) and (9),
exploiting the fact thaty.,[k] < vzp|[k], we obtain from (10) Wheren & {1,2} refers to the case under study.

Case 1 As ¢; and ¢, differ in d¢ bits and are mapped to
x; and &;, respectively, we have; # ;. For Case 1, we
1 assumer; = &;, L € {1,...,K},l # j, andz’y # . Thus
< 2 ) l s ) ) . ’ R R s
-2 xp ( Z ZWSL +%Q[k]dR[k]) we observe thai and  differ in two vector elements, i.e.,
keIC 1=1 ) o . .
(11) in a total of 2d; positions as each vector element is of size
dg, cf. Fig. 3, Case 1. Here, we gét[k] =0, VI, [ # j, and
If the signal from sourcé, is received in error a2, then the obtain from (11) asPp(cj, ¢jlh, zR)
conditional PEP aR can be upper—bounded as [15] 1 1 o

PR(Cq, Cq|h5 R) = exp ( Z Vs, R CZ2 ) (12) < 5 €Xp ( - Z k; (75 D[k]d/ [k] + Veq[k]d%’,[k]))

Pp(cj, ¢jlh,zR)



1
< 3exp (= €0 +m)). (15) x [ x[x] o x| xA

wherevs; £ 3o 18kl v £ Dex, vealk], €
d2. /4, and we have replacet} k] anddg[k] by dwmin (Min-
imum Euclidean distance of signal constellatidf), which Casel
corresponds to a further upper bounding. Singglk] =

=
=
oy
o=
N
=
=
=
E]

min{{minl ’YSLR[]C]}KYRD[]C]} > Tlﬁ—, we ob-
. L s rIFl T YRDIF] . x x| x -
tain from (8) and (15) an upper bound for the unconditional A2 e Xk | Xr
PEP assuming no error & for Case 1 as [21, Eq. (18)]
1 1 x X1 | X3 Xk | Xr
Pll(cja éj) < 5 _ rs.p 1175; D -
(&7s,0)" %" [Ty Am(Ws;0C's,p) Case 2
i 1
X _ TS R Fig. 3. Example illustrating the Cases 1 and 2 considereth®PEP analysis
=1 (575zR)TSZR Hmlzl )‘m(WSLRCSZR) in Section Ill.j = 1 andp = 2 are valid. The shaded elementsdndenote
1 the elements that do not agree with the corresponding elsnirer:.
+— . (16)
(&7rD)™#2 T[]0 AW rDC RD)
where \,,(X) denotes the non-zero eigenvalues of ma- = K(I; + 1), (21)

trix X andrz 2 rankWzCz} = min{d;, Lz}, Z € -
{S;D, S;R,RD}. Here, W z £ 3, | wz[klw¥[k] is a sub— With

carrier dependent matrix an@'; is the correlation matrix 1
of hyz, which is assumed to have full rank for aff < L < 78hs,» GXP(—ESDZ’YSjD[k])
{SjD, SjR, RD} ke
Similarly, from (14), we obtain for Case 1 X 8hSR7hRD{ exp ( —&p Z Veq [k]) } (22)

Pp(cj, ¢jlh, 2r,q) . rer

< 1 o §(Zkelcj (/Yst[k] - ﬁ'Veq [k]))2 (17) I < Zghst { exp ( -¢ Z ’VSjD[k])}

S 56Xp | — )

2 Zk)e’C]‘ (vs,D1K] + VeqlK]) hek

where we have uset}, (k] = | X g q[k]—Xg[k][>—| X g q[k]— X 5hSR,hRD{ exp ( —€D  Yeq [k]) }, (23)
Xg[k]|? > —pd2,;, to arrive at an upper bound. Herg 2 1 hek
for M = 2 (BPSK) andp £ 2 — 1 for M > 2, and wherep = p3?/(1 + 8)? > 0 is a modulation dependent
X 2 dmax/dmin (x > 1) holds, whered,,.x denotes the parameter ang is given by

maximum Euclidean distance of signal constellatitin For ) )

the following, we use the definitions of, ; and~,, in (17), ,_ _3+28+5" 3+26+6" [ = 4(45+3) (24)
. > P P

which leads to 2 2 3+26+0

. 1 (Vs.j — Brm)? CombiningI; andI, and exploiting again [21, Eq. (18)], we
Pp(ej, &jlh, &rq) < 5 exp (—5W - (18) gbtain from (21)
1 K

4(95,0)"%" T2y Am(Ws;pCs;p)

Furthermore, replacingl,[k] by dmin and usingys,z £  Pz(cs, &) <
>_kex; Vs,r[k] in (12), we obtain the conditional PEP &t

as K

1 1
) 1 <1+ 1 > E—
Pr(cq, €qlhs,r) < 5 &P (—&vs,R) - (19) 12::1 @ SIPTTSR ) (655, 1) 507 [Tl Am (W s,rC's, )

1

. 1
Thus, based on (8), (18), and (19), the unconditional PER- <1+ — ) — — )
assuming a detection error & for Case 1 can be expressed prosP e ) (€3rp) P [ Am(W D Crp) (25)
as P; (c;, ¢;)

: X : o2 {Cllase i{?ssu;ni.ngmjg = i’f an?h:nl ;é Z, i e {j,ph p ed
Vs, — PYm ,..., K}, p#j,andx; = &;, otherwise, also causasan
<= - AL LA AN, b Y o
- 4gh {ZeXp( §75, 1) €XP < § Vs.j + Ym )} (20) & to differ in two vector elements and we obtaip (x, &) =
2d, cf. Fig. 3, Case 2. It is possible that in Caser2,andx,
Since v, < min{ys,r,YrRp} < 75, With yrp = do not differ in alld; positions. Depending on the start of the

> wex, Yrplk] is valid, Py(c;, ¢;) can be further upper error event, the set of sub—carriers containing the ernosieo
bounded as bits corresponding tec, and &, may only partially overlap

q=1

K
N = BYm)?
le (Cja Cj) < 1 Z En {exp (— & ('ym + M))} 3A detailed proof is given in the conference version in [22sE({.8-27)]

Vs, T Ym but omitted here because of space constraints.



K j
1 0 r

P(C’a &) S TS _ T ;

T T (€95,0) 57 TIn s Am(Ws,pC's,p) ; (E35,7)" 1% TLnh Am (W 5,rC s, R)

= 0 0
+ > Ll 1D (32)

vty &7s,p) PP 1,25 Am(Ws,0C's,p) (5’YRD)TRD [0 A (W rpCRD)

with /C;. However, the cases with a partial overlap yield higherpg(cj, ;) < K TS;

diversity gains, and hence can be omitted at high SNR. So, to 4 (€95,0)"%9" TLniq Am(Ws,pCs,p)
obtain a simple upper bound on the worst—case PEP fur K 1

Case 2, we assume that all elements:jndiffer from x,,. We X < o) TS

obtain from (11) for Case 2 = (€3sir)" " [ 1021 Am (W s,rC s,R)

1
1:)1)(6J7 Cj|h -’BR) eXP( k; le{;p} Vs,D ) + (gﬁRD)TRD H::jl /\m(WRDCRD)>
| (26) K !
sincedg[k] = 0. Using the same upper-bounding techniques % Z - p— . (31)
as adopted in (16), we obtain an upper bound for the uncon- p=1 (p#) (£75,0)"? [ ;021 Am(Ws,0C's,D)
ditional PEP assuming no error &t as A careful investigation of (31) reveals that the right haittes
P2, &) < 1 1 of (31) decays faster than the right hand sides of (16), (25),
1(ej, &) < 4 (¢35 p) 5" HTS ® Aom (Ws.5Cs.p) and (27) at high SNR, and consequently is not relevant for the
K ! m=l ! final asymptotic PEP upper bound.
% ( Z _ 1 ) Combining (16), (25), and (27) we obtain an upper bound
o (E3s,0)"0P 127 Am(Ws,pCs,p) for the PEP at the destination in (32) at the top of this page,
' (27) Where
. — a1 K 1
For the case when the symbol from sousgis received in 9'17,3 =3 + 1 (1 + m),
error atR, we obtain for Case 2 from (14) | K L . ' )
PD(Cj, éj|h,:ﬁR_’q) eg%D £ 5 + Z(l + (prst-ﬁ-rRD)’ and epaD £ Z (33)
Lo (_ 1 (Xer, Xiesp vsi0[Kld? [k])Q) From (32), we observe that the PEP increases with increasing
<3 1 Zke/cj Zle{j-P} vs, 0 [k]d?[K] number of sources. Hence, the error rate performance of the
1 ' considered multi-source system may be worse than that of
= 5 exp ( —¢ > > WSLD[/C]), (28) cooperative BICM—OFDM systems employing AF and DF re-

le{j,p} kEK; laying [21], [22]. However, this loss is more than compeadat
by the throughput gain offered by the network coded system,
which requires only + 1 time slots for transmittind< source
signals, whereas conventional AF and DF relaying recite

- . 1 !
Pp(cj, &jlh, &r,q) < 5 exp(=E(7s,5 +75)-  (29) UMe slots.

Following (8), (19), and (29) and fgr € {1,..., K}, p#j, g Diversity Gain
we obtain the following upper bound on the uncondmonal PEP . .
To get more insight into the system performance, we inves-

assuming an error & for Case 2 . . . . : _ _ _
tigate the diversity gain. Lettings, p, = €7, Ys,r = f174
K K — _ . ..
~ 1 and¥rp = g7,, Vi, wheree,, f;, andg are arbitrary positive
2
P (¢, &) SZ‘S’L{ Z ‘ZeXP(_g(VSqR Y + 7847))} constants, we define the diversity gain as the negative sibpe
p= 1’1’7&9 =1 the PEP in (32) as a function af, on a double-logarithmic

sinced, [k] = 0 anddg[k] = 0, aszr = &g. From (28),
we have

1 scale. Thus, based on (32), the diversity gain for sosices
Z { Z Z exp ’Ym + Vs,j + '75,;0))} given by
p=1,p#j ¢=1 .
K K Gl =rs,p+ min{mlin{ris}, pm;;lj{rsp[)}, TRD}
= —&nq exp(—=§(ym + Vs, )) exp(—f%, ) . . . .
4 J p—§¢j P =min{ds, Ls,p} + min{ds, mlln{leR}bmggj{Lng}, Lrp}.

(30) (34)

since v, < min{vys,r,7r0} < 7s,r is valid. Following Eq. (34) reveals that for sourcg;, the maximum diversity
similar steps as adopted to arrive at (16), evaluation of (3§ain of network coded BICM—OFDM is limited by the free
leads to distance of the code, the frequency diversity (i.e., lengfth



CIRs) offered by all channels, or both. We can extract the S1 (x1,y1)

full frequency diversity offered by the channel by emplayin LI

a code with sufficiently large free distande. For channels ”xdis

that are rich in frequency diversity, i.el,s,p > di and vy S (X2,y2)
min{min;{Ls,r}, miny, p»;{Ls,p}, Lrp} > dr, we obtain ° disR (r.YR)

G4 = 2d; which is identical to the maximum diversity gain d "dRD D (xo.yp)
achievable in cooperative AF [21] and DF [22] BICM—OFDM SkR¢ .D’ b
systems. Note that different sources may enjoy differarle Sk (XK’yK)/

of diversity gain depending on the quality of the channel °

links. From (34), it is interesting to observe that the ollera
diversity gain of sourc&; depends on the frequency diversity B
of the direct links of the other sources, which is differewih  rig 4 Schematic diagram of the considered cooperativersity system
conventional AF and DF cooperative BICM—OFDM systemsor relay placement.

If the otherS; — D, [ # j, links are poor compared to the

S, — R and R — D links, it becomes difficult to decode

the signal of source; at D based on the coded informationyetween different nodes are defined as

received fromR and direct transmissions from other sources.
Hence, the error rate performance of souige degrades, ds,v £ \/(ffj —xv)? + (y; —yv)?

which is evident from (34). Moreover, as decoding error& at A D) D)

have been taken into (acgount in the analysis Rr%brwards and - dpp £ \/(er —2p) + (yr —yp)*, (36)
the coded information of all sources, the diversity gainaefs wherej € {1,2,..., K} andV € {R, D}. Invoking ®z, VZ,

on the worstS; — R, VI, link as well. we obtain a relay placement cost function from (32) as
J] = !
IV. DESIGN OFNETWORK CODED BICM—OFDM ' (ﬁsjl?)“ﬂ%;f j
0
e " lg (fﬁis)lT,sR@SlR - (fﬁRD)}fSD‘I)RD - (D

In this section, we exploit the analytical results from Sec-
tion 1l for the design and optimization of network codedvhere all terms not relevant for relay placement have been
cooperative BICM—-OFDM systems. In particular, our goal ismitted. To simplify optimization, we note that fé¢ > 8, we
to optimize relay placement and power allocation for minhave{cp’(’”SjD”SlR),cp’(’”SJD”RD)} > 1 (e.g.,p = 0.1961
mization of the BER or the frame error rate (FER) of théor 16—-QAM with Gray labeling) in (37) which results in
system. Since analytical expressions for the BER and FE?E;R ~ K/ (4 5P FTi) and@, , ~ K/ (4 52T 5 1.
are not available, we adopt the upper bound on the asymptdfiith this approximation, we simplify (37) to
worst—case PEP of CMRC in (32) to formulate the relevant K
optimization problems. The simulation results in Section V= j ~ Z 1 + 1 ., (38)
confirm that the optimization based on the upper bound on — (§p¥sr) " Ps,r  (§PVRD)P PRD
the asymptotic wor_stcase PEP has the intended effect_ on trhelch is independent of th8; — D link parameters. If the
BER and FER, cf. Figs. 8 and 9. Unfortunately, the PEP in (3% : .

T : . path—loss exponent is assumed to de= 2 and the noise
depends on the sub—carriers involved in a particular exente . : . : 5 -2
ince W W dW or d d on th b . variances atR and D are identical, i.e.o0;, = d,°, Z €
sinceWs,p, W, g, an rp depend on the sub—carriers. 9.D,S;R,RD},Vj ando?. —o2 —o2 = Ny, Vi,

. ’ A . . . ns.p Nns:R NRD
fsirlgfﬁntdhls dependence is cumbersome for optimization, ee cost—function for relay ﬁlacemeﬁt based on (36) and (38)

can be expressed as

rz

i m , 35
Wiy, L 2nWzC2), @

37

1%

lf; (1 — zr)* + (g1 — yr)*|">:"

as,RrR
where W, is the set of all possible matrice® z, Z € l

2 21r
{S;D,S;R,RD}, Vj. These sets are defined by the sub-— + [(xr —2p)" + (yr — yD)"] RD’ (39)
carrier allocation at the relays and the interleaver at thece aRD
and can be easily det(_armined. Usitig, VZ, in (32) implies  whereas, g = (£o7)"517® s,z andarp = (£07R) P rp
a further upper bounding of the worst—-case PEP. with average transmit SNRy,, 2 P,/Ng, m €
{1,..., K, R}. For evaluation of the cost function, we as-

sume the destination knows; (i.e., Ly) and @y, U €
{SiR,---,SkR,RD}* The optimum relay location is ob-
Consider the location of the nodes in a coordinate system,

i.e., Si(z , Sa(x , ..o Sk(z , R(z , and
1(21,91), Sa(2, y2) K (@x,yx), R(2r, yr) 4Lrp and®rp can be obtained ab based on the estimates fhrgp,

D(IDv yD)* cf. Fig. 4. Without loss of generality, W_e assuUMeEng information aboul.s, r and @5, g can be forwarded fronk to D via
ZTm > 0 andy,, >0, m € {1,2,..., K, R,D}. The distances a low rate feedback channel.

A. Relay Placement



tained from where Pr and P, 1,,x denote the total transmit power of all
nodes and the maximum transmit power of noderespec-

ok v} = arg I?IER Ir, (40) tively. Introducing an auxiliary variabl@, the problem in (43)
. { min{z1,...,2x,2p} < xgp < max{xi,...,rx,xp} CaN be transformed to
min{yi,...,yx,yp} < yr < max{yi,...,yx,ypt ’ min Q (44)
where the lower and upper limits omg and yr form a P P P .
rectangular plane where the solutiga%;, 3} lies. The opti- Jp <4, K Vi
mization problem in (40) is a standard non—convex polynbmia s.t. Pr + Zj:l Pj, < Pr
programming problem and a general closed form solution 0< Py < Pomax, ne€{l,-- K R}

for (40) does not seem to exist. However, this problem caf), o the objective function/’, and all constraints can be
be efficiently solved by Sum of Squares Tools (SOSTOOI§) itten in the form of posynomials irP;, Vj, Pr, and Q,
[24] which are based on semi—definite programming. Below,g, optimization problem in (44) can b !
special case of (40) is discussed where a closed |
can be obtained.

Special Case (flat-fading links)Here,rs,r = 7rp = 1, ¥,

e cast into a geometric
—formepluthogram (GP) [25], which can be efficiently solved numeri-
cally using standard software [26]. We refer to the solutibn

) k this problem{P},..., P}, P;} as optimal power allocation
in (39). By calculatingd.J./0xr = 0 anddJ;/0yr = 0, and  (opa) and compare OPA with equal power allocation (EPA)
solving forz} andyy, we have in Section V.
- F+R+.HE+TE
R~ 1 1 1 1
E+E+ .+t . . V. SIMULATION RESULTS | |
YL y2 o4 4 YUK 4 YR In this section, we present Monte—Carlo simulation results
* Py P> Py Pr . . . .
and yp = 11, 141 (41) to investigate the impact of the various system and channel
Pt Pyt P Pr parameters on the performance of network coded cooperative
and for equal power allocatio® = P, = --- = Px = BICM—OFDM. Throughout this section, we adopt the rate

Pr = Pr/(K + 1) and total transmit powePr, we have 1/2 convolutional code with generator polynomia(g, 5)s
wh = Db din andyy, = B tUin For example, if and free distance; = 5, Gray labeling, andV, = 64 sub—
we have one source, the relay should be placed in the midd&eriers of whichV = 60 are data sub—carriers, unless stated
between the source and the destination. Though not prowaherwise. The interleaver for BICM—OFDM is designed as
analytically, it will be shown in Section V-B that the aboveoutlined in [15]. The coefficients of each CIR are indeperiden
choice ofz3, andyj, is close—to—optimal for the general casand identically distributed and Rayleigh fading. We assume
of equal-diversity channels, i.el,s,r = Lrp = L, Vj. identical noise variances ak and D, i.e., U%Z = Np,
B. Power Allocation Z € {S;D,S;R,RD}, Vj. Note thato? = d;“ holds

; . ] ] and we assume path-loss exponent todbe= 2. Unless
_ Another mterestmg_ and practical problem is power allocginerwise mentioned, we assunig,, to be normalized to
tion among transmitting nodes. Based on (32) and (35), We gng all other normalized relay link distances are 0.5. As
obtain the cost function for power allocation as the asymptotic PEP in (32) is obtained via multiple upper
1 K 9'sz bounding steps, we do not show the error rate bounds but

: validate the derived analytical results in terms of the diitg

gain instead. A similar approach was used in [11], [12], [15]
[23].

J) =
P (ns,,pP;)"%"®s,p — (ns,rP) 5170, R

7, si.pP)"5P@s.p - (nrpPR)™P $rD A. Diversity Gain
42) . :
(42) First, we consider a system witi = 2 sources and 16—

wheren, 2 5}!\7[_3 Z € {S,;D,S;R,RD}. In the following QAM modulation. We assume equal power allocation at all
0 ] 9 . ’

we focus on a fair design which aims at minimizing the maxfransmitting nodes, i.el’; = Pr = P, Vj. Fig. 5 shows the
mum PEP among all sources. The corresponding optimizatiih error rate (BER) of sourcé; vs. transmit SNR £/No)

problem can be formulated as for different CIR lengths{Ls,p, Ls,p,Ls,r,Ls,r: Lrp}-
) ; We consider nine different cases in order to validate the
PMH._}IIDE_’PR Hl;.?LX Jp (43) expression for the diversity gain presented in (34): Case 1

K {1,1,1,1,3, Case 2{2,1,1,1,3, Case 3{2,2,1,1,1, Case 4

s.t. { Pr+30 P < Pr {2,1,2,1,2, Case 5{2,1,2,2,2, Case 6{2,2,2,2,2, Case 7

0< Py < Pomax, ne{l,-- K R} {4,2,2,2,2, Case 8{5,5,5,5,3, and Case 96,6,6,6,§. For

1 _ syl ;
SWe note that since matricdd’ , Z € {S;D, S; R, RD}, Vj in (32) are Casg 1,G; = 2. Cases 210 5 _a" result 'Gq - 3 which
sub—carrier dependent, performance could be further imeprdy allocating confirms (34). We observe that in Case 5, diversity o@gr

different powers to different sub—carriers. A correspagdtost function for o sources; is affected by the poor direct link of sourcs
optimization could be obtained from the union bound ovepa#sible worst—

case PEPs within one OFDM symbol. However, this would ireethe (L$zl_? is small compared to frequency diversity of other links).
complexity of the optimization problem considerably. This is expected for network coded BICM—OFDM systems as
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Fig. 5. BER vs. transmit SNR of cooperative network coded+OFDM  Fig, 6. BER vs. transmit SNR of cooperative network coded BOFDM

with one relay and two sources. with one relay and two sources. Solid lines: Full compleX®C) decoding.
Dotted lines: Low complexity (LC) decoding. Results for D&laying, AF
relaying, and coded cooperation (CC) [29] are also shown.

the destination combines the direct link signals receivethf

all sources along with the relayed network coded signal to

decode the information transmitted by the sources, andehenc!n Fig. 6, we compare the performance of FC and LC
the qualities of all links affect the reliability of inforrtian decoding for network coded cooperative BICM-OFDM with
transmission by all sources. Though the same diversityrisde & = 2 sources and 16-QAM modulation. We assume that
obtained for Cases 2 to 5, the coding gain increases from Caflenodes transmit with identical powers. We show the BER
2 to Case 5 which can be attributed to the lower correlatigi¢rformance of source, for two different cases: Case 1
between sub—carriers for larger CIR lengths. For Cases 6 ades; 0: Ls,r: Lrp} = {1,1,1}, Vj, which yields G} =

7, we haveG, = 4 and G}, = 6, respectively. Furthermore,and Case 2 Ls;p, Ls;r, Lrp} = {2,2,2}, Vj, which results
for Cases 8 and 9, we ha‘@é}i =10, as a frequency diversity n GZ = 4. We observe that the LC deCOdlng scheme (dotted
of the links higher thar; does not contribute to the diversitylines) performs very close (in the range of 0.1 to 0.5 dB)
gain but may improve the coding gain. For Case 6, we al&® the FC implementation (solid lines) for both cases. In
show the BER forK = 3 sources and observe that & Table I, we compare the complexities of FC and LC decoding
increases from two to three, full diversity is maintained au for three different cases, which clearly reveals that the LC
loss in coding gain results. However, this loss is compensagcheme results in significant computational savingskas
by the increase in throughput. For Case 7, we also show #@d/or M increase. Fig. 6 also contains the performance
BER for an OFDM system withV, = 128 sub—carriers and of DF and AF relaying (i.e., cooperative relaying without
N = 120 data sub—carriers. We observe a coding gain loss twork coding) which require four orthogonal channels to
about 1.5 dB asV; increases from 64 to 128. This loss caffansmit the signals of two sources. Understandably, Dff [22
be attributed to the increased correlation between subiecar and AF [21] relaying perform better than network coded

when a larger number of sub—carriers is allocated to the saf§éaying but the performance loss of network coded BICM—
total bandwidth. OFDM is more than compensated by the gain in throughput.

Furthermore, for Case 2, we compare the proposed network
coded scheme with the coded cooperation (CC) scheme in [29]
COMPLEXITY COMPARISONZAFBFIIJIIE_LI COMPLEXITY(FC)AND LOW assumi_ng pOth schemes consume the same overall powgr and
COMPLEXITY (LC) DECODING IN TERMS OF TOTAL NUMBER OF METRICS transmit with the same rate. In CC, two sources transmit to
CALCULATED FOR EACH BIT AND LABEL. a common destination, where each source tries to decode the
other source’s transmitted packet and, if successfulsinéts
additional parity bits for the other source to the destorati

| Parameters | Casel | Case2 | Case3 |

K 2 2 3 Since CC requires only two orthogonal channels whereas the

M 4 16 16 proposed scheme requires three orthogonal channels, wé ado

# of metric 16 256 6144 8—PSK modulation for CC to enable a fair comparison with
computations: FC respect to rate. We consider two scenarios for CC with 50%
# of metric 10 136 2184 cooperation [29]: a) an ideal inter—source channel and b) a
computations: LC fading inter—source channel, where the average SNR of the

inter—source channel is assumed to be identical to the gwera
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SNR of the source—relay channels for the proposed sc
We observe that CC does not achieve full diversity ever
perfect inter—source channel. This loss in diversity issei
by the fact that different bits of an error event may arrp
the destination via different links. For example, Hﬁ an
di, denote the number of erroneous bits of an error
of sourceS, transmitted by sourceS; and S;, respectivel
Then, error events withif < Lg,p andlordf < Lg,r
dominate the overall performance of CC at high SNR, v
limits the diversity gain. For the practically relevant eax .
fading inter—source channel, the performance of CC det
further. In particular, when the CRC detects an error at ¢
the sources, the sources do not cooperate, which resu
further diversity loss.

Next, in Fig. 7, we compare the performance of conven 107
C-MRC decoding based on instantaneous sub—carrier c '
gains and LOC-MRC decoding where the average— F TR T ]
link sub—carrier SNRs are used. We consider a systen P/Ny (dB)
two sources and show the BER performance of soufige

We consider scenarios where the — D link is stronger Fig. 7. BER vs. transmit SNR of cooperative network coded 8{OFDM
with one relay and two sources. Solid lines: C-MRC decodibatted lines:

compared to thes; __> ) R links Su_Ch that .W_eight facto_r LOC-MRC decoding. Dashed lines: MRC decoding. Dashededodlines:
Ak] < 1 plays a significant role in combining. For thiSLOC-MRC with LC decoding.

purpose, we set the relay location ds,r = ds,r = 0.7

and dgp = 0.3 (i.e., the path—loss in th&? — D link ‘ ‘ ‘ ‘ :

is less prominent), wherds, p andds,p are normalized to -
unity. We show the performance for four different cases:eCi
1: QPSK modulation{Ls,p,Ls;r} = {1,1}, j € {1,2},
Lrp = 2; Case 2: 16-QAM modulation{Ls,p, Ls,r} =
{1,1}, j € {1,2}, Lrp = 2; Case 3: BPSK modulation
{LSjDaLSjR} = {1,1},j € {1,2}, Lrp = 4; Case 4.
QPSK modulation{Ls,p, Ls,r} = {1,1}, j € {1,2},
{Ls,p,Lrp} = {2,2}. We observe that for Cases 1 to .
G2% = 2 and for Case 4(:2 = 3. We notice that LOC-MRC
performs very close to C-MRC for all considered cases.
high SNR, the performance gap for different cases lies in
range of 0.1 to 0.3 dB. We also show the performance
conventional MRC for Case 3, which, as outlined in Secti
[I-C, results in a loss of diversity. Furthermore, we see tl - ‘ ‘ ‘ ‘ ‘ ‘
LOC-MRC combined with LC decoding also achieves hi 01 02 03 o4 08 06 o7 08
performance (Case 3).

=+ Case 1: C-MRC
‘4 Casel:LOC-MRC
—©— Case 2: C-MRC
Q' Case 2:LOC-MRC
~—@— Case 3: C-MRC
& Case 3:LOC-MRC
¥ | = € = Case3:MRC
-0 Case 3: LOC-MRC
+ LC decoding
Case 4: C-MRC
Case 4 : LOC-MRC

Bit Error Rate (Source 2)

ST @)
d

Bit Error Rate

Fig. 8. BER vs.3 for one relay and two sources. Equal transmit SNRs and
identical frequency diversity. for all links. zr = B8(z1 + 22 + p) and
B. Relay Placement yr = B(y1 + y2 + yp). We assumeSi(1,1), S2(1,5), and D(4,3). In

Next, we consider optimal relay placement for a networ‘!%esle cases, we haue, = 2 andyp = 3 (indicated by pointers) which
with two sources and one relay and 16-QAM modulation (cﬁ“.esth orf =1/3.
Fig. 4). First, we assume identical frequency diversity dtr
links, i.e., Ls,p = Ls,r = Lrp = L, j € {1,2}, and C— in detail. We assume®?; = Pr = P, Vj. Four cases are
MRC decoding. In Section IV-A, we have shown that for flatexamined for a target transmit SNR Bf N, = 20 dB. The lo-
fading links, 23, = Zitettidtin andyj = WEUKdID - cations of the sources and the destination are givesi by, 1),
are optimal. In Fig. 8, we examine the BER of souié¢S> S-2(1,5), and D(4, 3), respectively, in the coordinate system
(the BERs of both sources are identical since the chanmsélown in Fig. 4. For sourc8,, we compare the performance
conditions are identical) vsi, wherexr = S(z1 + 22 +2p) of optimal relay placement (ORP) with the performance of
andyr = B(y1 + y2 + yp) for L € {1,2}. For L = 1, the solution obtained under the flat—fading assumption, (i.e
3 = 1/3 yields the minimum BER, which is in agreement:}, = (1 + 22 +zp)/3 = 2 andy}, = (y1 +y2+yp)/3 = 3,
with 5 = 1/(K + 1) as derived in Section IV-A. Interestingly,wheref stands for flat fading). For Case 1, we observe that the
for L = 2, the choice of3 = 1/3 is also optimal. Similar R — D link is stronger { zp is larger) and the relay should be
observations have been made for larger valueg @is well. placed closer to the sourcesy < x{%). If Lrp is increased
Next, in Table Il, we study the relay placement problem morearther, we can afford to place the relay even closer to the
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TABLE I
RELAY PLACEMENT FOR A SYSTEM WITH TWO SOURCESRESULTS ARE SHOWN FOR TRANSMITSNR P/Ny = 20 DB. THE NOISE VARIANCE Np IS
ASSUMED TO BE IDENTICAL FOR ALL LINKS. WE ASSUMES1(1,1), S2(1,5), AND D(4,3). SIMULATED BER RESULTS ARE SHOWN FOR SOURCE] .

| Parameters | Casel | Case2 | Case3 | Case4 |
Ls.p 1 1 1 1
Ls.p 1 1 1 1
Ls.n 1 1 2 3
Lo, 1 1 2 1
Lgrp 2 3 1 1
Th 1.64 1.00 2.38 2.50
Yk 3.00 3.00 3.00 4.00
Simulated BER (ORP)| 4.5 x 1072 [ 26 x107* | 1.178 x 10~* | 1.4 x 10~
Simulated BER 6.8x107% [ 3.2x 1071 1.9 x 1074 2.0x 107%
(flat—fading assumption

TABLE Il
POWER ALLOCATED TO SOURCESST, S2, AND RELAY R. WE ASSUMEdS].R =1—dgrp, dst =1, j € {1,2}, AND Py = 3. RESULTS ARE SHOWN
FORPr/No = 25 DB. THE NOISE VARIANCE Ny IS ASSUMED TO BE IDENTICAL FOR ALL LINKS. BERRESULTS ARE OBTAINED VIA SIMULATION.

| Parameters | Casel | Case2 | Case3 | Case4 |
drD 0.5 0.75 0.3 0.5
Ls.o 2 1 1 1
Ls,p 1 1 1 1
Lo, 1 1 1 1
Ls,r 1 1 1 1
Lrp 1 1 2 1
Py 0.8934 1.0 1.3624 1.1877
Ps 1.5132 1.0 1.3624 1.1877
Py 0.5934 1.0 0.2752 0.6244
BER (OPA),S; | 4.14 x 1077 | 259 x 107> | 2.82 x 107° | 1.41 x 10~°
BER (EPA),S; | 3.56 x 107 | 259 x 10-° | 4.22 x 10-5 | 2.06 x 107
BER (OPA),S; | 1.20 x 107° | 259 x107° [ 2.82x107° | 1.41 x 10~°
BER (EPA),S> | 3.48 x 107 | 259 x 107 | 4.22 x 10-7 | 2.06 x 107

sources (Case 2). On the other hand, if #)e— R links are Ls,p = Ls,r = Lrp = 1, j € {1,2}, anddz = 1.
stronger, the relay should be placed closer to the desiimatWe observe that sourc8; enjoys better link qualities for
(z7 > xj;) to compensate for the podk — D link (Case the considered scenario compared to sousge To achieve
3). Note that for Cases 1 to 3, symmetric frequency diversifgirness, OPA P = 0.8158, Py = 1.5880, Pz = 0.5962)
links (i.e., Ls,p = Ls,p and Ls,r = Lgs,r) are assumed, allocates more power t§> compared taS; and R. At FER
hence the choice of}, = y{% = 3 has not changed. In Case= 4 x 10—, we observe that the performance$f improves
4, we assume an asymmetric scenario and.sep = 3, i.e., by 1.5 dB, whereas the performance ®f degrades slightly
the S; — D link has the highest frequency diversity amongby 0.5 dB) compared to the performance achieved by EPA. To
all links. As theS; — R link is stronger, the relay should gain more insight, we investigate the impact of the link gyal
be placed relatively closer t§; and D, as reflected by the (i.e., path loss and frequency diversity) on power allaratn
choices ofz};, = 2.5 > :cj; andyy, = 4.0 > y{%. In all cases, Table Ill. If the relay is placed at equal distance from the
we observe that ORP achieves a better performance compa®drces and the destination and #fie— D link is stronger
to the choice based on the flat—fading assumption. (larger Lgs, p), thenS; is allocated more power compared to
S1 as it has weaker links, and thus OPA injects fairness into
C. Power Allocation the system (Case 1). If the frequency diversities of all dink

In Fig. 9, we show the frame error rate (FER) of sourceéde identical and the relay is placed closer to the sources,
S, and S, as a function ofP/N, for the considered co- then to compensate for the po&r — D link, more power
operative diversity system with two sources and one relds, allocated to the relay (Case 2). In Case 2, we find that

QPSK modulation, and C-MRC decoding. For the followin ,PA is opti_mum. On the other hand, if the — D link is
we assumeP: — Pg — 0.95P; and P; = 3. In stronger (highet.zp and lower path-loss), very little power
J,max ,max T . — .

Fig. 9, we compare EPA and OPA (cf. (44)) fér, p — 2 is allocated to the relay, and the two sources receive most



(2]

o. —o‘- EPA: SZ
= °S
G s g
(5]
o107 4
=
[=}
= - 6]
£ 107 4
E | 7
‘®©
. (8]
10 ]
[9]
10 12 14 16 Pi?/]\rn ??1B> 22 24 26 28 [10]
Fig. 9.

FER vs. PT /No of the consid_ered network codgd p_ooperative[ 11]
BICM-OFDM for different power allocation schemes. Solichds: Equal
power allocation (EPA). Dashed lines: Optimum power affioce(OPA).

[12]
of the share of the total power, cf. Case 3. Finally, in Case
4, where the relay is placed at equal distance from the t‘ﬁ%]
sources and the destination and all links are flat—fadingstmo
of the available power is given to the sources. For all cases,
observe that OPA performs better than EPA in terms of BE n
showing the merits of the proposed power allocation scheme.

VI. CONCLUSIONS [15]

In this paper, we studied multi-source cooperative BICM—
OFDM systems employing GF(2) network coding and prqig;
posed a generalized C-MRC bit metric for decoding at the
destination, which achieves the maximum possible di\)}ters'tt#17
of the considered system even if erroneous decisions at é
relay are taken into account. Furthermore, we introduced a
new (low feedback overhead) LOC-MRC bit metric and &¢!
low complexity decoding scheme, which both perform close
to C—MRC with full complexity decoding. We derived closed-19]
form expressions for an upper bound on the asymptotic PEP
and the diversity order of the system for C-MRC decogs,
ing. The diversity analysis revealed that, unlike for AF and
DF relaying, the diversity order of a particular source in &l
network coded BICM-OFDM system may be limited by the
frequency diversity of the source—destination links ofthiger [22]
sources. The results from the PEP analysis were exploited
for formulating optimization problems for relay placement
and power allocation, which can be solved using polynomigt
and geometric programming techniques, respectively.&ayr
placement, we found that the closed—form solution obtain
for flat fading is also close—to—optimum for the frequency—
selective case with equal—diversity links. For power atam, [25]
we observed that, unless thé — D link is very poor, the [26]
sources receive a larger share of the power than the relay.

[27]
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