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Abstract—In this paper, we study a cooperative diversity
scheme for wireless systems employing network coding and
the combination of bit–interleaved coded modulation (BICM)
and orthogonal frequency division multiplexing (OFDM). The
considered system comprises multiple sources, one relay, and one
destination. The relay decodes the signal received from allsources
and performs network coding before forwarding the signal tothe
destination. We propose a simple cooperative maximum-ratio
combining scheme for the destination which can successfully
exploit the full spatial and frequency diversity offered by the
channel for arbitrary numbers of sources and arbitrary linear
modulation schemes. Furthermore, we propose techniques to
reduce the signaling overhead and the decoding complexity at
the destination. To gain insight for system design, we derive a
closed–form upper bound for the asymptotic worst–case pairwise
error probability and the diversity gain of the considered network
coded cooperative BICM–OFDM system. These analytical results
reveal the influence of various system parameters, including
the number of sources, the free distance of the code, and
the frequency diversity of the involved links, on performance.
Based on the derived analytical results, we develop schemes
for optimal relay placement and power allocation. Simulation
results corroborate the derived analytical results and confirm
the effectiveness of the developed optimization framework.

Index Terms—BICM, OFDM, Cooperative Diversity, Network
Coding.

I. I NTRODUCTION

EArly cooperative diversity schemes were mainly based on
distributed repetition coding where cooperating terminals

forward the information bearing message received from a
single source to the destination by either amplify–and–forward
(AF) or decode–and–forward (DF) operations [1]–[3]. How-
ever, the resulting increase in diversity comes at the cost of a
loss in spectral efficiency. This loss can be mitigated by using
distributed space–time codes [4] and/or multi–code spreading
techniques [5]. In these protocols, one relay is typically limited
to serve only a single source at a particular time. Hence, for
large networks, these relaying schemes become increasingly
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bandwidth inefficient since orthogonal channels are used to
forward the signals of different sources.

To overcome this bandwidth bottleneck, network coding –
a technique originally conceived for routing in lossless wired
networks [6] – has been applied to wireless relay networks [7],
[8]. To meet the high data rate requirement of next generation
cellular networks, especially for the uplink, the data streams
of multiple users can be network coded at a relay and then
be forwarded to the base station. Network coding over Galois
fields (GFs) (referred to as GFNC) is an efficient approach to
increase the throughput of multi-source cooperative diversity
systems [7], [9]. Several other network coding schemes such
as physical–layer network coding (PNC) for two–way relaying
[10] and complex field network coding (CFNC) [11] for
general multi–source cooperative networks have been pro-
posed. However, unlike GFNC, in PNC and CFNC the relay
receives the transmissions of multiple sources simultaneously,
which makes time and frequency synchronization challenging.
Furthermore, the relay transmit signals for PNC and CFNC
do not belong to a standard signal constellation and, as a
result, may suffer from high peak–to–average power ratios.
The diversity gain of network coded cooperative diversity
systems was analyzed in [12], [14]. However, the designs
and analyses presented in [7]–[12], [14] assume frequency–
flat fading channels and/or transmission without forward error
correction coding which is not practical.

Bit–interleaved coded modulation combined with orthog-
onal frequency division multiplexing (BICM–OFDM) is a
popular approach to exploit the inherent diversity offeredby
frequency–selective channels [15] and consequently, forms the
basis of many wireless standards. Therefore, it is of both
theoretical and practical interest to investigate the performance
of cooperative diversity systems employing GFNC and BICM–
OFDM. Two–way relaying schemes based on PNC with
channel coding, BICM, and OFDM were considered in [16]/
[17], [19], and [20], respectively. Recently, the performance of
cooperative BICM–OFDM with AF and DF relays was studied
in [21] and [22], respectively. However, the analysis and design
guidelines given in [16]– [22] are not applicable to multi–
source cooperative BICM–OFDM communication systems
with network coding. Furthermore, in this paper, we consider
the realistic case of non–ideal source–relay channels and allow
the relay to forward error prone packets to the destination.A
similar scenario was also considered in [13] for a network
with two sources and conventional maximum ratio combining
(MRC) at the destination. However, MRC may result in a loss
of diversity if the relay forwards erroneous packets. On the
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other hand, for uncoded transmission cooperative maximum
ratio combining (C–MRC) was shown to achieve full diversity
for uncoded DF relaying in [23] and [14].

In this paper, we consider network coded cooperative
BICM–OFDM systems which comprise multiple sources, one
relay, and one destination. The relay first decodes the sig-
nals received from all participating sources over orthogonal
channels and then performs network coding over GF(2) at
the bit level. Standard BICM–OFDM employing arbitraryM–
ary modulation is adopted at the sources and the relay. The
destination combines the source signals received by direct
transmission and network coded transmission for decoding.
For this purpose, we introduce a C–MRC bit metric, which
may be viewed as an extension of the C–MRC schemes in
[23] and [14] to BICM transmission. The proposed C–MRC
decoding scheme is shown to achieve full diversity even in
case of erroneous decisions at the relay. We also propose
techniques to reduce the signaling overhead and the decoding
complexity of C–MRC. We provide a mathematical framework
for the analysis of the asymptotic worst–case pairwise error
probability (PEP) of the proposed scheme for high signal–to–
noise ratio (SNR). The PEP results reveal that the proposed
scheme can extract both the spatial diversity offered by the
independent transmissions from the sources and the relay and
the frequency diversity of the channels. We note that the
diversity gain of BICM–OFDM with network coded multi–
source cooperation cannot be deduced from similar results for
uncoded transmission [14] or BICM–OFDM systems with a
single source [21], [22], since for BICM–OFDM with net-
work coded multi–source cooperation the frequency diversity
order of the source–destination link of one source affects the
diversity gain of the other sources.

The derived asymptotic PEP upper bound is exploited for
optimization of the considered network coded cooperative
diversity system. In particular, relay placement is considered
and is shown to lead to a non–convex polynomial program-
ming problem which can be efficiently solved by a sum of
squares method [24]. Furthermore, a power allocation problem
is formulated such that fairness among the performances of
the different sources is maintained and solved via geometric
programming [25].

The remainder of this paper is organized as follows. In
Section II, the system model is introduced and the proposed
C–MRC bit metric is presented. The asymptotic PEP upper
bound and the diversity gain are derived in Section III.
The optimization of the considered BICM–OFDM system is
discussed in Section IV. In Section V, simulation results are
provided, and some conclusions are drawn in Section VI.

II. SYSTEM MODEL

The considered system consists ofK source terminals,Sj,
j ∈ {1, . . . ,K}, one relayR, and one destination terminalD,
cf. Fig. 1. In this section, we describe the processing required
at Sj , j ∈ {1, . . . ,K}, R, and D. The adopted relaying
protocol comprises two phases. In Phase 1, the sourcesSj

transmit their symbols to relayR and destinationD over K
orthogonal channels. In Phase 2,R transmits a network coded
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Fig. 1. Schematic block diagram of the considered cooperative diversity
system.hXY denotes impulse response vector of theX → Y link.

version of theK source symbols to the destination. In the
following, we explain the two phase signal model and the
decoding.

A. Phase 1

Each sourceSj employs conventional BICM–OFDM [15],
i.e., the output bitscj,k′ , 0 ≤ k′ < log2(M)N , of a binary
convolutional encoder with minimum free distancedf are inter-
leaved and mapped (via constellation mapping functionMx)
onto symbolsXj[k] ∈ X , k ∈ N , N , {0, 1, . . . , N − 1},
whereX denotes anM–ary symbol alphabet andN is the
number of data sub–carriers in one OFDM symbol. The effect
of the interleaver can be modeled by the mappingk′ → (k, i),
wherek′ denotes the original index of coded bitcj,k′ , andk
and i denote the index of symbolXj[k] and the position of
cj,k′ in the label ofXj [k], respectively. Assumingdf distinct
bits between any two codewords span at mostd consecutive
bits in the trellis, the interleaver ensures that at least every
d > df consecutive bits at the output of the encoder are
mapped to different sub–carriers [15]. The transmitted symbols
are assumed to have unit average energy, i.e.,E{|Xj[k]|2} = 1,
whereE{·} denotes expectation.

Throughout this paper we assume conventional OFDM
processing at the sources, the relay, and the destination and
a sufficiently long cyclic prefix to avoid interference between
sub–carriers. Since we assume that the sources transmit over
orthogonal channels in Phase 1, the received signal atD from
Sj on thekth sub–carrier can be modeled as

YSjD[k] =
√

PjHSjD[k]Xj [k] +NSjD[k], ∀j, k, (1)

wherePj is the average transmit power in each sub–carrier
at Sj, NSjD[k] is complex additive white Gaussian noise
(AWGN) with varianceσ2

nSiD
, andHSjD[k] is theSj → D

channel gain on sub–carrierk.
The received signal atR from Sj on thekth sub–carrier

can be modeled as

YSjR[k] =
√

PjHSjR[k]Xj [k] +NSjR[k], ∀j, k, (2)
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Fig. 2. Block diagram of (a) relay and (b) destination. CC: Convolutional coding;π: Bit–interleaver; andµ: Mapper.

whereNSjR[k] is complex AWGN with varianceσ2
nSiR

and
HSjR[k] is theSj → R channel gain on sub–carrierk.

To decode the bits transmitted bySj , R computes the BICM
bit metric for theith bit in the label of symbolXj [k] as [27]

ζik[cj,k′ ] = min
Xj∈X i

c
j,k′

{

|YSjR[k]−
√

PjHSjR[k]Xj |2
}

, (3)

whereX i
b denotes the subset of all symbolsX ∈ X whose

label has valueb ∈ {0, 1} in positioni, and in general|X i
b | =

M/2. The bit metrics are de–interleaved and Viterbi decoded
at R, cf. Fig. 2a.

B. Phase 2

In Phase 2, the relay performs GFNC at the bit
level. The network coded bits are subjected to the same
BICM–OFDM processing operations as the information bits
at the sources. The relay transmit symbol is given by
X ′

R[k] , Mx{M−1
x (X ′

1[k])⊕ . . .⊕M−1
x (X ′

K [k])}, X ′
l [k] ∈

{Xl[k], X̂l[k]}, ∀l, where X ′
l [k] ∈ X denotes a detected

symbol atR, X̂l[k] ∈ X denotes an erroneously detected
symbol at R, M−1

x denotes de–mapping, and⊕ denotes
addition over GF(2).

Phase 2 comprises just one time slot and the signal received
at D in sub–carrierk from R is given by

YRD[k] =
√

PRHRD[k]X ′
R[k] +NRD[k], k ∈ N , (4)

wherePR denotes the average transmit power in each sub–
carrier atR, NRD[k] is complex AWGN with varianceσ2

nRD
,

andHRD[k] is the frequency response of theR → D channel.

C. Decoding at Destination

We assume that the relay does not utilize an error detection
mechanism (such as cyclic redundancy check (CRC) codes)

and potentially forwards erroneously decoded bits. In fact,
discarding packets with decoding errors at the relay is not
advantageous and leads to a loss of diversity as the correctly
decoded bits of the packet are lost as well. On the other hand,
due to possible decision errors at the relay, conventional MRC
at the destination does not achieve full diversity and optimal
maximum–likelihood decoding entails a very high complexity.
Therefore, we propose here a C-MRC BICM bit metric, which
can be considered as an extension of the C–MRC scheme
proposed in [23] and [14] for uncoded transmission and DF
relaying. AtD, the bit metric for sourceSj for the ith bit in
the label of symbolXj[k] is given bymi

k[cj,k′ ]1

= min
Xj∈X i

c
j,k′

,Xp∈X ,p6=j

{

K
∑

l=1

|YSlD[k]−√
PlHSlD[k]Xl|2

σ2
nSlD

+ λ[k]
|YRD[k]−√

PRHRD[k]X ′
R|2

σ2
nRD

}

, (5)

where X ′
R is calculated by network coding from the trial

source symbolsXl (cf. Section II-B) andλ[k] is a weight
factor which accounts for the relative quality of theSj →
R and R → D links. In particular, the weightλ[k] ,

γeq[k]/γRD[k] accounts for the bottleneck relay link, where
γeq[k] , min{minj{γSjR[k]}, γRD[k]}. Here, γSjR[k] ,

Pj |HSjR[k]|2/σ2
nSjR

and γRD[k] , PR|HRD[k]|2/σ2
nRD

. In
other words, (5) is the conventional MRC decoding metric
if the R → D link is weaker than allSj → R links (i.e.,
γSjR[k] ≥ γRD[k], ∀j). If any of theSj → R links is weaker
than theR → D link, the second part of the metric in (5) is

1In this paper, we decode the packets of each source separately. This allows
us to perform standard Viterbi decoding on the code trellises of the sources.
Alternatively, the packets of all sources may be decoded jointly on a super–
trellis constructed from the code trellises of all sources.
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attenuated byλ[k] = minj γSjR[k]/γRD[k] < 1 to limit the
impact of possible decision errors atR.

D. Low Overhead C–MRC

To compute the C–MRC bit metric in (5), the destina-
tion requires knowledge of the minimum instantaneous sub–
carrier gains of theSj → R channels,minj{γSjR[k]}, for
calculation ofλ[k]. The relay has to forward the estimates of
minj{γSjR[k]} to the destination for this purpose. Depending
on how fast theSj → R links vary, this may cause a significant
signaling overhead. To alleviate this problem, we propose the
new weight factor

λr[k] ,
min{minj{γ̄SjR}, γRD[k]}

γRD[k]
, ∀k, (6)

which depends on the average sub–carrier SNRs of theSj →
R links, γ̄SjR , Pjσ

2
SjR

/σ2
nSjR

, σ2
SjR

, E{|HSjR[k]|2}. In
practice,γ̄SjR changes much more slowly thanγSjR[k]. As
the instantaneousγRD[k] can be directly acquired atD using
training symbols, the overhead for forwardingminj{γ̄SjR}
from R to D along with regular data packets is small. We
refer to this scheme as low overhead C–MRC (LOC–MRC)2.

E. Low Complexity Decoding

According to (5), the bit metric for sourceSj is computed
by exhausting the search spaceXl ∈ X , ∀l, l 6= j, which is
computationally expensive for a large number of sources as
it includes all possible choices of the transmit symbols of the
other sources. We refer to this approach as full complexity
(FC) decoding. To alleviate the computational burden, we
propose a new low complexity (LC) decoding scheme. In
particular, as is illustrated in Fig. 2b, in LC decoding, already
decoded source symbols are exploited for decoding of the
information of the other sources. Thus, LC decoding reduces
the search space of the other sources’ symbols for computing
bit metrics for sourceSj by lettingXl = X̃l, l ∈ {1, . . . , j −
1}, Xl ∈ X , l ∈ {j+1, . . . ,K}, whereX̃l denotes a decoded
symbol atD. For complexity comparison, we note that for
(5), for each label and bit position, we have to calculate
MK/2 bit metrics for each source, i.e., a total ofKMK/2 bit
metrics for all sources. On the other hand, for the proposed low
complexity scheme, the number of bit metrics computed for
each bit and label is given byMK/2+MK−1/2+ · · ·+M/2,
which results inM(MK − 1)/(2(M − 1)) bit metrics for all
sources.

For the following, we introduce the column vectorshSjD,
hSjR, and hRD containing the channel impulse response
(CIR) coefficients of theSj → D, Sj → R, and R → D
channels, respectively.hSjD, hSjR, andhRD are mutually in-
dependent zero–mean Gaussian random vectors (Rayleigh fad-
ing). The frequency responseHZ [k], Z ∈ {SjD,SjR,RD},
can be expressed asHZ [k] = w

H
Z [k]hZ , wherewZ [k] ,

[1, wk, . . . , w(LZ−1)k]T with w , ej2π/Nt (Nt: total number

2For computation of the LOC–MRC weight and the design problems
discussed in Section V, the destination node requires knowledge of the average
link SNRs. In practice, the average link SNRs can be estimated using the
techniques presented in e.g. [18].

of sub–carriers, including both data and pilot sub–carriers) and
CIR lengthLZ , Z ∈ {SjD,SjR,RD}. Here, [·]T and [·]H
denote transposition and Hermitian transposition, respectively.
Note that as long as the CIR coefficients of linkZ are not fully
correlated,LZ constitutes the (frequency) diversity order of the
link. Furthermore, the average sub–carrier SNRs of theSj →
D andR → D links are defined as̄γSjD , Pjσ

2
SjD

/σ2
nSjD

(γSjD[k] , Pj |HSjD[k]|2/σ2
nSjD

) andγRD , PRσ
2
RD/σ2

nRD
,

respectively, whereσ2
U = E{|HU [k]|2}, U ∈ {SjD,RD}.

III. PERFORMANCEANALYSIS

In this section, we derive an upper bound on the asymptotic
worst–case PEP of sourceSj for FC decoding with C–MRC.
The main purpose of the PEP analysis is the determination
of the achievable diversity gain, which provides significant
insight for the design and analysis of BICM–OFDM systems
[15]. Furthermore, the PEP results will also be exploited for
optimal relay placement and power allocation in Section IV.

We denote the transmitted codeword bycj and the detected
codeword at the destination bỹcj . For a code with free
distancedf , cj and c̃j differ in df positions for the worst–
case error event. The subset of sub–carriers containing the
erroneous bits is defined asKj , {k1, k2, · · · , kdf

}. The
corresponding transmitted and detected symbols for each
source are collected in vectorsxl , {Xl[k]|k ∈ Kj} and
x̃l , {X̃l[k]|k ∈ Kj}, respectively, wherel ∈ {1, . . . ,K}.
Note that depending on how many source symbols are received
in error at R, X ′

R[k] defined in Section II-B may not be
equal toXR[k], the relay transmit symbol when all source
symbols are decoded correctly. On the other hand, multiple
errors atR may cause the network coded symbolX ′

R[k] to
equalXR[k], due to GF(2) addition at the bit level. However,
taking into account multiple errors at the relay in the PEP
analysis results in higher order terms which decay faster with
increasing SNR compared to the cases of a single error and
no error at the relay. Consequently, we assume that among the
transmit symbolsXl[k], ∀l, at most one is received in error
at R. Here,X̂R,q[k] denotes the relay transmit symbol when
the signal from sourceSq is received in error atR, and hence
X ′

R[k] can be modeled asX ′
R[k] ∈ {XR[k], X̂R,q[k]}. The

transmit symbols of the relay corresponding to the sub–carriers
in Kj are collected in vectorx′

R , {X ′
R[k]|k ∈ Kj}. We also

definex , [xT
1 , . . . ,x

T
K ,x′T

R ]T and x̃ , [x̃T
1 , . . . , x̃

T
K , x̃T

R]
T ,

where x̃R , {X̃R[k]|k ∈ Kj} and x̃ is the vector of the
detected symbols atD. Both x and x̃ containK + 1 vector
elements, where each element itself is adf × 1 vector.

A. Asymptotic PEP

In this subsection, we analyze the worst–case PEP for C–
MRC for γSlD, γSlR, γRD → ∞, ∀l. For this purpose, we
first define vectorshSD , [hT

S1D, . . . ,hT
SKD]T , hSR ,

[hT
S1R, . . . ,h

T
SKR]

T , andh , [hT
SD,hT

SR,h
T
RD]T . Assuming

a code with free distancedf , the worst–case PEP of two
codewordscj and c̃j can be bounded as

P (cj , c̃j) ≤ P1(cj , c̃j) + P2(cj , c̃j), (7)
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PD(cj , c̃j |h,xR) = Pr

{

∑

k∈Kj

mi
k[cj,k′ ] ≥

∑

k∈Kj

mi
k[c̃j,k′ ]

}

= Pr

{

∑

k∈Kj

(

K
∑

l=1

γSlD[k]|Xl[k]− X̃l[k]|2 + γeq[k]|XR[k]− X̃R[k]|2 +
K
∑

l=1

2<{√PlHSlD[k](Xl[k]− X̃l[k])N
∗
SlD

[k]}
σ2
nSlD

+ λ[k]
2<{√PRHRD[k](XR[k]− X̃R[k])N

∗
RD[k]}

σ2
nRD

)

≤ 0

}

= Pr {µ+ z ≤ 0}, (10)

PD(cj , c̃j |h, x̂R,q) = Pr

{

∑

k∈Kj

(

K
∑

l=1

γSlD[k]|Xl[k]− X̃l[k]|2 + γeq[k](|X̂R,q[k]− X̃R[k]|2 − |X̂R,q[k]−XR[k]|2)

+

K
∑

l=1

2<{√PlHSlD[k](Xl[k]− X̃l[k])N
∗
SlD

[k]}
σ2
nSlD

+ λ[k]
2<{√PRHRD[k](XR[k]− X̃R[k])N

∗
RD[k]}

σ2
nRD

)

≤ 0

}

= Pr {ν + s ≤ 0} ,

(13)

whereP1(cj , c̃j) andP2(cj , c̃j) denote the PEPs for correct
and erroneous re-transmission at the relay, respectively,and
are given by

P1(cj , c̃j),Eh
{

PD(cj , c̃j |h,xR)
}

, (8)

P2(cj , c̃j),Eh
{

K
∑

q=1

PR(cq, ĉq|hSqR)PD(cj , c̃j |h, x̂R,q)
}

.

(9)

Here, P1(cj , c̃j) is an upper bound as the probability of
correct detection at the relay is ignored (which also makes
the right hand side of (7) an upper bound),xR , {XR[k]|k ∈
Kj}, x̂R,q , {X̂R,q[k]|k ∈ Kj}, PR(cq, ĉq|hSqR) denotes
the worst–case PEP at the relay if the signal of sourceSq

is received in error atR, PD(cj , c̃j |h,xR) denotes the PEP
at the destination when there is no decoding error atR, and
PD(cj , c̃j |h, x̂R,q) denotes the PEP at the destination when
the relay transmit symbol is erroneous due to a decoding error
of the signal received from sourceSq at R.

When there is no decoding error atR, based on (5) the
worst–case PEP of sourceSj at the destination conditioned on
h can be expressed as shown in (10) at the top of this page,
where<{·} denotes the real part of a complex number,µ ,
∑

k∈Kj
(
∑K

l=1 γSlD[k]d2l [k]+γeq[k]d
2
R[k]), andz is an AWGN

term with varianceσ2
z , 2

∑

k∈Kj
(
∑K

l=1 γSlD[k]d2l [k] +

γ2
eq[k]d

2
R[k]/γRD[k]). Here,d2l [k] , |Xl[k]−X̃l[k]|2, d2R[k] ,

|XR[k] − X̃R[k]|2, and we exploited the definition ofλ[k].
Using the Chernoff bound on the GaussianQ–function and
exploiting the fact thatγeq[k] ≤ γRD[k], we obtain from (10)

PD(cj , c̃j |h,xR)

≤ 1

2
exp

(

− 1

4

∑

k∈Kj

(

K
∑

l=1

γSlD[k]d2l [k] + γeq[k]d
2
R[k]

)

)

.

(11)

If the signal from sourceSq is received in error atR, then the
conditional PEP atR can be upper–bounded as [15]

PR(cq, ĉq|hSqR) ≤
1

2
exp

(

− 1

4

∑

k∈Kj

γSqR[k]d̂
2
q [k]
)

, (12)

where d̂2q[k] , |Xq[k] − X̂q[k]|2. Furthermore, if there
is a decoding error atR, based on (5) the worst–
case PEP for sourceSj at D conditioned onh can be
expressed as shown in (13) at the top of this page, where
ν ,

∑

k∈Kj
(
∑K

l=1 γSlD[k]d2l [k] + γeq[k]d̂
2
R,q[k]), s is an

AWGN term with varianceσ2
s , 2

∑

k∈Kj
(
∑K

l=1

γSlD[k]d2l [k] + γ2
eq[k]d

2
R[k]/γRD[k]), and d̂2R,q[k] ,

|X̂R,q[k] − X̃R[k]|2 − |X̂R,q[k] − XR[k]|2. Employing
the Chernoff bound and the fact thatγeq[k] ≤ γRD[k], we
have

PD(cj , c̃j |h, x̂R,q)

≤ 1

2
exp

(

−
(
∑

k∈Kj

(
∑K

l=1 γSlD[k]d2l [k] + γeq[k]d̂
2
R,q[k]

))2

4
∑

k∈Kj

(
∑K

l=1 γSlD[k]d2l [k] + γeq[k]d2R[k]
)

)

.

(14)

In the following, we consider the error events which yield
the lowest possible diversity order at high SNR. LetdH(x, x̃)
denotes the number of symbols in whichx and x̃ differ. We
study the cases whenx andx̃ differ in the minimum possible
number of vector elements (two in this case), where each
vector element consists ofdf symbols. So, for all possible
pairs, we havedH(x, x̃) ≥ 2df . Since error events with
dH(x, x̃) > 2df yield a higher diversity gain than error events
with dH(x, x̃) = 2df , their contribution to the asymptotic
PEP is negligible. Thus, we focus on the two types of error
events (Cases 1 and 2) withdH(x, x̃) = 2df . We evaluate
the conditional probabilities in (11), (12), and (14) for these
two cases to obtainPn

1 (cj , c̃j) andPn
2 (cj , c̃j) in (8) and (9),

wheren ∈ {1, 2} refers to the case under study.

Case 1: As cj and c̃j differ in df bits and are mapped to
xj and x̃j , respectively, we havexj 6= x̃j . For Case 1, we
assumexl = x̃l, l ∈ {1, . . . ,K}, l 6= j, andx′

R 6= x̃R. Thus,
we observe thatx and x̃ differ in two vector elements, i.e.,
in a total of 2df positions as each vector element is of size
df , cf. Fig. 3, Case 1. Here, we getdl[k] = 0, ∀l, l 6= j, and
obtain from (11) asPD(cj , c̃j |h,xR)

≤ 1

2
exp

(

− 1

4

∑

k∈Kj

(γSjD[k]d2j [k] + γeq[k]d
2
R[k])

)
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≤ 1

2
exp

(

− ξ(γs,j + γm)
)

, (15)

where γs,j ,
∑

k∈Kj
γSjD[k], γm ,

∑

k∈Kj
γeq[k], ξ ,

d2min/4, and we have replaceddj [k] anddR[k] by dmin (min-
imum Euclidean distance of signal constellationX ), which
corresponds to a further upper bounding. Sinceγeq[k] =
min{{minl γSlR[k]}, γRD[k]} ≥ 1∑

l
1

γSlR
[k]+

1
γRD[k]

, we ob-

tain from (8) and (15) an upper bound for the unconditional
PEP assuming no error atR for Case 1 as [21, Eq. (18)]

P 1
1 (cj , c̃j) ≤

1

2

1

(ξγ̄SjD)rSjD
∏rSjD

m=1 λm(W SjDCSjD)

×
[

K
∑

l=1

1

(ξγ̄SlR)
rSlR

∏rSlR

m=1 λm(W SlRCSlR)

+
1

(ξγ̄RD)rRD
∏rRD

m=1 λm(WRDCRD)

]

, (16)

where λm(X) denotes the non–zero eigenvalues of ma-
trix X and rZ , rank{WZCZ} = min{df , LZ}, Z ∈
{SjD,SjR,RD}. Here,WZ ,

∑

k,df
wZ [k]w

H
Z [k] is a sub–

carrier dependent matrix andCZ is the correlation matrix
of hZ , which is assumed to have full rank for allZ ∈
{SjD,SjR,RD}.

Similarly, from (14), we obtain for Case 1

PD(cj , c̃j |h, x̂R,q)

≤ 1

2
exp

(

−ξ
(
∑

k∈Kj
(γSjD[k]− βγeq[k]))

2

∑

k∈Kj
(γSjD[k] + γeq[k])

)

, (17)

where we have used̂d2R,q[k] = |X̂R,q[k]−X̃R[k]|2−|X̂R,q[k]−
XR[k]|2 ≥ −βd2min to arrive at an upper bound. Here,β , 1
for M = 2 (BPSK) andβ , χ2 − 1 for M > 2, and
χ , dmax/dmin (χ > 1) holds, wheredmax denotes the
maximum Euclidean distance of signal constellationX . For
the following, we use the definitions ofγs,j andγm in (17),
which leads to

PD(cj , c̃j |h, x̂R,q) ≤
1

2
exp

(

−ξ
(γs,j − βγm)2

γs,j + γm

)

. (18)

Furthermore, replacinĝdq[k] by dmin and usingγSqR ,
∑

k∈Kj
γSqR[k] in (12), we obtain the conditional PEP atR

as
PR(cq, ĉq|hSqR) ≤

1

2
exp

(

−ξγSqR

)

. (19)

Thus, based on (8), (18), and (19), the unconditional PEP
assuming a detection error atR for Case 1 can be expressed
asP 1

2 (cj , c̃j)

≤ 1

4
Eh
{

K
∑

q=1

exp(−ξγSqR) exp

(

−ξ
(γs,j − βγm)2

γs,j + γm

)

}

. (20)

Since γm ≤ min{γSlR, γRD} ≤ γSlR with γRD ,
∑

k∈Kj
γRD[k] is valid, P 1

2 (cj , c̃j) can be further upper
bounded as

P 1
2 (cj , c̃j) ≤

1

4

K
∑

q=1

Eh
{

exp

(

− ξ

(

γm +
(γs,j − βγm)2

γs,j + γm

)

)}

�

�

�
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Fig. 3. Example illustrating the Cases 1 and 2 considered forthe PEP analysis
in Section III. j = 1 andp = 2 are valid. The shaded elements inx̃ denote
the elements that do not agree with the corresponding elements in x.

= K(I1 + I2), (21)

with3

I1 ≤ 1

4
EhSjD

{

exp
(

− ξϕ
∑

k∈K

γSjD[k]
)

}

× EhSR,hRD

{

exp
(

− ξϕ
∑

k∈K

γeq[k]
)

}

(22)

I2 ≤ 1

4
EhSjD

{

exp
(

− ξ
∑

k∈K

γSjD[k]
)

}

× EhSR,hRD

{

exp
(

− ξ
∑

k∈K

γeq[k]
)

}

, (23)

whereϕ = ρβ2/(1 + β)2 > 0 is a modulation dependent
parameter andρ is given by

ρ = −3 + 2β + β2

2
+

3 + 2β + β2

2

√

1 +
4(4β + 3)

3 + 2β + β2
. (24)

CombiningI1 and I2 and exploiting again [21, Eq. (18)], we
obtain from (21)

P
1
2 (cj , c̃j) ≤

1

4

K

(ξγ̄SjD)
rSjD

∏rSjD

m=1 λm(W SjDCSjD)
[

K
∑

l=1

(

1 +
1

ϕ
rSjD

+rSlR

)

1

(ξγ̄SlR)
rSlR

∏rSlR

m=1 λm(W SlRCSlR)

+

(

1 +
1

ϕ
rSjD

+rRD

)

1

(ξγ̄RD)rRD
∏rRD

m=1
λm(WRDCRD)

]

.

(25)

Case 2: Assumingx′
R = x̃R andxl 6= x̃l, l ∈ {j, p}, p ∈

{1, . . . ,K}, p 6= j, andxl = x̃l, otherwise, also causesx and
x̃ to differ in two vector elements and we obtaindH(x, x̃) =
2df , cf. Fig. 3, Case 2. It is possible that in Case 2,xp andx̃p

do not differ in alldf positions. Depending on the start of the
error event, the set of sub–carriers containing the erroneous
bits corresponding toxp and x̃p may only partially overlap

3A detailed proof is given in the conference version in [22, Eqs. (18–27)]
but omitted here because of space constraints.
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P (cj , c̃j) ≤
1

(ξγ̄SjD)rSjD
∏rSjD

m=1 λm(W SjDCSjD)

[

K
∑

l=1

θjl,R

(ξγ̄SlR)
rSlR

∏rSlR

m=1 λm(W SlRCSlR)

+

K
∑

p=1,p6=j

θp,D

(ξγ̄SpD)rSpD
∏rSpD

m=1 λm(W SpDCSpD)
+

θjRD

(ξγ̄RD)rRD
∏rRD

m=1 λm(WRDCRD)



 (32)

with Kj . However, the cases with a partial overlap yield higher
diversity gains, and hence can be omitted at high SNR. So, to
obtain a simple upper bound on the worst–case PEP atD for
Case 2, we assume that all elements inxp differ from x̃p. We
obtain from (11) for Case 2

PD(cj , c̃j |h,xR) ≤
1

2
exp

(

− 1

4

∑

k∈Kj

∑

l∈{j,p}

γSlD[k]d2l [k]
)

,

(26)
sincedR[k] = 0. Using the same upper–bounding techniques
as adopted in (16), we obtain an upper bound for the uncon-
ditional PEP assuming no error atR as

P 2
1 (cj , c̃j) ≤

1

4

1

(ξγ̄SjD)rSjD
∏rSjD

m=1 λm(W SjDCSjD)

×
(

K
∑

p=1, p6=j

1

(ξγ̄SpD)rSpD
∏rSpD

m=1 λm(W SpDCSpD)

)

.

(27)

For the case when the symbol from sourceSq is received in
error atR, we obtain for Case 2 from (14)

PD(cj , c̃j |h, x̂R,q)

≤ 1

2
exp

(

− 1

4

(
∑

k∈Kj

∑

l∈{j,p} γSlD[k]d2l [k]
)2

∑

k∈Kj

∑

l∈{j,p} γSlD[k]d2l [k]

)

=
1

2
exp

(

− ξ
∑

l∈{j,p}

∑

k∈Kj

γSlD[k]
)

, (28)

since d̂2R,q[k] = 0 and dR[k] = 0, asxR = x̃R. From (28),
we have

PD(cj , c̃j |h, x̂R,q) ≤
1

2
exp(−ξ(γs,j + γs,p)). (29)

Following (8), (19), and (29) and forp ∈ {1, . . . ,K}, p 6= j,
we obtain the following upper bound on the unconditional PEP
assuming an error atR for Case 2

P 2
2 (cj , c̃j) ≤

1

4
Eh
{

K
∑

p=1,p6=j

K
∑

q=1

exp(−ξ(γSqR + γs,j + γs,p))

}

≤ 1

4
Eh
{

K
∑

p=1,p6=j

K
∑

q=1

exp(−ξ(γm + γs,j + γs,p))

}

,

=
K

4
Eh
{

exp(−ξ(γm + γs,j))

K
∑

p=1,p6=j

exp(−ξγs,p)

}

,

(30)

since γm ≤ min{γSqR, γRD} ≤ γSqR is valid. Following
similar steps as adopted to arrive at (16), evaluation of (30)
leads to

P 2
2 (cj , c̃j) ≤

K

4

1

(ξγ̄SjD)rSjD
∏rSjD

m=1 λm(W SjDCSjD)

×
(

K
∑

l=1

1

(ξγ̄SlR)
rSlR

∏rSlR

m=1 λm(W SlRCSlR)

+
1

(ξγ̄RD)rRD
∏rRD

m=1 λm(WRDCRD)

)

×
K
∑

p=1 (p6=j)

1

(ξγ̄SpD)rSpD
∏rSpD

m=1 λm(W SpDCSpD)
. (31)

A careful investigation of (31) reveals that the right hand side
of (31) decays faster than the right hand sides of (16), (25),
and (27) at high SNR, and consequently is not relevant for the
final asymptotic PEP upper bound.

Combining (16), (25), and (27) we obtain an upper bound
for the PEP at the destination in (32) at the top of this page,
where

θjl,R ,
1

2
+

K

4

(

1 +
1

ϕrSjD
+rSlR

)

,

θjRD ,
1

2
+

K

4

(

1 +
1

ϕrSjD
+rRD

)

, and θp,D ,
1

4
. (33)

From (32), we observe that the PEP increases with increasing
number of sources. Hence, the error rate performance of the
considered multi–source system may be worse than that of
cooperative BICM–OFDM systems employing AF and DF re-
laying [21], [22]. However, this loss is more than compensated
by the throughput gain offered by the network coded system,
which requires onlyK+1 time slots for transmittingK source
signals, whereas conventional AF and DF relaying require2K
time slots.

B. Diversity Gain

To get more insight into the system performance, we inves-
tigate the diversity gain. LettingγSlD

= elγt, γSlR
= flγt,

andγRD = gγt, ∀l, whereel, fl, andg are arbitrary positive
constants, we define the diversity gain as the negative slopeof
the PEP in (32) as a function ofγt on a double–logarithmic
scale. Thus, based on (32), the diversity gain for sourceSj is
given by

Gj
d = rSjD +min{min

l
{rSlR}, min

p, p6=j
{rSpD}, rRD}

=min{df , LSjD}+min{df ,min
l
{LSlR},min

p, p6=j
{LSpD}, LRD}.

(34)

Eq. (34) reveals that for sourceSj , the maximum diversity
gain of network coded BICM–OFDM is limited by the free
distance of the code, the frequency diversity (i.e., lengthof
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CIRs) offered by all channels, or both. We can extract the
full frequency diversity offered by the channel by employing
a code with sufficiently large free distancedf . For channels
that are rich in frequency diversity, i.e.,LSjD ≥ df and
min{minl{LSlR},minp, p6=j{LSpD}, LRD} ≥ df , we obtain
Gd = 2df which is identical to the maximum diversity gain
achievable in cooperative AF [21] and DF [22] BICM–OFDM
systems. Note that different sources may enjoy different levels
of diversity gain depending on the quality of the channel
links. From (34), it is interesting to observe that the overall
diversity gain of sourceSj depends on the frequency diversity
of the direct links of the other sources, which is different from
conventional AF and DF cooperative BICM–OFDM systems.
If the otherSl → D, l 6= j, links are poor compared to the
Sl → R and R → D links, it becomes difficult to decode
the signal of sourceSj at D based on the coded information
received fromR and direct transmissions from other sources.
Hence, the error rate performance of sourceSj degrades,
which is evident from (34). Moreover, as decoding errors atR
have been taken into account in the analysis andR forwards
the coded information of all sources, the diversity gain depends
on the worstSl → R, ∀l, link as well.

IV. D ESIGN OFNETWORK CODED BICM–OFDM
SYSTEMS

In this section, we exploit the analytical results from Sec-
tion III for the design and optimization of network coded
cooperative BICM–OFDM systems. In particular, our goal is
to optimize relay placement and power allocation for mini-
mization of the BER or the frame error rate (FER) of the
system. Since analytical expressions for the BER and FER
are not available, we adopt the upper bound on the asymptotic
worst–case PEP of CMRC in (32) to formulate the relevant
optimization problems. The simulation results in Section V
confirm that the optimization based on the upper bound on
the asymptotic worstcase PEP has the intended effect on the
BER and FER, cf. Figs. 8 and 9. Unfortunately, the PEP in (32)
depends on the sub–carriers involved in a particular error event
sinceW SjD, W SjR, andWRD depend on the sub–carriers.
Since this dependence is cumbersome for optimization, we
first find

ΦZ , min
WZ∈WZ

rZ
∏

m=1

λm(W ZCZ), (35)

where WZ is the set of all possible matricesWZ , Z ∈
{SjD,SjR,RD}, ∀j. These sets are defined by the sub–
carrier allocation at the relays and the interleaver at the source
and can be easily determined. UsingΦZ , ∀Z, in (32) implies
a further upper bounding of the worst–case PEP.

A. Relay Placement

Consider the location of the nodes in a coordinate system,
i.e.,S1(x1, y1), S2(x2, y2), . . ., SK(xK , yK), R(xR, yR), and
D(xD, yD), cf. Fig. 4. Without loss of generality, we assume
xm ≥ 0 andym ≥ 0, m ∈ {1, 2, . . . ,K,R,D}. The distances

x 

y 

0 

S1 (x1,y1) 

S2 (x2,y2) 

SK (xK,yK) 

R (xR,yR) 

D (xD,yD) 

dS  R 

dS  R 

dS  R 

dRD 

���

��

��

Fig. 4. Schematic diagram of the considered cooperative diversity system
for relay placement.

between different nodes are defined as

dSjV ,

√

(xj − xV )2 + (yj − yV )2

and dRD ,
√

(xR − xD)2 + (yR − yD)2, (36)

wherej ∈ {1, 2, . . . ,K} andV ∈ {R,D}. InvokingΦZ , ∀Z,
we obtain a relay placement cost function from (32) as

Jj
r =

1

(ξγ̄SjD)rSjDΦSjD

×
[

K
∑

l=1

θjl,R
(ξγ̄SlR)

rSlRΦSlR
+

θjRD

(ξγ̄RD)rRDΦRD

]

, (37)

where all terms not relevant for relay placement have been
omitted. To simplify optimization, we note that forM ≥ 8, we
have{ϕ−(rSjD

+rSlR
), ϕ−(rSjD

+rRD)} � 1 (e.g.,ϕ = 0.1961
for 16–QAM with Gray labeling) in (37) which results in
θjl,R ' K/(4ϕrSjD

+rSlR) andθjRD ' K/(4ϕrSjD
+rRD), ∀j, l.

With this approximation, we simplify (37) to

Jr '
K
∑

l=1

1

(ξϕγ̄SlR)
rSlRΦSlR

+
1

(ξϕγ̄RD)rRDΦRD
, (38)

which is independent of theSj → D link parameters. If the
path–loss exponent is assumed to beα = 2 and the noise
variances atR and D are identical, i.e.,σ2

Z = d−2
Z , Z ∈

{SjD,SjR,RD}, ∀j andσ2
nSjD

= σ2
nSjR

= σ2
nRD

= N0, ∀j,
the cost–function for relay placement based on (36) and (38)
can be expressed as

Jr ∼=
K
∑

l=1

[(xl − xR)
2 + (yl − yR)

2]rSlR

aSlR

+
[(xR − xD)2 + (yR − yD)2]rRD

aRD
, (39)

whereaSlR = (ξϕγ̄l)
rSlRΦSlR and aRD = (ξϕγ̄R)

rRDΦRD

with average transmit SNRγ̄m , Pm/N0, m ∈
{1, . . . ,K,R}. For evaluation of the cost function, we as-
sume the destination knowsrU (i.e., LU ) and ΦU , U ∈
{S1R, · · · , SKR,RD}4. The optimum relay location is ob-

4LRD andΦRD can be obtained atD based on the estimates forhRD,
and information aboutLSlR

andΦSlR
can be forwarded fromR to D via

a low rate feedback channel.
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tained from

{x?
R, y

?
R} = arg min

xR, yR

Jr, (40)

s.t.

{

min{x1, . . . , xK , xD} ≤ xR ≤ max{x1, . . . , xK , xD}
min{y1, . . . , yK , yD} ≤ yR ≤ max{y1, . . . , yK , yD} ,

where the lower and upper limits onxR and yR form a
rectangular plane where the solution{x?

R, y
?
R} lies. The opti-

mization problem in (40) is a standard non–convex polynomial
programming problem and a general closed form solution
for (40) does not seem to exist. However, this problem can
be efficiently solved by Sum of Squares Tools (SOSTools)
[24] which are based on semi–definite programming. Below a
special case of (40) is discussed where a closed–form solution
can be obtained.
Special Case (flat–fading links):Here,rSjR = rRD = 1, ∀j,
in (39). By calculating∂Jr/∂xR = 0 and∂Jr/∂yR = 0, and
solving forx∗

R andy∗R, we have

x∗
R =

x1

P1
+ x2

P2
+ . . .+ xK

PK
+ xR

PR

1
P1

+ 1
P2

+ . . .+ 1
PK

+ 1
PR

and y∗R =

y1

P1
+ y2

P2
+ . . .+ yK

PK
+ yR

PR

1
P1

+ 1
P2

+ . . .+ 1
PK

+ 1
PR

, (41)

and for equal power allocationP1 = P2 = · · · = PK =
PR = PT /(K + 1) and total transmit powerPT , we have
x∗
R = x1+...+xK+xD

K+1 andy∗R = y1+···+yK+yD

K+1 . For example, if
we have one source, the relay should be placed in the middle
between the source and the destination. Though not proven
analytically, it will be shown in Section V-B that the above
choice ofx∗

R andy∗R is close–to–optimal for the general case
of equal–diversity channels, i.e.,LSjR = LRD = L, ∀j.
B. Power Allocation

Another interesting and practical problem is power alloca-
tion among transmitting nodes. Based on (32) and (35), we
obtain the cost function for power allocation as

Jj
p =

1

(ηSj ,DPj)
rSjDΦSjD

[

K
∑

l=1

θjl,R
(ηSlRPl)

rSlRΦSlR

+

K
∑

i=1,i6=j

θi,D
(ηSi,DPi)

rSiDΦSiD
+

θjRD

(ηRDPR)rRDΦRD



 ,

(42)

whereηZ ,
ξσ2

Z

N0
, Z ∈ {SjD,SjR,RD}. In the following,

we focus on a fair design which aims at minimizing the maxi-
mum PEP among all sources. The corresponding optimization
problem can be formulated as5

min
P1,...,PK ,PR

max
j

Jj
p (43)

s.t.

{

PR +
∑K

j=1 Pj ≤ PT

0 < Pn ≤ Pn,max, n ∈ {1, · · · ,K,R}
5We note that since matricesWZ , Z ∈ {SjD,SjR,RD}, ∀j in (32) are

sub–carrier dependent, performance could be further improved by allocating
different powers to different sub–carriers. A corresponding cost function for
optimization could be obtained from the union bound over allpossible worst–
case PEPs within one OFDM symbol. However, this would increase the
complexity of the optimization problem considerably.

wherePT andPn,max denote the total transmit power of all
nodes and the maximum transmit power of noden, respec-
tively. Introducing an auxiliary variableΩ, the problem in (43)
can be transformed to

min
Ω,P1,...,PK ,PR

Ω (44)

s.t.







Jj
p ≤ Ω, ∀j

PR +
∑K

j=1 Pj ,≤ PT

0 < Pn ≤ Pn,max, n ∈ {1, · · · ,K,R}.
Since the objective function,Jj

p , and all constraints can be
written in the form of posynomials inPj , ∀j, PR, and Ω,
the optimization problem in (44) can be cast into a geometric
program (GP) [25], which can be efficiently solved numeri-
cally using standard software [26]. We refer to the solutionof
this problem{P ∗

1 , . . . , P
∗
K , P ∗

R} as optimal power allocation
(OPA) and compare OPA with equal power allocation (EPA)
in Section V.

V. SIMULATION RESULTS

In this section, we present Monte–Carlo simulation results
to investigate the impact of the various system and channel
parameters on the performance of network coded cooperative
BICM–OFDM. Throughout this section, we adopt the rate
1/2 convolutional code with generator polynomials(7, 5)8
and free distancedf = 5, Gray labeling, andNt = 64 sub–
carriers of whichN = 60 are data sub–carriers, unless stated
otherwise. The interleaver for BICM–OFDM is designed as
outlined in [15]. The coefficients of each CIR are independent
and identically distributed and Rayleigh fading. We assume
identical noise variances atR and D, i.e., σ2

nZ
= N0,

Z ∈ {SjD,SjR,RD}, ∀j. Note that σ2
Z = d−α

Z holds
and we assume path–loss exponent to beα = 2. Unless
otherwise mentioned, we assumedSjD to be normalized to
1, and all other normalized relay link distances are 0.5. As
the asymptotic PEP in (32) is obtained via multiple upper
bounding steps, we do not show the error rate bounds but
validate the derived analytical results in terms of the diversity
gain instead. A similar approach was used in [11], [12], [15],
[23].

A. Diversity Gain

First, we consider a system withK = 2 sources and 16–
QAM modulation. We assume equal power allocation at all
transmitting nodes, i.e.,Pj = PR = P , ∀j. Fig. 5 shows the
bit error rate (BER) of sourceS1 vs. transmit SNR (P/N0)
for different CIR lengths{LS1D, LS2D, LS1R, LS2R, LRD}.
We consider nine different cases in order to validate the
expression for the diversity gain presented in (34): Case 1
{1,1,1,1,1}, Case 2{2,1,1,1,1}, Case 3{2,2,1,1,1}, Case 4
{2,1,2,1,2}, Case 5{2,1,2,2,2}, Case 6{2,2,2,2,2}, Case 7
{4,2,2,2,2}, Case 8{5,5,5,5,5}, and Case 9{6,6,6,6,6}. For
Case 1,G1

d = 2. Cases 2 to 5 all result inG1
d = 3 which

confirms (34). We observe that in Case 5, diversity orderG1
d

for sourceS1 is affected by the poor direct link of sourceS2

(LS2D is small compared to frequency diversity of other links).
This is expected for network coded BICM–OFDM systems as
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Fig. 5. BER vs. transmit SNR of cooperative network coded BICM–OFDM
with one relay and two sources.

the destination combines the direct link signals received from
all sources along with the relayed network coded signal to
decode the information transmitted by the sources, and hence
the qualities of all links affect the reliability of information
transmission by all sources. Though the same diversity order is
obtained for Cases 2 to 5, the coding gain increases from Case
2 to Case 5 which can be attributed to the lower correlation
between sub–carriers for larger CIR lengths. For Cases 6 and
7, we haveG1

d = 4 andG1
d = 6, respectively. Furthermore,

for Cases 8 and 9, we haveG1
d = 10, as a frequency diversity

of the links higher thandf does not contribute to the diversity
gain but may improve the coding gain. For Case 6, we also
show the BER forK = 3 sources and observe that asK
increases from two to three, full diversity is maintained but a
loss in coding gain results. However, this loss is compensated
by the increase in throughput. For Case 7, we also show the
BER for an OFDM system withNt = 128 sub–carriers and
N = 120 data sub–carriers. We observe a coding gain loss of
about 1.5 dB asNt increases from 64 to 128. This loss can
be attributed to the increased correlation between sub–carriers
when a larger number of sub–carriers is allocated to the same
total bandwidth.

TABLE I
COMPLEXITY COMPARISON OF FULL COMPLEXITY(FC) AND LOW

COMPLEXITY (LC) DECODING IN TERMS OF TOTAL NUMBER OF METRICS

CALCULATED FOR EACH BIT AND LABEL .

Parameters Case1 Case2 Case3

K 2 2 3
M 4 16 16

# of metric 16 256 6144
computations: FC

# of metric 10 136 2184
computations: LC
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Fig. 6. BER vs. transmit SNR of cooperative network coded BICM–OFDM
with one relay and two sources. Solid lines: Full complexity(FC) decoding.
Dotted lines: Low complexity (LC) decoding. Results for DF relaying, AF
relaying, and coded cooperation (CC) [29] are also shown.

In Fig. 6, we compare the performance of FC and LC
decoding for network coded cooperative BICM–OFDM with
K = 2 sources and 16–QAM modulation. We assume that
all nodes transmit with identical powers. We show the BER
performance of sourceS2 for two different cases: Case 1
{LSjD, LSjR, LRD} = {1, 1, 1}, ∀j, which yieldsG2

d = 2
and Case 2{LSjD, LSjR, LRD} = {2, 2, 2}, ∀j, which results
in G2

d = 4. We observe that the LC decoding scheme (dotted
lines) performs very close (in the range of 0.1 to 0.5 dB)
to the FC implementation (solid lines) for both cases. In
Table I, we compare the complexities of FC and LC decoding
for three different cases, which clearly reveals that the LC
scheme results in significant computational savings asK
and/or M increase. Fig. 6 also contains the performance
of DF and AF relaying (i.e., cooperative relaying without
network coding) which require four orthogonal channels to
transmit the signals of two sources. Understandably, DF [22]
and AF [21] relaying perform better than network coded
relaying but the performance loss of network coded BICM–
OFDM is more than compensated by the gain in throughput.
Furthermore, for Case 2, we compare the proposed network
coded scheme with the coded cooperation (CC) scheme in [29]
assuming both schemes consume the same overall power and
transmit with the same rate. In CC, two sources transmit to
a common destination, where each source tries to decode the
other source’s transmitted packet and, if successful, transmits
additional parity bits for the other source to the destination.
Since CC requires only two orthogonal channels whereas the
proposed scheme requires three orthogonal channels, we adopt
8–PSK modulation for CC to enable a fair comparison with
respect to rate. We consider two scenarios for CC with 50%
cooperation [29]: a) an ideal inter–source channel and b) a
fading inter–source channel, where the average SNR of the
inter–source channel is assumed to be identical to the average
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SNR of the source–relay channels for the proposed scheme.
We observe that CC does not achieve full diversity even with
perfect inter–source channel. This loss in diversity is caused
by the fact that different bits of an error event may arrive at
the destination via different links. For example, letd2f1 and
d2f2 denote the number of erroneous bits of an error event
of sourceS2 transmitted by sourcesS1 andS2, respectively.
Then, error events withd2f1 < LS1D and/or d2f2 < LS2D

dominate the overall performance of CC at high SNR, which
limits the diversity gain. For the practically relevant case of a
fading inter–source channel, the performance of CC degrades
further. In particular, when the CRC detects an error at one of
the sources, the sources do not cooperate, which results in a
further diversity loss.

Next, in Fig. 7, we compare the performance of conventional
C–MRC decoding based on instantaneous sub–carrier channel
gains and LOC–MRC decoding where the averageSj → R
link sub–carrier SNRs are used. We consider a system with
two sources and show the BER performance of sourceS2.
We consider scenarios where theR → D link is stronger
compared to theSj → R links such that weight factor
λ[k] < 1 plays a significant role in combining. For this
purpose, we set the relay location asdS1R = dS2R = 0.7
and dRD = 0.3 (i.e., the path–loss in theR → D link
is less prominent), wheredS1D and dS2D are normalized to
unity. We show the performance for four different cases: Case
1: QPSK modulation,{LSjD, LSjR} = {1, 1}, j ∈ {1, 2},
LRD = 2; Case 2: 16-QAM modulation,{LSjD, LSjR} =
{1, 1}, j ∈ {1, 2}, LRD = 2; Case 3: BPSK modulation,
{LSjD, LSjR} = {1, 1}, j ∈ {1, 2}, LRD = 4; Case 4:
QPSK modulation,{LS1D, LSjR} = {1, 1}, j ∈ {1, 2},
{LS2D, LRD} = {2, 2}. We observe that for Cases 1 to 3,
G2

d = 2 and for Case 4,G2
d = 3. We notice that LOC–MRC

performs very close to C–MRC for all considered cases. At
high SNR, the performance gap for different cases lies in the
range of 0.1 to 0.3 dB. We also show the performance of
conventional MRC for Case 3, which, as outlined in Section
II-C, results in a loss of diversity. Furthermore, we see that
LOC–MRC combined with LC decoding also achieves high
performance (Case 3).

B. Relay Placement

Next, we consider optimal relay placement for a network
with two sources and one relay and 16-QAM modulation (cf.
Fig. 4). First, we assume identical frequency diversity forall
links, i.e.,LSjD = LSjR = LRD = L, j ∈ {1, 2}, and C–
MRC decoding. In Section IV-A, we have shown that for flat–
fading links, x∗

R = x1+...+xK+xD

K+1 and y∗R = y1+···+yK+yD

K+1
are optimal. In Fig. 8, we examine the BER of sourceS1/S2

(the BERs of both sources are identical since the channel
conditions are identical) vs.β, wherexR = β(x1 + x2 + xD)
and yR = β(y1 + y2 + yD) for L ∈ {1, 2}. For L = 1,
β = 1/3 yields the minimum BER, which is in agreement
with β = 1/(K+1) as derived in Section IV-A. Interestingly,
for L = 2, the choice ofβ = 1/3 is also optimal. Similar
observations have been made for larger values ofL as well.
Next, in Table II, we study the relay placement problem more
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Fig. 7. BER vs. transmit SNR of cooperative network coded BICM–OFDM
with one relay and two sources. Solid lines: C–MRC decoding.Dotted lines:
LOC–MRC decoding. Dashed lines: MRC decoding. Dashed–dotted lines:
LOC–MRC with LC decoding.
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Fig. 8. BER vs.β for one relay and two sources. Equal transmit SNRs and
identical frequency diversityL for all links. xR = β(x1 + x2 + xD) and
yR = β(y1 + y2 + yD). We assumeS1(1, 1), S2(1, 5), andD(4, 3). In
these cases, we havex∗

R = 2 and y∗R = 3 (indicated by pointers) which
result forβ = 1/3.

in detail. We assumePj = PR = P , ∀j. Four cases are
examined for a target transmit SNR ofP/N0 = 20 dB. The lo-
cations of the sources and the destination are given byS1(1, 1),
S2(1, 5), andD(4, 3), respectively, in the coordinate system
shown in Fig. 4. For sourceS1, we compare the performance
of optimal relay placement (ORP) with the performance of
the solution obtained under the flat–fading assumption (i.e.,
xf
R = (x1+x2+xD)/3 = 2 andyfR = (y1+y2+yD)/3 = 3,

wheref stands for flat fading). For Case 1, we observe that the
R → D link is stronger (LRD is larger) and the relay should be
placed closer to the sources (x∗

R < xf
R). If LRD is increased

further, we can afford to place the relay even closer to the
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TABLE II
RELAY PLACEMENT FOR A SYSTEM WITH TWO SOURCES. RESULTS ARE SHOWN FOR TRANSMITSNRP/N0 = 20 DB. THE NOISE VARIANCEN0 IS

ASSUMED TO BE IDENTICAL FOR ALL LINKS. WE ASSUMES1(1, 1), S2(1, 5), AND D(4, 3). SIMULATED BER RESULTS ARE SHOWN FOR SOURCES1 .

Parameters Case1 Case2 Case3 Case4

LS1D 1 1 1 1
LS2D 1 1 1 1
LS1R 1 1 2 3
LS2R 1 1 2 1
LRD 2 3 1 1

x?
R 1.64 1.00 2.38 2.50

y?R 3.00 3.00 3.00 4.00
Simulated BER (ORP) 4.5× 10−4 2.6× 10−4 1.178× 10−4 1.4× 10−4

Simulated BER 6.8× 10−4 3.2× 10−4 1.9× 10−4 2.0× 10−4

(flat–fading assumption)

TABLE III
POWER ALLOCATED TO SOURCESS1 , S2 , AND RELAY R. WE ASSUMEdSjR = 1− dRD , dSjD = 1, j ∈ {1, 2}, AND PT = 3. RESULTS ARE SHOWN

FORPT /N0 = 25 DB. THE NOISE VARIANCEN0 IS ASSUMED TO BE IDENTICAL FOR ALL LINKS. BER RESULTS ARE OBTAINED VIA SIMULATION.

Parameters Case1 Case2 Case3 Case4

dRD 0.5 0.75 0.3 0.5
LS1D 2 1 1 1
LS2D 1 1 1 1
LS1R 1 1 1 1
LS2R 1 1 1 1
LRD 1 1 2 1

P ?
1 0.8934 1.0 1.3624 1.1877

P ?
2 1.5132 1.0 1.3624 1.1877

P ?
R 0.5934 1.0 0.2752 0.6244

BER (OPA),S1 4.14× 10−7 2.59× 10−5 2.82× 10−5 1.41× 10−5

BER (EPA),S1 3.56× 10−7 2.59× 10−5 4.22× 10−5 2.06× 10−5

BER (OPA),S2 1.20× 10−5 2.59× 10−5 2.82× 10−5 1.41× 10−5

BER (EPA),S2 3.48× 10−5 2.59× 10−5 4.22× 10−5 2.06× 10−5

sources (Case 2). On the other hand, if theSj → R links are
stronger, the relay should be placed closer to the destination
(x∗

R > xf
R) to compensate for the poorR → D link (Case

3). Note that for Cases 1 to 3, symmetric frequency diversity
links (i.e., LS1D = LS2D andLS1R = LS2R) are assumed,
hence the choice ofy∗R = yfR = 3 has not changed. In Case
4, we assume an asymmetric scenario and setLS1D = 3, i.e.,
the S1 → D link has the highest frequency diversity among
all links. As theS1 → R link is stronger, the relay should
be placed relatively closer toS2 andD, as reflected by the
choices ofx∗

R = 2.5 > xf
R andy∗R = 4.0 > yfR. In all cases,

we observe that ORP achieves a better performance compared
to the choice based on the flat–fading assumption.

C. Power Allocation

In Fig. 9, we show the frame error rate (FER) of sources
S1 and S2 as a function ofPT /N0 for the considered co-
operative diversity system with two sources and one relay,
QPSK modulation, and C–MRC decoding. For the following,
we assumePj,max = PR,max = 0.95PT and PT = 3. In
Fig. 9, we compare EPA and OPA (cf. (44)) forLS1D = 2,

LS2D = LSjR = LRD = 1, j ∈ {1, 2}, and dZ = 1.
We observe that sourceS1 enjoys better link qualities for
the considered scenario compared to sourceS2. To achieve
fairness, OPA (P ∗

1 = 0.8158, P ∗
2 = 1.5880, P ∗

R = 0.5962)
allocates more power toS2 compared toS1 andR. At FER
= 4× 10−4, we observe that the performance ofS2 improves
by 1.5 dB, whereas the performance ofS1 degrades slightly
(by 0.5 dB) compared to the performance achieved by EPA. To
gain more insight, we investigate the impact of the link quality
(i.e., path loss and frequency diversity) on power allocation in
Table III. If the relay is placed at equal distance from the
sources and the destination and theS1 → D link is stronger
(largerLS1D), thenS2 is allocated more power compared to
S1 as it has weaker links, and thus OPA injects fairness into
the system (Case 1). If the frequency diversities of all links
are identical and the relay is placed closer to the sources,
then to compensate for the poorR → D link, more power
is allocated to the relay (Case 2). In Case 2, we find that
EPA is optimum. On the other hand, if theR → D link is
stronger (higherLRD and lower path–loss), very little power
is allocated to the relay, and the two sources receive most
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Fig. 9. FER vs. PT /N0 of the considered network coded cooperative
BICM–OFDM for different power allocation schemes. Solid lines: Equal
power allocation (EPA). Dashed lines: Optimum power allocation (OPA).

of the share of the total power, cf. Case 3. Finally, in Case
4, where the relay is placed at equal distance from the two
sources and the destination and all links are flat–fading, most
of the available power is given to the sources. For all cases,we
observe that OPA performs better than EPA in terms of BER,
showing the merits of the proposed power allocation scheme.

VI. CONCLUSIONS

In this paper, we studied multi–source cooperative BICM–
OFDM systems employing GF(2) network coding and pro-
posed a generalized C–MRC bit metric for decoding at the
destination, which achieves the maximum possible diversity
of the considered system even if erroneous decisions at the
relay are taken into account. Furthermore, we introduced a
new (low feedback overhead) LOC–MRC bit metric and a
low complexity decoding scheme, which both perform close
to C–MRC with full complexity decoding. We derived closed–
form expressions for an upper bound on the asymptotic PEP
and the diversity order of the system for C–MRC decod-
ing. The diversity analysis revealed that, unlike for AF and
DF relaying, the diversity order of a particular source in a
network coded BICM–OFDM system may be limited by the
frequency diversity of the source–destination links of theother
sources. The results from the PEP analysis were exploited
for formulating optimization problems for relay placement
and power allocation, which can be solved using polynomial
and geometric programming techniques, respectively. For relay
placement, we found that the closed–form solution obtained
for flat fading is also close–to–optimum for the frequency–
selective case with equal–diversity links. For power allocation,
we observed that, unless theR → D link is very poor, the
sources receive a larger share of the power than the relay.
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