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Abstract—In this paper, we study a cooperative diversity
scheme for wireless systems where the relay is equipped with
a buffer. We consider practical frequency–selective channels and
adopt the combination of bit interleaved coded modulation and
orthogonal frequency division multiplexing (BICM–OFDM). We
propose a novel link selection protocol for BICM–OFDM systems
where the relay either transmits or receives in a given time
slot depending on the quality of the links. We derive a closed–
form upper bound for the asymptotic worst–case pairwise error
probability (PEP) and the diversity gain of the considered buffer–
aided relaying scheme for both infinite and finite buffer size.
We show that significant diversity gains can be achieved with
buffer–aided relaying compared to conventional relaying at the
expense of larger packet delays. In fact, for buffers of infinite
(or very large) size, the diversity gain is doubled for links with
identical frequency diversity, and an even higher diversity gain
advantage is possible for links with non–identical frequency di-
versities. Furthermore, we perform an exact closed–form average
delay analysis for buffers of both finite and infinite size which
provides important insight into the achieved delay–performance
tradeoff. The derived analytical results and performance gains
are corroborated by extensive simulation results.

Index Terms—BICM, OFDM, Cooperative Diversity, Buffer–
Aided Relaying.

I. INTRODUCTION

Cooperative diversity techniques can achieve high diversity
gains in distributed wireless networks where nodes are allowed
to cooperate by relaying each other’s signal [1]. Conven-
tional relay cooperation protocols rely on either amplify–and–
forward (AF) or decode–and–forward (DF) operations [1] and
the relay receives and re–transmits in successive time slots. In
conventional relaying systems, the end–to–end performance is
limited by the bottleneck relay link because the relay employs
a fixed schedule for reception and transmission without con-
sidering the link quality. In this paper, we consider a network
consisting of a source, a relay, and a destination, and we do
not impose a fixed schedule, but adopt an adaptive schedule
for reception and transmission at the relay. In particular, the
relay receives (transmits) only when the source S to relay R
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(relay R to destination D) link S → R (R → D) is stronger
compared to the R → D (S → R) link. This is only possible
if the relay is equipped with a buffer and can store packets
before re–transmitting them later at a suitable time.

The buffer–aided relaying concept is comparatively new
and the literature in this area is relatively sparse. Buffer–
aided relaying protocols have been considered before in [2]–
[9]. In [2], two buffer–aided relaying schemes were proposed
where the relay receives for a fixed number of time slots
and then re–transmits, and a throughput improvement was
demonstrated compared to receiving and re–transmitting in
subsequent time slots. The authors in [3] considered a joint
cross–layer scheduling and relay selection problem where the
relays were equipped with buffers and reported that consider-
able throughput improvements can be achieved compared to
relaying without buffers. The authors in [4] found that, at the
expense of a packet delay, the asymptotic throughput can be
improved by considering relay buffering and relay mobility.
In [5], it was shown that the throughput can be improved
if the relay employs adaptive link selection, i.e., the relay
receives (transmits) only when the S → R (R → D) link
enjoys a better quality than the R → D (S → R) link.
The authors in [6] applied adaptive link selection in two–
way relay networks and considered sum–rate maximization.
In [7], a relay selection scheme was proposed that takes into
account the quality of the links and the status of the relay
buffer of finite size. In [8], relay selection was considered and
it was proposed to select the relays with the best S → R
and the best R → D channels for reception and transmission,
respectively. It was shown that this max–max relay selection
criterion results in an improved coding gain but no additional
diversity gain. Throughput and end–to–end delay analyses
for relay selection in full–duplex relay networks with infinite
buffer size were provided in [9]. We note that [2]– [6], [9]
focused on throughput optimization for flat–fading links and
[7], [8] considered performance analysis of buffer–aided relay
selection for uncoded flat–fading links. Hence, the results in
these papers are not directly applicable to practical systems
with frequency–selective channels and channel coding with
non–ideal interleaving. In this work, we adopt the combination
of bit interleaved coded modulation and orthogonal frequency
division multiplexing (BICM–OFDM) [10] to exploit the
frequency diversity offered by the channel. We propose a
link selection protocol suitable for BICM–OFDM and explore
possible diversity gain benefits over conventional relaying
without buffers. To the best of the authors’ knowledge, an end–
to–end error rate and delay analysis for buffer–aided relaying
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with link selection is not available in the literature yet, not
even for uncoded flat–flading links, despite the promise of
buffer–aided relaying.

In this paper, we present novel buffer–aided link selection
protocols for BICM–OFDM based DF relaying with buffers
of both infinite and finite sizes. We assume that the source
has always data to transmit, i.e., it has an infinite backlog
of information bits. Both source and relay adopt standard
BICM–OFDM transmission. For buffers of infinite size, the
relay receives (transmits) when the S → R (R → D) link is
stronger compared to the R → D (S → D) link over a certain
set of OFDM sub–carriers. We consider the general case where
the links can be dissimilar in terms of average signal–to–noise
ratio (SNR) and frequency diversity. The decision threshold for
link selection is chosen such that the selection of both links
is equally probable. For buffers of finite size, we adjust the
transmission such that the S → R (R → D) link is chosen
when the buffer is empty (full), otherwise we revert to the
link selection protocol based on channel quality. We study the
worst–case pairwise probability (PEP) of the system, obtain
a closed–form upper bound on the PEP for both finite and
infinite buffer size, and derive the diversity gain of the system
for infinite buffer size, which provides important insight into
the maximum achievable diversity gain for the proposed link
selection rule. In fact, we show that the diversity gain doubles
and more than doubles compared to that of conventional
DF relaying if both links have identical and non–identical
frequency diversity, respectively, as the performance is no
longer limited by the bottleneck link. For the practical case,
when buffers of finite size are used, we observe impressive
coding gains even with buffers of moderate size, if not any
diversity gain. Our simulation results reveal that as the size
of the buffer increases, the diversity gain gradually increases
in the practical SNR region. As the performance gains come
at the expense of a delay in the network, we also analyze the
average end–to–end packet delay for both finite and infinite
buffer size. In fact, our results reveal that the proposed scheme
is suitable for applications that require high reliability but can
tolerate delays.

Notation: In this paper, E{·}, (·)T , (·)H , and | · | denote
statistical expectation, the transpose operation, the Hermitian
operation, and the magnitude of a scalar or the cardinality of
a set, respectively. λm(X), 1 ≤ m ≤ rank{X}, denote the
non–zero eigenvalues of matrix X , Γ(·) denotes the Gamma
function, and EVD stands for Eigenvalue decomposition.

II. SYSTEM MODEL

The considered system consists of a source terminal S,
one DF relay R equipped with a buffer (cf. Fig. 1), and one
destination terminal D. The direct link between S and D is
not exploited due to heavy attenuation and/or simplicity of
implementation. We assume that the transmission is organized
in packets and the channels are constant for the duration of
one packet and vary independently from one packet to the
next (block fading model). We also assume that source S
has always data to transmit. For the relay, buffers of both
finite and infinite sizes are considered. Though impractical, the
analysis of buffers of infinite size provides significant insight
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Fig. 1. Relay system model. “OFDM” and “OFDM−1” represent Inverse
Fast Fourier Transform (IFFT) followed by Cyclic Prefix (CP) insertion
and CP rejection followed by FFT, respectively. “BICM” and “BICM−1”
represent channel coding followed by interleaving and modulation and bit
metric calculation followed by de–interleaving and decoding, respectively.
Each buffer element is assumed to store one packet of information bits. If
the R → D link is selected, the content of the right most buffer element is
transmitted, i.e., we adopt a First In First Out (FIFO) mode. Shaded buffer
elements are full.

into the achievable performance. The link selection protocol
determines whether relay R receives a packet from source S or
transmits a packet to destination D. In this paper, we assume
that the link selection is performed at the destination node D.
To this end, D acquires the channel state information (CSI)
of both the S–R link and R–D link, keeps track of the status
of the buffer at R, selects the transmitting node based on the
selection criterion proposed in Section II-B, and informs S
and R about its decision via a low rate feedback link.We note
that in this regard buffer–aided relaying introduces additional
signalling overhead compared to conventional relaying where
D does not have to know the CSI of the S–R link and no link
selection results have to be fed back. We assume S and R
transmit at a fixed rate determined by the adopted coding and
modulation scheme. In the following, we present the signal
model and the link selection criterion.

A. Signal Model

Source S employs conventional BICM–OFDM [10]. As
usual, the BICM system comprises a binary encoder, a bit-
interleaver, and a memoryless mapper, which maps blocks
of m interleaved bits to a signal constellation X comprising
|X | = M = 2m signal points [11]. We assume a convolutional
encoder with minimum free distance df and adopt Gray
mapping, which is customary in BICM systems [12]. The
BICM block is followed by an OFDM modulator, cf. Fig. 1.
We assume conventional OFDM processing at the source,
the relay, and the destination and a sufficiently long cyclic
prefix (CP) to avoid interference between sub–carriers. One
OFDM symbol comprises Nt sub–carriers of which N < Nt

are used to carry data. We assume coding and interleaving
over one OFDM symbol. Thus, the log2(M)N output bits
of the convolutional encoder, ck′ , 0 ≤ k′ < log2(M)N , are
interleaved and mapped onto the N data symbols X[k] ∈ X ,
k ∈ N , N , {0, 1, . . . , N − 1}, belonging to one OFDM
symbol. The data symbols have unit average energy, i.e.,
E{|X[k]|2} = 1. The effect of the interleaver can be modeled
by the mapping k′ → (k, i), where k′ denotes the original
index of coded bit ck′ , and k and i denote the index of symbol
X[k] and the position of ck′ in the label of X[k], respectively.
Assuming df distinct bits between any two codewords span
at most d > df consecutive bits in the trellis, the adopted
interleaver ensures that any two coded bits ck′ and ck′+u,
u > 0, are assigned to different data symbols (and thus to
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different sub–carriers) if u ≤ d.
If the S → R link is selected for transmission at time slot

t, the signal received at R from S on the kth sub–carrier can
be modeled as

Y t
SR[k] =

√
PSH

t
SR[k]X[k] +NSR[k], ∀j, k, (1)

where PS denotes the average transmit power per sub–carrier
at S, NSR[k] is complex additive white Gaussian noise
(AWGN) with variance N0, and Ht

SR[k] is the gain of the
S → R channel on sub–carrier k at time t.

To decode the bits transmitted by S, R computes the BICM
bit metric for the ith bit in the label of symbol X[k] as [11]

ζik[ck′ ] = min
X∈X i

c
k′

{
|Y t

SR[k]−
√
PSH

t
SR[k]X|2

}
, (2)

where X i
b denotes the subset of all symbols X ∈ X whose

label has value b ∈ {0, 1} in position i. The bit metrics are
de–interleaved and Viterbi decoded at R.

Similarly, if the R → D link is selected for transmission at
time slot q > t, the signal received at D from R on the kth
sub–carrier can be modeled as

Y q
RD[k] =

√
PRH

q
RD[k]X ′[k] +NRD[k], k ∈ N , (3)

where PR denotes the average transmit power per sub–carrier
at R, NRD[k] is complex AWGN with variance N0, and
Hq

RD[k] is the frequency response of the R → D channel. We
assume that the relay adds the decoded source packet to the
queue in its buffer regardless of whether it has been decoded
correctly or not (cf. Fig. 1). 1 Thus, X ′[k] can be modeled as
X ′[k] ∈ {X[k], X̂[k]}, where X̂[k] ̸= X[k] denotes a decoded
symbol in error. The destination computes the BICM bit metric
in a similar fashion as in (2).

We do not consider power allocation in this paper. Hence,
without loss of generality, we assume equal transmit powers
at source and relay, PS = PR = P . At time t, the fre-
quency response Ht

Z [k], Z ∈ {SR,RD}, can be expressed as
Ht

Z [k] = wH
Z [k]PZh

t
Z , where wZ [k] is the discrete Fourier

transform vector of length LZ on sub–carrier k, PZ = C
1/2
Z

is the power delay profile matrix, CZ = E{ht
Zh

t
Z

H} is the
full rank channel correlation matrix, ht

Z is a vector of length
LZ containing the channel impulse response (CIR) coefficients
of link Z, and LZ is the CIR length of link Z which is
identical to the frequency diversity of link Z. Furthermore, we
introduce the instantaneous sub–carrier SNRs of the S → R
and R → D links at time t as γt

SR[k] , PS |Ht
SR[k]|2/N0 =

γ̄|Ht
SR[k]|2 and γt

RD[k] , γ̄|Ht
RD[k]|2, respectively, where

γ̄ , P/N0 denotes the transmit SNR. We define the average
SNRs as γ̄SR , γ̄E{|Ht

SR[k]|2} = γ̄σ2
hSR

and γ̄RD ,
γ̄E{|Ht

RD[k]|2} = γ̄σ2
hRD

. We assume σ2
hZ

= d−α
Z , where

dZ is the length of link Z and α is the path–loss exponent.

1We note that alternatively the relay could perform error detection (using
e.g. a cyclic redundancy check (CRC) code) and request a packet retransmis-
sion if a packet is detected in error. In this case, the relay has to inform both
source and destination about the retransmission via feedback channels, which
increases the signalling overhead. Nevertheless, the investigation of the error
performance, the delay, and an appropriate link selection criterion for this
alternative transmission scheme is an interesting topic for future work. Other
work that has considered DF relaying without error detection includes [13].

B. Link Selection Criterion

In conventional AF and DF BICM–OFDM relaying, perfor-
mance is limited by the bottleneck relay link and the diversity
order is given by min(df , LSR, LRD) [14]. For example, if df
is large enough and LSR < LRD, the S → R link frequency
diversity limits the overall diversity gain and performance. To
alleviate this problem, we equip the relay with a buffer to
store packets sent by the source. The relay transmits (receives)
only when the R → D (S → R) link is better compared to
the S → R (R → D) link. In this section, we introduce a
criterion for link selection suitable for BICM–OFDM. Note
that the link selection criteria presented in [5], [15], [16] to
improve the throughput performance for adaptive/fixed rate
transmission are fundamentally different from our criterion,
as the former were conceived for flat fading and capacity
maximization. Below we present the proposed criterion for
finite buffer size and discuss operation for infinite buffer size
as a special case.

At high SNR, the performance of BICM–OFDM systems
is limited by the worst–case error event, i.e., where two
codewords differ only in df positions [10]. Since convolutional
codes are trellis based, df distinct error bits appear in a
finite number of consecutive trellis branches. By appropriate
interleaver design, those df bits are mapped to df different
sub–carriers2. For both the S → R and the R → D links, we
explore all possible sets of df sub–carriers and determine the
worst–case set for link Z for time slot t as

KZ,t = arg min
Kdf

⊂K

∑
k∈Kdf

γt
Z [k], Z ∈ {SR,RD}, (4)

where K is the ensemble set of all feasible sets of df sub–
carriers, Kdf

is a particular set of df sub–carriers belonging to
K, and KZ,t denotes the set of sub–carriers which correspond
to the worst–case error event for link Z in time slot t. Now,
we define γt

Z =
∑

k∈KZ,t
γt
Z [k], which is the sum of the

instantaneous sub–carrier SNRs of link Z corresponding to
the worst–case sub–carrier set KZ,t. Note that the worst–case
sets of the S → R and R → D links are in general different as
the links fade independently. Now, we are ready to formulate
the link selection criterion for the considered BICM–OFDM
relaying scheme.

We assume that the buffer has J elements and each element
can store one packet of information bits. We denote Nf as the
number of buffer elements which are full. For 0 < Nf < J ,
the S → R link is selected for transmission at time slot t if

γt
SR ≥ ργt

RD. (5)

Here, ρ is a decision threshold to ensure proper balance in
selecting the S → R and R → D links. This is necessary
because the S → R and R → D links may be non–identically
distributed with average SNRs γ̄SR and γ̄RD, respectively. The
choice of ρ will be discussed later. The criterion basically
decides in favor of the S → R link if it is relatively stronger
than the R → D link over the worst–case set of sub–carriers.
Otherwise, the R → D link is selected. The link selection

2We assume non–ideal interleaving, i.e., interleaving within one OFDM
symbol is considered.
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TABLE I
LINK SELECTION PROTOCOL. X MEANS THAT LINK QUALITY DOES NOT

AFFECT LINK SELECTION IN THE CORRESPONDING CASES.

Case Buffer state Link quality Selected link
1 Nf = 0 X S → R
2 Nf = J X R → D
3 Nf ̸= {0, J} γt

SR ≥ ργt
RD S → R

4 Nf ̸= {0, J} γt
SR < ργt

RD R → D

criterion described in (5) may not be suitable for Nf = {0, J}
since a buffer can run empty (full) if the R → D (S → R) link
is repeatedly selected. To overcome this problem, we adjust
the link selection criterion by taking into account the status
of the buffer. Hence, we select the S → R link if Nf = 0,
regardless of the quality of the S → R link. Similarly, the
R → D link is selected if Nf = J . Note that J = 1
corresponds to conventional DF relaying where the relay
receives and transmits in successive time slots, i.e., storing
data over multiple time slots is not possible. A summary of
the proposed link selection protocol is shown in Table I.3

III. PEP AND DIVERSITY ANALYSIS

In this section, we derive an upper bound on the asymptotic
worst–case PEP for BICM–OFDM with adaptive link selection
for finite buffer size. Then, we obtain an upper bound for infi-
nite buffer size as a special case. We also provide expressions
for the maximum diversity order achievable with finite and
infinite buffer size.

A. Asymptotic PEP

We denote the transmitted codeword by c and the detected
codewords at the relay and the destination by ĉ and c̃,
respectively. For a code with free distance df , cj and ĉj differ
in df positions for the worst–case error event. We denote the
subset of sub–carriers containing the df erroneous bits by
KSR,t when the S → R link is selected at time t. Similarly,
if the R → D link is selected at time q and ĉ and c̃ form the
worst–case error event, the subset of sub–carriers containing
the df erroneous bits is denoted by KRD,q.

We analyze the worst–case PEP for γSR, γRD → ∞. Note
that a codeword is received in error at D if a) the S → R
link causes an error and the R → D link is error free, b) R
receives the codeword correctly but the R → D link causes
an error, and c) both links cause errors but the errors do not
cancel each other. Assuming a code with free distance df , the
end–to–end worst–case PEP of two codewords c and c̃ can be
formulated as

P (c, c̃) ≤ PR(c, ĉ)(1− PD(ĉ, c̃)) + PD(ĉ, c̃)(1− PR(c, ĉ))

+ PR(c, ĉ)PD(ĉ, c̃)
.
= PR(c, ĉ) + PD(ĉ, c̃), (6)

3We note that the proposed protocol can be refined by combining it with
adaptive coding and modulation. In particular, since the destination has the
CSI of both the S–R and the R–D links, it can select a coding and modulation
scheme appropriate for the SNR of the selected link and feed this information
back to the transmitting node. However, such a more sophisticated adaptive
rate protocol will lead to a more involved performance and delay analysis and
is left for future work.

where PR(c, ĉ) and PD(ĉ, c̃) denote the worst–case PEPs of
the S → R and R → D links, respectively, and “ .

= ”
denotes asymptotic equivalence.

At time slot t, the worst–case PEP of a link Z conditioned
on γt

Z (cf. Section II-B) can be upper bounded as [10]

P (e|γt
Z) ≤ exp(−ηγt

Z), (7)

where η , d2min/(4N0), and dmin is the minimum distance of
the constellation X .

Depending on the states of the buffer, we distinguish four
cases for transmission of a source packet from S to D. We
denote the worst–case error probabilities for the different cases
as Pi, i ∈ {1, . . . , 4}. Pi depends on the probabilities of the
buffer being full and empty, which are denoted by Pfull and
Pempty, and the worst–case PEPs for the S → R and R → D
links for the considered case, which are denoted by P i

R(c, ĉ)
and P i

D(ĉ, c̃), respectively. Expressions for Pfull and Pempty

are derived in Appendix A. We study now the worst–case error
probabilities for the four considered cases.

Case 1: In this case, we assume that the S → R and the
R → D links are selected based on the link selection protocol
in (5). Hence, the buffer is neither full nor empty. The joint
probability of this event is (1−Pempty)(1−Pfull). We obtain
P1 as

P1 = (1− Pempty)(1− Pfull)(P
1
R(c, ĉ) + P 1

D(ĉ, c̃)). (8)

Now, based on the link selection criterion for 0 < Nf < J ,
P 1
R(c, ĉ) and P 1

D(ĉ, c̃) can be expressed as

P 1
R(c, ĉ) ≤ E{exp(−ηγt

SR)|γt
SR > ργt

RD}

=
E{exp(−ηγt

SR) ∩ γt
SR > ργt

RD}
Pr(γt

SR > ργt
RD)

(9)

P 1
D(ĉ, c̃) ≤ E{exp(−ηγq

RD)|γq
RD > γq

SR/ρ}

=
E{exp(−ηγq

RD) ∩ γq
RD > γq

SR/ρ}
Pr(γq

RD > γq
SR/ρ)

, (10)

where q > t, p ∈ {t, q}. For the rest of the analysis, we drop
the time index for brevity.In the following Lemma, we provide
asymptotic upper bounds for P 1

R(c, ĉ) and P 1
D(ĉ, c̃).

Lemma 1: For eγSR = fγRD = γb → ∞, an asymptotic
upper bound for P 1

R(c, ĉ) and P 1
D(ĉ, c̃) can be obtained as

P 1
R(c, ĉ) ≤

θSR

γ̄rSR+rRD

b

(11)

P 1
D(ĉ, c̃) ≤ θRD

γ̄rSR+rRD

b

, (12)

respectively, where rZ , min(df , LZ) and the SNR-
independent constants θSR and θRD are, respectively, given in
(13) and (14) at the top of next page, where BZ , PZAZPZ

and AZ =
∑

k∈KZ
wZ [k]w

H
Z [k].

Proof: Please refer to Appendix B.
Case 2: In this case, the S → R link is selected since the

buffer is empty. The decoded packet is transmitted at a later
time by selecting the R → D link when the buffer is full. The
joint probability of this event is PemptyPfull. We obtain P2 as

P2 = PemptyPfull(P
2
R(c, ĉ) + P 2

D(ĉ, c̃)), (15)
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θSR =
Γ(rSR + rRD)

Pr(γSR > ργRD)rRDΓ(rSR)Γ(rRD)ρrRDηrSR+rRD

[∏rSR

j=1 λj(BSR)
][∏rRD

i=1 λi(BRD)
] (13)

θRD =
Γ(rSR + rRD)ρrSR

Pr(γRD > γSR/ρ)rSRΓ(rSR)Γ(rRD)ηrSR+rRD

[∏rSR

j=1 λj(BSR)
][∏rRD

i=1 λi(BRD)
] (14)

where P 2
R(c, ĉ) and P 2

D(ĉ, c̃)) are given by
P 2
R(c, ĉ) ≤ E{exp(−ηγSR)} (16)

P 2
D(ĉ, c̃) ≤ E{exp(−ηγRD)}. (17)

As link selection is not possible, we do not have the condi-
tioning on the link SNRs in (16) and (17). Now, following
[10], asymptotic upper bounds for P 2

R(c, ĉ) and P 2
D(ĉ, c̃) are

given by

P 2
R(c, ĉ) ≤

1

(ηγ̄SR)rSR
∏rSR

i=1 λi(BSR)
=

νSR

γ̄rSR

SR

(18)

P 2
D(ĉ, c̃) ≤ 1

(ηγ̄RD)rRD
∏rRD

i=1 λi(BRD)
=

νRD

γ̄rRD

RD

, (19)

where νZ , 1/(ηrZ
∏rZ

i=1 λi(BZ)), Z ∈ {SR,RD}.
Case 3: In this case, we assume that when the packet was

transmitted from S, the buffer was empty. Hence, the S → R
link is selected regardless of the quality of the link. However,
the buffer is not full when the R → D link is selected based
on the link selection criterion. The joint probability of this
event is Pempty(1− Pfull). We obtain P3 as

P3 = Pempty(1− Pfull)(P
3
R(c, ĉ) + P 3

D(ĉ, c̃)), (20)

where P 3
R(c, ĉ) = P 2

R(c, ĉ) and P 3
D(ĉ, c̃) = P 1

D(ĉ, c̃).
Case 4: In this case, we assume that the packet was

transmitted from S via link selection, i.e., the buffer was
not empty. However, when the packet was re–transmitted by
R, the buffer was full. Hence, the R → D link is selected
regardless of the link quality. The joint probability of this event
is (1− Pempty)Pfull. We obtain P4 as

P4 = (1− Pempty)Pfull(P
4
R(c, ĉ) + P 4

D(ĉ, c̃)), (21)

where P 4
R(c, ĉ) = P 1

R(c, ĉ) and P 4
D(ĉ, c̃)) = P 2

D(ĉ, c̃).
As the four cases are disjoint, we obtain the end–to–end

asymptotic PEP, PFB(c, c̃), as PFB(c, c̃) =
∑4

i=1 Pi and
assuming eγ̄SR = fγ̄RD = γ̄b → ∞, an asymptotic upper
bound on PFB(c, c̃) is given by

PFB(c, c̃) ≤ (1− Pempty)(1− Pfull)
θSR + θRD

γ̄rSR+rRD

b

+ PemptyPfull

( νSR

γ̄rSR

b

+
νRD

γ̄rRD

b

)
+ Pempty(1− Pfull)

( νSR

γ̄rSR

b

+
θRD

γ̄rSR+rRD

b

)
+ (1− Pempty)Pfull

( θSR

γ̄rSR+rRD

b

+
νRD

γ̄rRD

b

)
. (22)

Remark 1: For finite buffer size, we observe that the lowest
rate at which the PEP PFB(c, c̃) decays is min(rSR, rRD).
To observe the maximum decaying rate rSR + rRD, we must

have Pempty, Pfull → 0 as J → ∞, which makes the first term
in the sum in (22) dominant. For this reason, the choice of ρ is
critical. Note that for buffers of finite size, the suitable choice
of ρ depends on how Pempty and Pfull behave as J → ∞,
given the probabilities of selecting the S → R and R → D
links, i.e., PSR and PRD, respectively. The following Lemma
specifies how Pempty, Pfull → 0 can be achieved..

Lemma 2: For ζ , PRD

PSR
= 1, Pempty, Pfull → 0 when

J → ∞.
Proof: Please refer to Appendix D.

Note that for PSR = PRD = 1
2 , Pempty = Pfull = 1/(2J)

holds from (41). From Lemma 2, we observe that the choice
of ρ must ensure that the selection of the S → R and R → D
links is equally probable, i.e.,

ρ =
E{γSR}
E{γRD}

(23)

holds. Recall from Section II-A that γZ =
γ̄
∑rZ

i=1 λi(BZ)|vZ(i)|2, i.e., E{γZ} =
γ̄σ2

hZ

∑rZ
i=1 λi(BZ) = γ̄Z

∑rZ
i=1 λi(BZ). Hence, we

obtain ρ from (23) as

ρ =
γ̄SR

∑rSR

i=1 λi(BSR)

γ̄RD

∑rRD

j=1 λj(BRD)
. (24)

For ρ chosen as in (24) and very large values of J (ideally
J → ∞), we obtain

PFB(c, c̃) ≤ θSR + θRD

γ̄rSR+rRD

b

, (25)

where the maximum decaying rate of rSR+ rRD is observed.
Special Case: Uniform Power Delay Profile

Further simplification is possible for ρ presented in (24).
In fact, we observe that if a uniform power delay profile
(PDP) is adopted, ρ in (24) becomes independent of the
frequency diversity of the links. It can be easily shown that∑rZ

i=1 λi(AZ) = dfLZ (cf. (52))4 because of the linearity
of the trace of matrices, trace(

∑
i U i) =

∑
i trace(U i). By

adopting a uniform PDP PZ , we obtain
∑rZ

i=1 λi(BZ) = df
which is independent of the frequency diversity of the links.
In that case, ρ simplifies to

ρ =
γ̄SR

γ̄RD
=

σ2
hSR

σ2
hRD

. (26)

Note that if the links are identically distributed with equal
variance (i.e., the link distances dSR = dRD are identical),

4Note that trace(U) =
∑

i λi(U). Now trace(
∑

k∈KZ
wZ [k]wH

Z [k])

=
∑

k∈KZ
trace(wZ [k]wH

Z [k]) = dfLZ holds as |KZ | = df and
wZ [k]wH

Z [k] is a rank one matrix with a single non–zero eigenvalue given
by wH

Z (k)wZ(k) = LZ .
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ρ = 1 is valid.
On the other hand, it is also insightful to study the achievable
performance of relaying with a buffer of infinite size. Below,
based on (22), we obtain the PEP for a buffer with infinite
size as a special case.

Infinite Buffer Size
In case of buffers with infinite size, Pfull = 0. However, if

Nf = 0, we have no other choice but to select the S → R
link. We can avoid reaching the empty buffer state by careful
selection of the decision threshold ρ. Here, we have two
possible cases: Cases 1 and 3 discussed for finite buffer size.
From (22), we obtain an upper bound on the PEP for infinite
buffer size as

P IB(c, c̃) ≤ (1− Pempty)
θSR + θRD

γ̄rSR+rRD

b

+ Pempty

( νSR

γ̄rSR

b

+
θRD

γ̄rSR+rRD

b

)
. (27)

From (27), we observe that the maximum decaying rate rSR+
rRD can be achieved if Pempty = 0. Hence, we have to find
allowable values for ρ such that Pempty = 0 holds.

For infinite buffer size, we observe in view of Lemma 2 for
PSR > PRD (cf. Case 3 in Appendix D) that any ρ ≤ E{γSR}

E{γRD}
ensures Pempty = 0 as the S → R link is selected more often
on average. Selecting ρ in this manner, we obtain

P IB(c, c̃) ≤ θSR + θRD

γ̄rSR+rRD

b

. (28)

Remark 2: We observe that ρ chosen as in (24) ensures
that Pempty, Pfull → 0 for very large buffer sizes. Thus,
PFB(c, c̃)|J→∞ converges to P IB(c, c̃) in (28).

Remark 3: The link selection rule presented in (5) es-
tablishes a virtual R → D link with average SNR ργ̄RD.
Choosing ρ according to (24), which makes the S → R
and the virtual R → D links identically distributed if the
same PDP is assumed for both links, ensures that the links
are selected with equal probability. When γ̄SR ̸= γ̄RD, the
rule in (5) is not equivalent to selecting the link according
to maxZ∈{SR,RD} γZ (which corresponds to ρ = 1 in
(5)), where the latter criterion always chooses the best link
according to the instantaneous SNR γZ . However, adopting
ρ = 1 is, in general, not a wise choice. To demonstrate this,
we consider two simple examples for the uniform PDP. Firstly,
when γ̄RD > γ̄SR, for ρ = 1, the R → D link is selected more
often on average, and there is a high probability that the buffer
will be empty most of the time. Then, the relay will have no
other choice but to receive packets from the source even if the
S → R link quality is poor, which causes a potential diversity
loss. Secondly, when γ̄SR > γ̄RD, for ρ = 1, the S → R
link will be selected more often resulting in an increase of the
size of the buffer queue and hence it will take a long time for
the packets to reach the destination. As buffer overflow never
occurs with infinite buffer size, ρ = 1 selects the best link and
is expected to perform better compared to the choice of ρ in
(26). In this case, adopting ρ in (26) enhances the quality of
the virtual R → D link such that the links are selected with
equal probability and the overall delay performance improves.
In conclusion, choosing ρ according to (24) / (26) provides a

profitable tradeoff between performance and system delay. In
Section V, we compare the performance for ρ = 1 and ρ in
(26) for both γ̄SR < γ̄RD and γ̄SR > γ̄RD.

B. Diversity Gain

We define the diversity gain as the negative slope of the
asymptotic PEP as a function of γb on a double–logarithmic
scale. Thus, based on (28), the diversity gain with infinite
buffer size for ρ ≤ E{γSR}

E{γRD} is given by

Gd = rSR + rRD = min{df , LSR}+min{df , LRD}. (29)

For conventional DF [14] and AF [17] BICM–OFDM relaying
schemes, we have G

AF/DF
d = min{df , LSR, LRD}. Hence, by

adopting a code with sufficiently large df , remarkable diversity
gains can be observed with buffer–aided relaying. If the links
possess identical frequency diversity, i.e., LSR = LRD, then
Gd = 2G

AF/DF
d holds. On the other hand, if the frequency

diversities of the links are not identical, i.e., LSR ̸= LRD, then
Gd > 2G

AF/DF
d is valid because the diversity gain for buffer–

aided relaying is not limited by the frequency diversity of
the bottleneck relay link, thanks to the adopted link selection
scheme. For example, if df = 5, LSR = 3, and LRD = 1,
Gd = 4G

AF/DF
d holds according to (29). In Section V, we

validate the predicted diversity gain benefits of buffer–aided
relaying by simulations.

On the other hand, for finite buffer size, we determine the
diversity gain based on (22) as

Gd = min{rSR, rRD} = min{df , LSR, LRD}, (30)

which is identical to the diversity gain of conventional DF
and AF BICM–OFDM relaying [17], [14]. However, as J
increases, we observe considerable diversity benefits in the
useful SNR region as will be shown in Section V.

IV. AVERAGE DELAY ANALYSIS

The use of buffers at the relay improves the performance
at the expense of a higher delay in the network. Hence, it
is important to study the end–to–end delay to understand
the performance–delay tradeoff of the proposed buffer–aided
relaying scheme. In this section, we analyze the average
delay of the proposed scheme. We provide a closed–form
expression for the average delay in terms of the buffer size
and the probabilities of selection of the links. Note that unlike
some other buffer–aided relaying schemes, e.g. [9], the relay
appends the packet to its queue regardless of whether there
is a decoding error or not. Hence, the relay does not need to
send any acknowledgment message.

Since we assume that the source has always data to transmit,
i.e., it has an infinite backlog of information bits, the delay is
caused only by the buffer at the relay. Let T (i) and Q(i)
denote the delay of the packet transmitted by the source and
the queue length in time slot i, respectively. According to
Little’s law [18], the average delay T = E{T (i)}, which is
the average time that a packet is stored in the relay buffer, is
given by

T =
Q

RA
time slots, (31)
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where Q = E{Q(i)} (in packets) is the average queue length
at the buffer and RA (in packets/slot) is the average arrival
rate into the queue. We assume a fixed rate transmission
model and both the source and the relay transmit at a constant
instantaneous rate R when they are selected for transmission.
For simplicity and without loss of generality we assume that
the transmitting node transmits one packet at each time slot,
i.e., R = 1 (packet/slot). We define the probabilities of
selecting the S → R and R → D links according to the
finite buffer size link selection criterion in Subsection II-B as
P̃SR and P̃RD, respectively. Then, the average arrival rate into
the relay buffer is RA = P̃SRR = P̃SR. Similarly, the average
departure rate from the relay buffer is RD = P̃RDR = P̃RD.
Note that PZ , Z ∈ {SR,RD}, denotes the probabilities of
link selection based on (5) only, i.e., excluding the cases
corresponding to empty and full buffer states.

For a buffer of size J , the average queue length can be
expressed as

Q =

J∑
i=0

iPGi (32)

where the probabilities of different buffer states, PGi , are
introduced in (42). PGJ

= Pfull and PG0
= Pempty are

provided in (57) and (58), respectively, and PGi is obtained
by solving the linear equations in (42) as

PGi =
P J−i−1
RD

P J−i
SR

PGJ , i = 1, ..., J − 1. (33)

Using (57), (58), and (33), and the following equality
n−1∑
k=0

kDk =
D(1−Dn−1)

(1−D)2
− (n− 1)Dn

1−D
, D ̸= 1, n > 1,

(34)
we obtain

Q =


(

PRD

PSR

)J−1

− 1

PRD

(
1− PSR

PRD

)2 − (J − 1)

PRD

(
1− PSR

PRD

) + J

PGJ
.

(35)
Moreover, according to the link selection protocol for finite
buffer size, the average arrival rate into the relay buffer can
be obtained as

RA = P̃SR = (1− PGJ
)PSR + PG0PRD. (36)

Finally, using (35) and (36) in (31), the closed-form expression
of the average delay is obtained as

T =
PGJ

(1− PGJ
)PSR + PG0PRD

×


(

PRD

PSR

)J−1

− 1

PRD

(
1− PSR

PRD

)2 − (J − 1)

PRD

(
1− PSR

PRD

) + J

 . (37)

It is worth noting that for the special case when PSR = PRD,
i.e., ρ = E{γSR}

E{γRD} , we can show that

T = J, (38)

that is, the delay is linear in the buffer size.

Let us now investigate the behavior of the average delay
when the buffer size tends to infinity, i.e., J → ∞. For this
purpose, we consider three cases:
Case 1 (PSR = PRD, i.e., ρ = E{γSR}

E{γRD} ): From (38), we can
see that for buffer size J → ∞, the average delay is T → ∞.
Case 2 (PSR > PRD, i.e., ρ < E{γSR}

E{γRD} ): For J → ∞, it can
be shown from (35) and (36) that the average queue length
Q → ∞ and the average arrival rate RA ≈ PSR

1+PSR−PRD
.

Hence, in this case, the average delay is T → ∞.
Case 3 (PSR < PRD, i.e., ρ > E{γSR}

E{γRD} ): For J → ∞, using
(35) and (36), and after some simplifications, it can be shown
that

T =
Q

RA
≈ 1

PRD − PSR
. (39)

Based on the above delay analysis and the PEP analysis in
Section III, we can see that both the upper bound on the
PEP and the average delay depend on ρ (and hence PSR

and PRD) and the buffer size J . More specifically, if we
choose ρ as in (24), we have PSR = PRD. For infinite buffer
size, the diversity gain in this case is Gd = rSR + rRD,
however, the average delay is infinite, cf. (39). To limit the
average delay we need to starve the buffer which can be
done by choosing ρ > E{γSR}

E{γRD} , but with this choice of ρ
the diversity gain becomes Gd = rSR. Note that the closer
the value of ρ to E{γSR}

E{γRD} , the larger the average delay and
the higher the diversity benefits in the practical SNR region.
For the finite buffer size case and ρ = E{γSR}

E{γRD} , the average
delay equals the buffer size, i.e., T = J , cf. (38), and the
larger the buffer size the larger the average delay and the
higher the diversity benefits in the practical SNR region, since
Pempty, Pfull → 0 when J → ∞. Hence, one way to limit
the average delay is to decrease the buffer size but this is
at the expense of the diversity gain in the practical SNR
region. Another way to limit the average delay is by starving
the buffer which can be done by choosing ρ > E{γSR}

E{γRD} .
However, this choice also results in a loss of diversity gain
in the practical SNR region since Pempty does not tend to
zero when J → ∞. Hence, if a large delay can be tolerated, a
large buffer size and ρ = E{γSR}

E{γRD} result in optimum error rate
performance. Therefore, to achieve a certain tradeoff between
the diversity gain and the average delay, the designer has to
choose appropriate values for ρ and J . We will study the
impact of ρ and the buffer size J on the diversity gain and
average delay in more detail in Section V.

V. SIMULATION RESULTS

In this section, we present Monte–Carlo simulation results
to investigate the impact of the various system and channel
parameters on the performance of BICM–OFDM systems with
a buffer–aided relay. Throughout this section, we adopt the
standard rate 1/2 convolutional code with generator polynomi-
als (7, 5)8 and free distance df = 5, Gray labeling, 16–QAM
modulation, and Nt = 64 sub–carriers of which N = 60
are data sub–carriers. We assume source and relay employ
the same channel code and transmit at fixed rate. We do not
consider power allocation in this paper and assume that both
source and relay transmit with equal power P . The interleaver
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Fig. 2. BER vs. transmit SNR for BICM–OFDM system employing a relay
which has a buffer of infinite size. Unless mentioned otherwise, we assume
dSR = dRD .

for BICM–OFDM is designed as outlined in [10]. The co-
efficients of the CIRs of all links are independent Rayleigh
fading. The performance results are averaged over 1,000,000
independent channel realizations. Furthermore, the path–loss
exponent is α = 2. Unless mentioned otherwise, we adopt ρ as
shown in (26) assuming a uniform PDP. As is customary in the
BICM–OFDM literature see e.g. [10], we validate the derived
analytical results in terms of the diversity gain, since the PEPs
in (22) and (27) are obtained via multiple upper bounding steps
rendering the resulting coding gain loose. However, as the
average delay expressions presented in Section IV are exact,
we compare the corresponding simulation results with their
analytical counterparts.

A. BER Performance

First, we consider the diversity gain performance of the
system for infinite buffer size. Fig. 2 shows the BER vs.
transmit SNR (P/N0) for different CIR lengths LSR and LRD.
Solid lines denote the performance of buffer–aided relaying
and dashed lines denote the performance of conventional DF
relaying. We observe that for buffer–aided (conventional DF)
relaying for LSR = LRD = 1 and LSR = LRD = 2,
the diversity gain is Gd = 2 (GDF

d = 1) and Gd = 4
(GDF

d = 2), respectively. We see that if both links have
identical frequency diversity, buffer–aided relaying doubles
the diversity gain. For LSR = 3 and LRD = 1, buffer–
aided relaying yields a diversity gain of Gd = 4, whereas for
conventional relaying, we have a diversity gain of GDF

d = 1
only, which is also supported by the diversity gain expression
derived in Section III-B. Hence, buffer–aided relaying is not
limited by the bottleneck link and results in a high diversity
order for links with non–identical frequency diversity as well.
Note that according to (26), we have ρ = 1 for the afore-
mentioned cases. For non–identically distributed links with

12 14 16 18 20
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B
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R

Infinite buffer

G
d
 = 1

G
d
 = 3Conv. DF

J = 5

J = 30

J = 120

J = 200

Fig. 3. BER vs. transmit SNR for BICM–OFDM system employing a relay
with a buffer of finite size.

LSR = LRD = 2 and dSR = 0.5dRD, we also observe
Gd = 4. Here, ρ = d2RD/d2SR = 4 holds according to (26)
which compensates for the larger path–loss of the R → D
link and ensures that the selection of the S → R and R → D
links remains equally probable.

In Fig. 3, we show the BER vs. transmit SNR (P/N0)
for different buffer sizes J . We assume the relay buffer
is empty when transmission starts. Here, we consider non–
identically distributed links with LSR = 1, LRD = 2, and
dSR = 0.5dRD, i.e., ρ = d2RD/d2SR = 4 holds. Solid
lines denote the performance of buffer–aided relaying and
the dashed line denotes the performance of conventional DF
relaying. We observe that even with a small buffer size of
J = 5, buffer–aided relaying results in a significant coding
gain. As J increases, we observe diversity gain benefits in the
practical SNR region5. For J = 200, we obtain nearly identical
performance as for infinite buffer size in the considered SNR
region. Hence, in conclusion, buffers with moderate number
of elements result in significant performance gains compared
to conventional DF relaying confirming the potential of the
scheme.

Since in time–variant channels the CSI used for link se-
lection may be already outdated when transmission starts, we
investigate next the impact of outdated CSI. To this end, we
model the outdated sub–carrier channel gains of the S → R
and R → D links used for link selection as [19]

ĤSR[k] = β1HSR[k] +
√
1− β2

1 vSR[k] (40)

ĤRD[k] = β2HRD[k] +
√
1− β2

2 vRD[k]

where vZ [k], Z ∈ {SR,RD}, are circularly symmetric com-
plex Gaussian random variables having the same variance as

5The “practical” SNR region depends on the application. In this paper, we
refer to the range of 10dB–20dB as the practical SNR region.
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Fig. 4. BER vs. transmit SNR for outdated CSI. A relay with a buffer of
infinite size is used and all links have identical frequency diversity L. Solid
lines denote buffer–aided relaying and dashed lines denote conventional DF
relaying.

the current sub–carrier channel gains HZ [k], vZ [k] and HZ [k]
are mutually independent, and β1 (β2) is the correlation coef-
ficient between ĤSR[k] and HSR[k] (ĤRD[k] and HRD[k]).
Following Jakes’ model, the correlation coefficients are given
by β1 = J0(2πfd,SRTd) (β2 = J0(2πfd,RDTd)) [20], J0(·)
denotes the zeroth order Bessel function of the first kind, fd,Z
is the maximum Doppler frequency of link Z, and Td is the
delay between (perfect) CSI estimation and transmission. For
example, fd,Z = 50 Hz (which corresponds to a carrier fre-
quency of 1.8 GHz and a mobile terminal speed of 30 km/hr)
for Td = {640 µs, 1.432 ms, 2.514 ms, 3.292 ms} leads to
βi = {0.99, 0.95, 0.85, 0.75}, respectively, cf. Fig. 4. From
Fig. 4, we observe that for L = LSR = LRD = 1, the diversity
gain reduces from Gd = 2 for perfect CSI (i.e., β1 = β2 = 1)
to Gd = 1 for outdated CSI (i.e., β1 < 1 and β2 < 1).
Similar observations can be made for L = LSR = LRD = 2,
where outdated CSI reduces the achievable diversity gain from
Gd = 4 to Gd = 2. Thus, if the CSI is outdated, the
diversity gain advantage of buffer–aided relaying compared
to conventional relaying disappears. This phenomenon is well
known from other diversity mechanisms involving selection.
For example, it has been shown in [19], [21] that the diversity
gain of conventional relay selection disappears if the CSI is
outdated. Nevertheless, Fig. 4 also reveals that buffer–aided
relaying with adaptive link selection still achieves substantial
performance gains compared to conventional relaying even if
the CSI is severely outdated.

In Fig. 5, we compare the BERs for ρ as in (26) and ρ = 1
for infinite buffer size. First, we consider the case when γ̄SR >
γ̄RD. Here, we assume link distances dRD = 2dSR = 1,
hence, the path–loss of the R → D link is larger than that
of the S → R link. For LSR = LRD = 1 and LSR = 1,
LRD = 2, we observe that ρ = 1 performs slightly better than
ρ from (26) and both achieve the same diversity. As buffer
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Fig. 5. BER vs. transmit SNR for BICM–OFDM system for different choices
of the decision threshold ρ. A relay with a buffer of infinite size is employed.
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Fig. 6. BER vs. ρ for both finite and infinite buffer size. We assume dSR =
dRD and i.i.d. links.

overflow never occurs because of the infinite buffer size, ρ = 1
always selects the link with the largest instantaneous SNR
(cf. γt

Z in Section II-B). The downside is that it will select the
S → R link more often than the R → D link, which will cause
a prohibitive delay for the transmitted packets. For example,
for transmitting a fixed number of packets, say 1000 packets,
from S to D, 8335 channel uses are needed if ρ is selected as
in (26) compared to 32706 channel uses for ρ = 1 at a transmit
SNR of 19 dB for LSR = 1, LRD = 2, and dRD = 2dSR = 1.
Furthermore, we consider the case when γ̄SR < γ̄RD. We
assume LSR = LRD = 1 and dSR = 4dRD = 1, hence,
the path–loss in the S → R link is larger than that of the
R → D link. In this case, ρ = 1 will select the R → D link
more often. Hence, buffer underflow will occur with a high
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Fig. 7. Average delay vs. buffer size. Analytical and simulation results are
shown. The analytical results were obtained from (37) , (38), and (39).

probability and the relay will be forced to receive packets from
the source more frequently. Hence, we observe a diversity loss
for ρ = 1 when γ̄SR < γ̄RD. However, choosing ρ according
to (26) results in full diversity as it ensures that the links are
selected with equal probability.

In Fig. 6, we show BER vs. ρ for a transmit SNR of 20
dB for different link frequency diversities and different buffer
sizes. As i.i.d. links are assumed, we observe that ρ = 1 results
in the lowest BER in all cases.

B. Delay Performance

In Fig. 7, we show the average delay for buffers of finite
size for different values of ρ, where we compare simulation
and analytical results. We assume the links are i.i.d. We
adopt ρ = 1.05 > 1 to obtain a finite average delay for
buffers with infinite size and use it as reference for the
performance of buffers with finite size. We observe that as
the buffer size increases, the average delay with finite buffer
size gradually converges to that obtained with infinite buffer
size. Furthermore, for ρ = 1, we observe that the average delay
increases linearly as the buffer size increases, as expected. We
also clearly see that the simulation and analytical results are
in perfect agreement.

In Fig. 8, we show BER vs. average delay for i.i.d links
with LSR = 2 and LRD = 2, and dSR = dRD, i.e., ρ = 1
holds. We observe that as the buffer size (i.e., delay) increases,
the BER gradually converges to that obtained with infinite
buffer size. Hence, in this example, we see that even moderate
buffer sizes result in a similar performance as observed with
infinite buffer size, and thus providing a profitable delay–BER
tradeoff.

In Fig. 9, we show the average delay vs. ρ for different
buffer sizes. Again, we assume the links are i.i.d. We observe
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Fig. 8. BER vs. average delay for buffers of finite size. The dashed line
refers to BER obtained with infinite buffer size.
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Fig. 9. Average delay vs. ρ.

that as J → ∞ and ρ → 1, the average delay increases sharply
and for ρ = 1 it tends to infinity. On the other hand, if we
increase ρ, the average delay decreases as the R → D link is
selected more often. However, this comes at the expense of
a loss in BER performance as shown in Fig. 6 since the best
link is not always chosen. The results in Figs. 6, 8, and 9 give
insight into how to choose ρ and the buffer size in order to
obtain a certain average delay and BER performance tradeoff.

VI. CONCLUSIONS

In this paper, we studied a BICM–OFDM system employing
a relay which was equipped with a buffer of finite or infinite
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size. We proposed new link selection protocols for both finite
and infinite buffer sizes. We performed a closed–form worst–
case PEP analysis for the scheme and provided expressions for
the diversity gain. We observed that remarkable performance
gains can be obtained if relays are equipped with buffers. The
analysis revealed that compared to conventional relaying, the
diversity gain of the proposed link selection protocol is twice
as large for links with identical frequency diversity and more
than twice as large for links with non–identical frequency
diversity because the bottleneck relay link does not limit the
performance. Moreover, we analyzed the delay of the proposed
scheme and obtained a closed-form expression for the average
delay. The average delay analysis provided insight on how to
choose ρ and the buffer size to achieve a desired BER–delay
tradeoff. Our results showed that for buffers of moderate size,
significant coding gains can be achieved, if not any diversity
gain.

APPENDIX A
PROBABILITIES OF FULL AND EMPTY BUFFER

In this appendix, we derive the probabilities of the buffer
being full and empty which are denoted by Pfull and Pempty,
respectively. Pfull and Pempty are provided in the following
theorem.

Theorem 1: For a buffer of size J and given the selection
rule in Table I, where the R → D (S → R) link is selected
when the buffer is full (empty), we have

Pfull =

[
1 +

1

PSR

ζJ − 1

ζ − 1
+ ζJ−1

]−1

and Pempty =ζJ−1Pfull, (41)

where ζ , PRD

PSR
, and PSR = Pr(γt

SR > ργt
RD) and PRD =

Pr(γt
RD > γt

SR/ρ) are the probabilities for selection of the
S → R and R → D links, respectively, based on (5).

Proof: In order to compute Pempty and Pfull, we model
the possible states of the buffer and the transition between
the states as a Markov chain.6 For a buffer of size J , we
have a Markov chain with Ns = J + 1 states. Let Gi , i,
i = 0, · · · , J , denote the ith state in the Markov chain, where i
represents the number of full elements in the buffer. Let pm,n

denote the probability of transition from state Gm to state
Gn. Given the link selection protocol for the finite buffer case
described in Section II-B, we have the following three cases:

1) If the buffer is in state G0, i.e., the buffer is empty, the
only possible transition is to state G1 with probability
p0,1 = 1. In this case, we enforce the selection of the
S → R link.

2) If the buffer is in state GJ , i.e., the buffer is full, the
only possible transition is to state GJ−1 with probability
pJ,J−1 = 1. In this case, we enforce the selection of the
R → D link.

3) If the buffer is in state Gi, i ∈ {1, . . . , J − 1}, i.e., the
buffer is neither empty nor full, there are two possible

6We note that Markov chain models were used to analyze the performance
of relay networks before. For example, in [7] a Markov chain model was
adopted to analyze the outage performance of link selection in a multi–relay
network.
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Fig. 10. State diagram of the Markov chain representing the states of the
buffer in the relay.

transitions. The first possible transition is from state
Gi to state Gi−1 with probability pi,i−1 = PRD. The
second possible transition is from state Gi to state Gi+1

with probability pi,i+1 = PSR. Note that PSR+PRD =
1 holds.

Fig. 10 depicts the state diagram of the Markov chain repre-
senting the states of the buffer of the relay and the transitions
between them. Let PGi denote the probability of being in state
Gi Based on the state diagram in Fig. 10, we have

PG0 = p1,0PG1 = PRDPG1 ,

PG1 = p0,1PG0 + p2,1PG2 = PG0 + PRDPG2 ,

PGi
= PRDPGi+1

+ PSRPGi−1
, 2 ≤ i ≤ J − 2, (42)

PGJ−1 = PGJ + PSRPGJ−2 ,

PGJ
= PSRPGJ−1

.

Using the fact that
∑J

i=0 PGi = 1 and by solving the equations
in (42), we obtain the expressions for Pempty = PG0 and
Pfull = PGJ as

Pfull =

[
1 +

J−2∑
i=0

P i
RD

P i+1
SR

+
(PRD

PSR

)J−1
]−1

and Pempty =
(PRD

PSR

)J−1

Pfull. (43)

Eq. (41) is obtained by exploiting
N∑

k=1

Dk−1 =
DN − 1

D − 1
, D ̸= 1. (44)

This concludes the proof.

APPENDIX B
PROOF OF LEMMA 1

In this appendix, we derive expressions for the worst–case
link PEPs P 1

R(c, ĉ) and P 1
D(ĉ, c̃) given in (9) and (10),

respectively. After dropping time index t, we can rewrite the
numerator of the right hand side of (9) as

E{exp(−ηγSR) ∩ γSR > ργRD}

=

∫ ∞

0

∫ ∞

ρz

exp(−ηx)fγSR(x)fγRD (z) dx dz, (45)

where fγZ (x) is the probability density function (PDF) of γZ ,
Z ∈ {SR,RD}. Now, to evaluate (45), we need to calculate
fγZ (x), Z ∈ {SR,RD}. This is done in Appendix C and
exact and asymptotic expressions for fγZ

(x) are provided in
(55) and (56), respectively.
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Now, from (45) and (55) in Appendix C, we obtain∫ ∞

ρz

exp(−ηx)fγSR(x)dx

=

rSR∑
j=1

λrSR−1
j (BSR) exp

(
− ρ
(
η + 1

λj(BSR)γ̄SR

)
z
)

(1 + λj(BSR)γ̄SRη)
∏rSR

k=1,k ̸=j(λj(BSR)− λk(BSR))
,

(46)

where rZ , min(df , LZ) and constant (SNR independent)
matrix BZ , Z ∈ {SR,RD}, is defined in (52). Using (45)
and (46), we obtain E{exp(−ηγSR) ∩ γSR > ργRD} in (47)
at the top of next page. Furthermore, Pr(γSR > ργRD) also
needed in (9) can be expressed as

Pr(γSR > ργRD) =

∫ ∞

0

(∫ ∞

ρz

fγSR
(x)dx

)
fγRD

(z)dz,

(48)
where fγZ (x), Z ∈ {SR,RD}, is again given by (55) in Ap-
pendix III. After evaluating the integral inside the parenthesis
in (48), we have

Pr(γSR > ργRD)

=

∫ ∞

0

rSR∑
j=1

λrSR−1
j (BSR) exp(− ρz

λj(BSR)γ̄SR
)∏rSR

k=1,k ̸=j(λj(BSR)− λk(BSR))
fγRD

(z)dz.

(49)

Evaluating (49), we obtain Pr(γSR > ργRD) in (50) at the top
of next page. We observe from (50) that Pr(γSR > ργRD),
i.e., the probability of selecting the S → R link based on (5),
is a constant and does not scale with SNR but depends on ρ
and the eigenvalues of BZ . Thus, for eγSR = fγRD = γb,
the right hand side of (50) is independent of γb. To determine
how P 1

R(c, ĉ) behaves at high SNR, we obtain an asymptotic
expression for E{exp(−ηγSR) ∩ γSR > ργRD}. To this end,
we resort to the asymptotic PDF based approach proposed in
[22] and exploit (56) in Appendix III to obtain an asymptotic
upper bound for E{exp(−ηγSR) ∩ γSR > ργRD} in (51) at
the top of next page. Combining now (9), (50), and (51), we
obtain for P 1

R(c, ĉ) the asymptotic upper bound given in (11).
Using a similar approach, the asymptotic upper bound given
in (12) for P 1

D(ĉ, c̃) can be obtained.

APPENDIX C
DERIVATION OF fγZ (x)

In this appendix, we derive exact and asymptotic expres-
sions for the PDF of γZ , fγZ (x), Z ∈ {SR,RD}. Here,
γZ =

∑
k∈KZ

γZ [k] = γ̄
∑

k∈KZ
|HZ [k]|2, where |KZ | = df

and |HZ [k]|2 = |wH
Z [k]PZhZ |2. Each element of PZhZ is

zero mean complex Gaussian with variance σ2
hZ

. Then, γZ can
be expressed as

γZ = γ̄hH
Z PZAZPZ︸ ︷︷ ︸

BZ

hZ = γ̄hH
Z V Z∆ZV

H
Z hZ , (52)

where V Z∆ZV
H
Z is the EVD of BZ , and

AZ =
∑

k∈KZ
wZ [k]w

H
Z [k]. Let vZ(i) denote the ith element

of vector V H
Z hZ . Then, γZ = γ̄

∑rZ
i=1 λi(BZ)|vZ(i)|2,

where λi(BZ) is the ith non–zero eigenvalue of

BZ and rZ is the rank of BZ which is given by
min(df , LZ) [10]. Now, the PDF of γ̄λi(BZ)|vZ(i)|2 is
given by (1/(γ̄λi(BZ)σ

2
hZ

)) exp(−x/(γ̄λi(BZ)σ
2
hZ

))=
(1/(λi(BZ)γ̄Z)) exp(−x/(λi(BZ)γ̄Z)) and the
corresponding moment generating function is given by
1/(1−λi(BZ)γ̄Zs). In general form, the PDF of γZ is given
by [23]

fγZ
(x) =

1

2πj

∫ c+j∞

c−j∞

(
rZ∏
i=1

1

1− λi(BZ)γ̄Zs

)
exp{−sx}ds.

(53)
Calculating (53) and following [24], we obtain

fγZ (x) =

[
rZ∏
i=1

1

(λi(BZ)γ̄Z)i

]

×
rZ∑
j=1

exp(− x
λj(BZ)γ̄Z

)∏rZ
k=1,k ̸=j(

1
λk(BZ)γ̄Z

− 1
λj(BZ)γ̄Z

)
. (54)

After some manipulations, we arrive at

fγZ (x) =
1

γ̄Z

rZ∑
j=1

λrZ−2
j (BZ) exp(− x

λj(BZ)γ̄Z
)∏rZ

k=1,k ̸=j(λj(BZ)− λk(BZ))
. (55)

Note that the λi(BZ), i ∈ {1, . . . , rZ}, are distinct7 and
λj(BZ) − λk(BZ) ̸= 0, j ̸= k, holds in (55). Following
the approach in [22] for γ̄Z → ∞, an asymptotic PDF for γZ
can be obtained as

fγZ (x)
.
=

1

Γ(rZ)γ̄
rZ
Z

∏rZ
l=1 λl(BZ)

xrZ−1. (56)

APPENDIX D
PROOF OF LEMMA 2

In this appendix, we provide the proof for Lemma 2. We
use the expressions for Pfull and Pempty provided in (41) in
Theorem 1 and consider three cases: ζ = 1 (PRD = PSR) ,
ζ > 1 (PRD > PSR), and ζ < 1 (PRD < PSR).

Case 1 (ζ = 1): It can be easily shown from (41) that,
for ζ = 1, Pempty, Pfull → 0 when J → ∞. Hence, PSR =
PRD = 1

2 holds since PSR + PRD = 1.
Case 2 (ζ > 1): In this case, we obtain Pfull from (41) as

Pfull =

[
PRD − PSR − 1

PRD − PSR
+

PRD − PSR + 1

PRD − PSR
ζJ−1

]−1

.

(57)

As J → ∞, ζJ−1 → ∞, and Pfull → 0 holds. However, we
obtain Pempty as

Pempty =ζJ−1

[
PRD − PSR − 1

PRD − PSR
+

PRD − PSR + 1

PRD − PSR
ζJ−1

]−1

=

[
PRD − PSR − 1

PRD − PSR
ζ−(J−1) +

PRD − PSR + 1

PRD − PSR

]−1

.

(58)

From (58), it is clear that as J → ∞, Pempty →
PRD−PSR

PRD−PSR+1 ̸= 0.

7Independent eigenvectors correspond to repeated eigenvalues only when
the matrix is a scalar multiple of an identity matrix. As AZ is not diagonal
in nature, its non–zero eigenvalues are distinct.
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E{exp(−ηγSR) ∩ γSR > ργRD} =

rSR∑
j=1

rRD∑
i=1

[
λrSR
j (BSR)λ

rRD−1
i (BRD)γ̄SR

(1 + λj(BSR)γ̄SRη)(λj(BSR)γ̄SR + (1 + λj(BSR)γ̄SRη)ρλi(BRD)γ̄RD)

× 1

[
∏rSR

k=1,k ̸=j(λj(BSR)− λk(BSR))][
∏rRD

p=1,p ̸=i(λi(BRD)− λp(BRD))]

]
(47)

Pr(γSR > ργRD)

=

rSR∑
j=1

rRD∑
i=1

λrSR
j (BSR)λ

rRD−1
i (BRD)γ̄SR

(λj(BSR)γ̄SR + ρλi(BRD)γ̄RD)[
∏rSR

k=1,k ̸=j(λj(BSR)− λk(BSR))][
∏rRD

p=1,p ̸=i(λi(BRD)− λp(BRD))]
(50)

E{exp(−ηγSR) ∩ γSR > ργRD} ≤ Γ(rSR + rRD)

rRDΓ(rSR)Γ(rRD)ρrRD γ̄rSR

SR γ̄rRD

RD ηrSR+rRD

[∏rSR

j=1 λj(BSR)
][∏rRD

i=1 λi(BRD)
] (51)

Case 3 (ζ < 1): Using a similar approach as in Case 2, we
can show that for J → ∞, Pfull → PRD−PSR

PRD−PSR−1 ̸= 0 and
Pempty → 0.
Hence, Pempty, Pfull → 0 when J → ∞ is achieved if and
only if ζ = 1. This concludes the proof.
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