Semi-Automated Analysis of Stationary Video with Slit-Tear Visualizations
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Introduction

Exploring, analyzing and annotating video data remains a difficult and time-consuming task—especially when the analysis problem is poorly defined.  Automated techniques are able to generating quantifiable statistics and precise measure about the video or incidents in video; however, algorithms need to be carefully designed: (1) with a priori knowledge about what is to be analyzed, (2) with specific, well-defined quantifiable measures, or (3) within a specific, specialized context.  In contrast, a human analyst is capable of semantically understanding the video data, and to make decisions about what is interesting and worthy of note (e.g. [Jordan]).  In this work, we present the design of a video analysis tool that bridges these two worlds: our tool employs an interactive, user-driven, two-dimensional visualization of video that allows users to leverage simple automated tools for semi-automated analysis.

We are specifically interested here in analyzing what we call “stationary video scenes”, where the camera shooting the scene is fixed.  Such video data has the useful property that incidents of interest are either spatially located (the presence or absence of objects), or that movement of objects becomes a unit of analysis (movement paths).  Such video data is commonplace: traffic cameras, video surveillance cameras, and even webcam video data are frequently stationary in nature.  In our own HCI research practice, where we are interested in analyzing the moment-to-moment interactions of individuals ([Jordan]), we also use stationary video for analysis.  These videos allow us to replay activity to carefully analyze the data in a frame-by-frame manner.  While this type of analysis is extremely time-consuming, it generates a deep understanding of underlying interaction phenomena.
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Briefly, the slit-tear visualization technique is a two-step process: the analyst draws “slits” on a frame of the video (marks which can be straight lines or curves), and the system generates a timeline visualization that replicates the pixels selected by the slits for the duration of the video.  As in Figure 1, the timeline visualization is somewhat abstract, but is nevertheless highly informative—in this case, one slit shows both the direction and relative speed of cars passing through the scene, while another provides an “index” to see each car in the scene.  The analyst could then scrub through the video using the timeline, which replays the video in the main frame, allowing the analyst to both verify events, and to further specify slit-tears on the video scene.

While early iterations of this tool were useful for both exploration and early analysis, the problem was that the timeline visualization was really only useful to the analyst.  In practice, the visualization was difficult for others to interpret.  Furthermore, while incidents were easy to locate in the visualization (e.g. when cars pass through in Figure 1), it was difficult to ascertain additional information about events (e.g. which direction the car is moving, what lane the car is in, etc.) without actually replaying the video.  Additionally, aggregate information (e.g. how many cars actually pass through in the hour) was still time-consuming to collect.

This work presents the culmination of our efforts in a tool for stationary video analysis.  The tool itself provides a useful interactive visualization of video data, and core set of automated analysis primitives that can be applied to the visualization.  Our efforts realize a tool where the complementary capabilities of the human-analyst and computer are leveraged in a single tool.

We make two contributions in this work.  First, we identify a semantic taxonomy of analysis primitives that arise from the use of slit-tears, showing how the interpretation of the slit-tear visualizations is sometimes ambiguous (even though it may be obvious to the original human analyst).  This taxonomy enumerates the types of incidents which may be of interest in stationary videos.  Second, we realize a set of simple automated analysis primitives that provide analysts with semi-automated annotate the video with events and incidents of interest.

In the next section, we outline the domain of tools for semantic video analysis (differentiating it primarily from computer vision applications).  We then outline an example video analysis task as a motivating example that we draw on multiple times for the remainder of the paper.  Using the example, we first outline a set of questions that a video analyst may want answered, then we show how the slit-tear visualizations can help answer these questions.  This discussion leads us to a taxonomic classification of how slit-tears can be used, which in turn outlines several avenues where simple automation can aid the human analyst.  We then show how the slit-tear timeline visualization is augmented using these automated analysis primitives. 

2 Related Work
Our interest in video analysis tools arises from our own HCI research practice, where we are primarily interested in observing and understanding interaction between and behaviour of users.  We are specifically interested here in semantic video analysis—where relationships between entities or between entities and their context are revealed (c.f. the data-centric video analysis in [][]).  For instance, to understand the collaborative activity of users around tabletop artefacts, researchers have performed video analysis to determine “territories” of interaction [].  This type of video analysis is also useful for analyzing users’ movement through space [Saul video], or determining patterns of behaviour in video scenes [Timelines].  While these HCI contexts motivated this work, in this paper, we will rely on videos of car traffic in our examples.  These scenes are analytically similar to the car traffic scenes since we are interested in movement, patterns, and behaviour of objects in the video scene; the difference is that it is easier to predict and understand movement in a video scene of car traffic.

Most commercial tools (e.g. invivo) are designed to support the manual “coding” of video data in real time (i.e. annotations), and the later quantitative analysis of this coded data.  For instance, in analyzing the video stream represented in Figure 1, the human analyst would identify “interesting” events occurring in the video stream (e.g. when a car passes through, or when the traffic light changed), marking them as metadata in an event log that is time-coded with the video.  A later analytic step on this data could reveal quantifiable measures about how frequently cars passed through, or whether there were correlations between different coded events (e.g. did any cars drive through when the traffic light was red?).  Most video annotation tools are limited in this respect: generating the necessary metadata and annotations about the video largely requires manual inspection.  Furthermore, it is difficult to gain a high-level perspective on, or explore the video data without actually watching the entire video through.
To this end, many researchers have investigated ways of visualizing video data.  The core problem here is that the video data is three dimensions (objects and images in the scene are presented in two-dimensional space and the sequential video frames add the extra third dimension of time), while the viewing space (computer screen) is two-dimensional.  This data is visualized in most non-linear video editors as a timeline, where the timeline scrubber can be used to play back the video frames at arbitrary speed, and the time dimension is represented in a separated track from the video altogether.  In keeping with this geometric interpretation of video data, many authors have considered visualizing the video data as a volume (or video cube []).  In some work (e.g. []), planar cuts are allowed; in other work, these cuts can be other geometric shapes (such as waves and ripples in []).  While this body of work has been artistically compelling, it can still be challenging to navigate three dimension cubes in the context of a two-dimensional screen; furthermore, the utility of these techniques for the type of video analysis we are describing here is unclear.  More recent work to support video exploration has departed from this three-dimensional geometric representation entirely, and provides simple methods for users to manipulate objects in the video scene as a means to traverse and explore the video (e.g. [,]).

This manual analysis can be augmented with computation, and to some extent, this is the domain of computer vision research.  Examples include drawing “representative frames” from video data to represent the video [], or shot/scene detection algorithms that are able to detect scene changes in a video (e.g. [], []).  Similarly, simple computer vision systems can detect changes in regions, and automatically notate those changes in a timeline.  The strength of these approaches is that there is an objective ground truth; thus, the algorithms can be evaluated on their “correctness” in detecting various phenomena, and thereby iteratively improved.  The primary drawback of these types of approaches is that they are deterministic, requiring a priori knowledge of what is to be detected and analyzed.  Furthermore, most of these types of tools and algorithms do not typically allow the user to perform much customization.  Consequently, their utility for the type of video analysis under consideration here is somewhat limited: our intent here is to support the exploration of video, and the analyst’s task of investigating and testing hypotheses about incidents in the video data in an ad hoc fashion.  The computational methods described here are amenable primarily to analytic quantities known a priori.
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Motivating Example: Analyzing a Parking Lot Scene

Let us consider the example of analyzing a parking lot scene in Figure 2.  As stated earlier, this is fairly analogous to the scenarios being analyzed in [] and [], where the investigators were interested in studying the clustering and territorial behaviour of users with regard to the artefacts in the tabletop space.  To analyze the video data, a human analyst may begin with, or generate as s/he works, a set of questions about the objects and their relationship with each other or the context.  In this work, we will rely on the parking lot scene in Figure X as an example; however, we would ask questions of a similar nature of other videos scenes such as those depicted in Figure X, or Y.  Suppose in this case, we are interested in improving traffic flow through the parking lot, so we are interested in first understanding the traffic flow in the parking lot before making recommendations to the contractor.

We might begin with what we call incident questions, where events are somewhat brief: does a car ever enter the parking lot?  If so, when does it happen?  What else is going on when a car enters the lot?  How many cars enter the parking lot?  How many leave?  What is the overall flow rate?  Does it happen regularly, or is traffic “bursty”?  How often do cars enter the lot?  How long does it happen for?  Notice that while these events themselves may be inherently interesting, they may also be useful indices into the video data, for instance to discover what else is occurring at the same time.

Another type of question we might ask of the entities in the scene is what we call path questions, where we are interested in entities’ motion through the scene.  For instance, we might ask and want to compare, which lane in the parking lot is the busiest?  Which paths are the most common for cars to travel along?  How often do cars deviate from what might be considered the most popular or common path?  Are there biases for lanes that are closer to the entrances?

Third, we might consider monitoring questions, where we are interested when states of things change.  For instance, we might be interested in when cars park or when they leave their parking spots.  This would help us, for instance, gauge how long cars stay parked.  We might be interested in when doors of the shops open and close, or how often and for how long a handicapped parking spot is used.

A fourth type of question is what we call, “entity” questions, where we are interested in finding discovering how a specific entity in the scene relates to other entities.  For instance, of the individuals coming out of the grocery store, how far do they typically have to walk to get to their cars?  Are individuals able to usually get parking spots close to their ultimate destination? 

Answers to these questions would help the video analyst in understanding the scene, particularly the relationships between the cars and the parking lot.  What should be clear, however, is that answering any one of these questions would be an extremely onerous task for a video analyst.  In the next sections, we will show how slit-tear visualizations ease the analytic burden on the video analyst.
4 Slit-Tear Visualizations
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The core design ethos behind slit-tear was to leverage the human analyst’s semantic understanding of the spatial distribution of activity in the video frame, and to use computation to extrapolate from the user’s interest.  The slit-tear technique originated from video slicing, which is a variant of the slit-scanning technique found in traditional photography.  In video-slicing [7], a vertical scan-line of each frame from the video is appended to a timeline.  The timeline can be used to scrub through the original video, and the scan-line can be similarly moved to see changes in the timeline.  This transformation of the video data produces views of data that immediately make salient patterns of movement and entities in the video that would otherwise be difficult to spot.  It is upon this approach that the slit-tear visualization technique was built.

The slit-tears technique builds on the basic video slicing approach by allowing the scan-line to be arbitrarily shaped and positioned in real-time.  These arbitrarily-shaped scan-lines are called slit-tears, and are the explicit mechanism through which users express interest in parts of the video.   Users can generate an arbitrary number of these slit-tears, which may be straight lines, curves, a scribble, or even a few pixels.  The video pixels under these tears are then replicated for each frame of the video, and placed on a timeline.  As illustrated in [], this simple extrapolation mecahnism can accentuate motion and small changes, show directional movement, and also allow users to make predictions about related events in the video (because multiple slit tears can be composited on the same timeline). Creation of the tears themselves is straightforward, and akin to the use of most bitmap editing utilities.  Furthermore, the technique can be applied to live video, thereby providing a rich historical summary of the video.

5 Semantic Taxonomy of Slit-Tear Use
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Slit-tear visualizations provide a powerful abstract view of video data that reveals events and patterns of activity that would otherwise be difficult to see, or require close study of the video data.  Drawing from the example introduced earlier, we illustrate how the use of slit-tear visualizations helps us answer questions, and then use these visualizations as the basis for a semantic classification of slit-tear use.  This taxonomy sheds light on the nature events and incidents of interest in stationary video scenes, and how semantically “interesting” events are revealed in slit-tear visualizations, thereby clarifying the potential role of automated analysis.
5.1 Classifying Slit-Tear Use
Slit-tear visualizations are useful when incidents of interest are spatially fixed in the video scene.  The slit-tear drawn by the analyst specifies the area of interest, while the technique expands the area in time, presenting the information in a fixed 2D representation.  This classification scheme articulates and illustrates three different ways in which slit-tears can be used to detect and monitor activity.  While the same underlying mechanism is employed to generate the visualization in all three cases, the kinds of resulting patterns that are generated and which patterns are interesting varies in each case.  Together, we call these patterns “analytic primitives”, and they are differentiated both by their appearance and their semantic interpretation.  The relationship between these slit-tear types and analytic primitives is illustrated in Figure [].  By way of example, we illustrate each of these uses with regard to the example introduced in the previous section.
Incident tears.  Most frequently, slit-tears are placed so that entities’ movement paths are incident against the slit-tear.  As a consequence, they readily detect entities passing through regions of the video-scene, and are useful for capturing temporally brief incidents.  These slit-tears readily address incident questions, because the timeline that is produced is fairly regular, and the interruption on the timeline highlights each incident of interest.  In this way, they are also useful for counting recurring events that pass through the tear, as each entity passing through appears as a fairly distinct object.  The slit-tears in Figure [] produce timeline visualizations that help identify when cars are entering and exiting the parking lot.  We can also see that the traffic into this lot is indeed “bursty” and irregular.
[image: image7.emf]When slit-tears are used for this purpose, we call them incident tears.  The resulting timeline visualization produces three common types of patterns, which we call analytic primitives: absence of change, transient incident, and recurring incident.  Absence of change merely indicates that nothing crossed the incident tear.  Transient incident refers to incidents that are brief, and often one-time.  Recurring incident typically indicates that the incident tear separates two areas that objects commonly move between.  These analytic primitives allow us to determine what is going on in a scene by viewing the timeline visualization rather than the entire video, so that we may, for instance, compare between different parts of the video.  For instance, we can see in Figure [] that while the first exit receives a lot of traffic, almost no traffic comes or goes from the second exit.
[image: image8.emf]Path tears.  Slit-tears can also be used to ascertain the use of predicted movement paths to traverse through a scene.  Figure 1 shows a trivial case, where almost all the cars go from the left to the right side of the scene (or vice versa).  With regard to our example, we maybe interested in determining the relative “success rate” of cars traveling down a row of parked cars.  By drawing a tear along the predicted path [Figure], we can see how many cars actually did not find parking, the ones that did, and the ones that were leaving their parking space.
We call slit-tears used this way path tears, since they predict a path for entities.  In the timeline visualization, it is common to see three types of analytic primitives arising from path tears: straight path, broken path, bent path.  Straight paths occur when entities pass along the entire length of the path tear.  In Figure [], these were cars that did not find a parking spot.  Broken paths show when entities travel along part of the tear, but not the entire length—essentially, when the path does not adequately predict the path of a specific entity.  In Figure [], these were cars that found parking spots (e.g. [] []), or were leaving their parking spots (e.g. [] []).  Finally, bent paths represent cases where entities paused or stopped along the path for a period of time.  In Figure [], these bent paths represented cars that waited for a parking spot.  In Figure [], this was the case of a car that was waiting to make a left turn.  In all of these cases, slope of the resulting primitive in the timeline visualization tells us the direction of objects and their relative speed through the tear.
Monitor tears.  Finally, monitoring tears are slit-tears that are used to detect changes in state of entities in the scene.  They are similar to incident tears, but whereas incident tears detect brief events, monitoring tears are typically used more for studying long-term changes in the tear.  Figure [] shows an example of a monitoring tear that is able to detect when parked cars have left their parking spot, and when new cars have taken their place.  Figure 1 shows an example of a monitoring tear where the tear shows the regularity/period of the spinning sign.
Monitoring tears have two main types of primitives: a state flip simply refers to something happening in the tear that changes for a time, and then goes back to its original state.  A state change is similar, except that the changes seem more permanent.  In general, monitoring tears do not necessarily accord to any regular pattern; instead, the timeline produced by these tears often appear as splotches.  The core utility of monitoring tears (as in Figure []) is in their ability to signal changes of state in areas of the scene, and can thus be used as an index into the video so that other entities and their relationship to this state can be inspected.
5.2 Opportunities for Automation

The taxonomy developed above covers the vast majority of events or incidents in stationary video data as they would appear within the context of a slit-tear visualization.  This is important, since it means that with appropriately drawn slit-tears, it is possible to develop automated techniques that recognize the vast majority of “interesting” events in stationary video data.

We therefore conceptualize the slit-tears as a mechanism that analysts use to specify spatially “interesting” pixels in the video frame.  In some sense, this is a sort of “pre-filter” for the automated techniques—effectively selecting spatially interesting areas of the video scene.  The resulting timeline visualization provides a focused space for pattern analysis to identify the analytic primitives outlined earlier.  While each of these analytic primitives is defined in image space, they are readily interpreted in a rich, semantic way.  In the next section, we discuss the automated enhancements we have incorporated into our prototype systems that users can selectively apply to the slit-tear visualization to enhance their ability to understand and interpret the video data.

6 Integrated Automated Analysis Primitives

We have realised several automated analysis techniques using elementary computer vision and image analysis techniques.  While the implemented set of techniques is fairly small, they already provide a rich interpretative base that analysts can make use of.

6.1 Augmenting Incident Tears

We have implemented a number of automated functions that help the system understand activity under an incident tear.  First, the prototype is capable of detecting the duration of transient incidents.  When the analyst specifies a slit-tear, the system automatically populates the event log with detected transient incidents through the incident tear.  Detection is a two step process: the method first estimates the colour of “background” pixels (based on modal colour of each pixel for the duration of video), then by notes when a significant number of pixels (in a frame) are different.  Figure [] shows how the visual summary of the timeline indicates when the system believes it has detected a transient incident.

The system is also capable of providing the analyst with a view of the original object that passes through the incident tear.  It does so by estimating the size of transient incidents against an incident tear, and extracts a thumbnail of the original object from a video frame in the original video data (Figure []).  These thumbnails are revealed during analyst interaction in two ways: first, they appear when the analyst hovers over a transient incident in the timeline visualization; second, they also appear automatically in the event log next in the corresponding entry.

Finally, the system is able to produce descriptive statistics about the incidents that occur through the incident tear.   By default, it produces a count of the objects that pass through the tear in the loaded video (Figure []).  In addition, it tracks timestamps for these transient incidents, so the system is capable of generating statistics about the rate of incidents, the regularity of incidents, and so forth.

6.2 Augmenting Path Tears

An analyst uses path tears to detect whether the drawn path in the video scene corresponds to the movement paths of objects in the video data.  The system is able to detect complete paths through the timeline visualization, and so is able to differentiate these from partial paths (i.e. when the path tear does not fully describe the path taken by objects in the video scene).  Figure [] shows a path tear, and the corresponding timeline visualization shows when the cars passed through the intersection compared to cars that turned.  The system provides a visualization that helps the analyst differentiate between these cases, and is again capable of providing descriptive statistics about objects passing through the path tear.  By default, it presents information about the number of objects following the path tear and the number of objects passing through only part of the path tear.

6.3 Augmenting Monitor Tears

Monitor tears are used to monitor the state or presence of objects in the video scene.  These are represented primarily by the presence/absence of colour.  To accentuate these differences, the system is capable of visually removing estimated “background colours” from the timeline visualization (Figure []).  As a consequence, incidents appear in a highly salient way against the white background.

6.4 Presentation

The automated mechanisms presented here are available with minimal interaction.  The system considers drawn slit-tears to be incident tears by default, and the interpretation of information under the slit-tear can be changed to the other two types easliy.  Information generated by the automated mechanisms are automatically presented to the analyst in the interface in several places.  First, the timeline visualization of each slit-tear is augmented with a computer-generated, abstract visual summary that depicts the incidents of interest (Figure []).  Thus, the slit-tear visualization can be collapsed, leaving the visual summary to indicate when, for example, objects have passed through the incident tear.  Second, the event log captures incidents of interest—both those automatically generated by the system, and user-generated annotations (Figure []).  This event log tracks incidents of interest in the video scene, and can be used to immediately jump to the corresponding frame in the video data.  Third, the slit-tears themselves act as “beacons” during video playback: for instance, during playback of the video in Figure [], the incident tear changes colour when an object passes through it.  Finally, the system enables a simple form of user-generated, text-based annotation that can be tied to a timestamp and a spatial location in the video frame.

7 Discussion
In this work, we have touched upon a core theme in the information visualization analytic loop [], but from the reverse direction.  While many researchers are interested in determining the appropriate place for human intervention in the analytic loop, our work with slit-tear visualizations had the opposite problem: while we began with an interesting human-generated visualization, we had the problem of trying to determine where automation could be appropriately added to augment the analytic activity.  The taxonomy we presented earlier of slit-tear usage provided us with an avenue for automation, and our early experiences with the augmented tool have been positive.  Effectively, the automated aspects of the tool provide suggestions that may be of interest to the human analyst, providing indices into the video data for the analyst to study.
As this tool still relies on the core technique introduced in [], it shares many of the limitations articulated there.  Yet, our experience with this tool has shed insight into two additional problems that we are continuing to address in our work: the scalability of the visualization approach, and the tool’s ability to abstract generalized patterns of activity.  Because video data grows extremely rapidly (a video of 5 minutes at 30 frames per second generates 9000 video frames), it is unclear how to properly represent intermediate frames in the timeline visualization.  The current approach represents each frame with a pixel column; however, this approach does not readily scale beyond a modest-sized video.  We are currently investigating alternative approaches, such as alpha-blending to composite a set of frames into one, or that used in [Timelines], where the most “unusual” frame is used to represent a set of frames.  A second open question is how to abstract the data even further so that sequences of events can be more readily be identified by the computer.  For example, it would be useful to be able to provide time-scale invariant visualizations of the data: that is, relationships that occur at different time scales (10s vs. 30s) can be readily observed as being similar.  Alternatively, we could imagine that the tool can more readily identify recurring patterns of activity.  The current approach uses a linear conception of time, which is not readily amenable to this type of approach. 

8 Conclusions
--yabadabadoo
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10 AWARD_WINNING_TEXT

While the slit-tears produce a consistent effect regardless of how and where they are placed on a video scene, they can be used in fundamentally different ways.  
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Figure shows the new hotness with all the enhancements: event log, “counter hint”, text annotations, summary bars, thumbnail, and enhancements for object detection, and partial/complete path detector, also shows background removal





�


Figure illustrates the “beacons” that appear on the slit-tears as objects pass through (when the timeline is scrubbed)








�Slit tears actually can’t address this. Should I remove this?





