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ABSTRACT

We introduce Shadow Reaching, an interaction teglani
that makes use of a perspective projection appiedc
shadow representation of a user, which facilitatasipula-
tion over large distances on wall displays. We dbsc
three prototype implementations that illustrate teeh-
nigue, examining the advantages of using shadowanas
interaction metaphor to support single users aodigg of
users collaborating. Using these prototypes as sigue
probe, we discuss how the three components ofetie- t
nigue (sensing, modeling, and rendering) can beracc
plished with real (physical) or computed (virtushadows,
and the benefits and drawbacks of each approach.

ACM Classification: H5.2 [Information interfaces and
presentation]: User Interface<sraphical user interfaces.

General terms: Human Factors, Design

Keywords: Large displays, interaction techniques, distance
interaction

INTRODUCTION

An enduring theme in research on very large walpldiys

is supporting effective input for users. Two mamokdems
exist: providing fluid access to all areas of tagge display
for a single user, and conveying awareness ofaotems
to collaborators. We introduce a novel techniqueda
Shadow Reaching that addresses both of these prsble
using the perspective information implicit in cabadows.

Shadow Reaching relies on the underlying interactio
metaphor of physical shadows. Unlike previous wenk-
ploying shadows for interaction (Krueger et al.839Ap-
perley et al., 2003), central to our technique jseaspec-
tive-based transformation of the shadows. Figurius-
trates how the size of a user’s shadow, and hdwcader’s
effective reach, varies based on the user's movemefa-
tive to the light source and the display. The resufluid,
seamless interaction and control over the entispldy.
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Figure 1. A user interacts (left) in close proximity
with a small region of the display, and (right) steps
back to interact over larger distances.

Furthermore, because a user’s interactions are @ishan
the display as familiar shadows, both the usercoliébo-
rators can easily understand and interpret intenagt

The primary contribution of this Tech Note is ateimaction
technique that balances the design tension bettireemeed
for efficient reaching (pointing) on very large plisys by a
single user, and the need for easily interpretadbighodied
actions that can be understood by co-present cobddrs.
We first describe previous solutions to each pnobland
then present a high-level description of the Sha&each-
ing technique and three prototype implementaticmest t
illustrate how the technique is built up from segsimodel-
ing, and rendering components.

Our first prototype literally uses physical shadowfsthe
user augmented by 6DOF sensing to maintain the hudde
a user’'s reachable area. The second prototypeesppli
vision-based approach to the basic shadow metafghor
facilitate interaction using the entire shadow, #mel third
extends the second to Magic Shadows, an embodied in
action technique reminiscent of GUI-based Magicdemn

We conclude with a discussion of how the metapliaire
tual perspective shadows supports embodied interait
collaborative activities by providing access cohtroulti-
person input, and dynamic virtual light sourcest ttzke
advantage of our everyday experiences and intsitioh
how real shadows behave.

ISSUES WITH VERY LARGE DISPLAY INTERACTION
There are two design factors that must be addresgéat
teraction designers for large display: supportifiéeraction



over large distances on the display, and suppoinferac-

tions that are easily interpretable. In this settiwe set the
stage for Shadow Reaching by illustrating how thivee

factors are often at odds with each other.

Interaction at a Distance

Large displays can present copious amounts of rimdtion
spread across the entire work surface. Direct actern
techniques such as touch-sensitive surfaces malk#icult
to interact with information in areas not immedipteithin
reach: a user must physically move about the wedesp
and may not be able to reach some content at dkrge
displays (e.g. a 10' tall wall or 6' wide tablettipplay).

Indirect interaction techniques fare better in srfipg
interaction at a distance. Reetz et al. (2006) igmwa tax-
onomy of indirect techniques including direct aatioursor
extension, long-distance pointing, proxy techniqueslar
techniques, and throwing. Each of these technigties-
tively supports interaction at a distance for agknuser
working on a large display. However, as we will ,shey
all fall short in terms of making interactions imgeetable by
the user and the user’s collaborators.

Interpretable Interactions

A common design heuristic for groupware is to pdevi
consequential communication of activity in the foofrcon-
tinuous feedback of interaction so others can yasier-
pret and understand those interactions (Gutwin &e@+
berg, 2002). For large displays, many authors lzageed
for direct input techniques because they providesighlly-
grounded embodiments of interaction (Scott et 2003).
For example, Pick-and-Drop provides an interpretabl
means for transferring information by placing theu® on
users to physically move to different areas ofgbeeen to
“pick” up and “drop” off information (Rekimoto, 19.
Similarly, Wu and Balakrishnan (2003) describe clirn@-
teraction techniques for manipulating data on taiplalis-
plays.

Common to these approaches is the user's physioal e
bodiment within a physical space. When interactiech-
nigues are based on physical properties of a ussrns
bodiment, they become understandable because @vedr
ryday experiences with our physical selves. Indbetext
of large display interaction, we have come to thifilem-
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Figure 2. The user can control the reach of her shadow
by moving closer to and farther away from the display.

interaction. Throwing techniques (Hascoet, 2003)ndd
provide direct links to the initiating user, makinglifficult
to determine the originator of an action and tthesrhean-
ing of the interaction. As a result, these techegjimpede
collaborators, or even the user, from understanding
predicting the result of actions.

SHADOW REACHING

Shadow Reaching employs a shadow on the displdacgur
through which the user interacts with the scenpefspec-
tive projection applied to the shadow, controllée:ctly by
the user through body positioning, allows the usein-
crease or decrease the effective range of interadti a
fluid, seamless manner (Figure 2). The combinatibthe
shadow as interaction proxy, and the ability totomrrange
of interaction, satisfies the dual requirementsntgraction
at a distance and interaction embodiment, whicleltaus
far been elusive to many interaction designers.

Our shadows-based interaction technique draws aedéar
et al.’s work with VIDEOPLACE, and extends it by kiteg
a perspective projection based on the positiorheflight
source a core component of the technique. It ssdbimpo-
nent which provides users with the ability to cohttheir
range of effective interaction.

Informal observations of first time users of Shadeeach-
ing indicated they easily learned the techniquesrfJsm-
mediately understood the significance of the chamge
shadow size as they moved closer to and farthey &awm

bodiment as the extent to which a user has a direct connec-the display. This is likely a result of experiengigh shad-

tion to the interaction being performed, and ultieha to
the data being acted upon. When this connectictrasg,
interactions arénterpretable.

Many techniques designed for distance interactaihtb
achieve the goal of being interpretable. TractorBea
(Parker et al., 2005) provides a powerful meangaifting
and interacting with remote information, but does pro-
vide a clear link between the user’'s physical seifl the
data being acted upon. Proxy techniques such abderi
(Khan et al., 2004) or radar techniques such a&-Bod-
Pop (Collomb et al., 2005) break down because tigénal
data is isolated at a distance from the user aoch fihe

ows in everyday life. In particular, we observedtthsers
naturally step back from the display when they wantin-
derstand the “bigger picture.” The resulting incean
reach maps nicely to their broadened scope ofdster

PROTOTYPE IMPLEMENTATIONS

We implemented three different applications to expl
Shadow Reaching. The first is implemented as argéne
replacement for a mouse cursor for pointing anerauting
with the workspace. The second employs a full-biodigr-
action metaphor as did Krueger et al., and thel thitends
Magic Lens techniques (Bier et al., 1993) to achi®lagic
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Figure 3 Using the Shadow Reaching prototype.

Shadows. The prototypes use different approachesris-
ing, modeling, and rendering. These are discusséaatm.

Single Point Interaction

The first prototype uses a real-world shadow, ggteer
from a powerful lamp 10 feet from the screen, tppsrt

single-point input, as with a mouse (see Figurd-8y. eas-
ier sensing, the user holds a Polhemus positiakeraand
Phidgets button. The modeling stage uses the krgevn
ometry of the light source and display and the egnsca-
tion of the tracker to determine the location af $hadow
of the user’'s hand on the screen. Button pressggetr
click events at that location. The real shadowhef tiser is
a physical embodiment in the workspace, but is ussd

computationally.

The prototype supports a puzzle-building task, witlilti-
ple input devices available for simultaneous binadnor
collaborative interaction. A more practical implartaion
would use vision-based sensing, either of the ZhhBdew
on the screen, or of the 3-D user. The Polhemusused to
guarantee accuracy so we could evaluate the inignac
technique without worrying about a vision subsystem

The real-world light source used for shadow remdgras
placed at roughly shoulder height of the user.iiitfac-
tors when choosing a light are intensity and beaghea

Whole Body Interaction

An alternate model of interaction makes use ofehére
shadow for whole-body input. Unlike single-pointi¢&”

interaction, there is a broad range of interacpessibili-
ties, including use of hand and arm gestures tk picand
manipulate scene objects, use of head positiomingiéw
control, and use of the legs for secondary intevact

We developed a demonstration application usingtfady
interaction via shadows with dynamic on-screen eantin
this second prototype shadow sensing was accoradlish
using a light source behind the screen, capturet am
infrared camera in front of the screen, and exédeising
rudimentary computer vision techniques similar tbatv
Tan and Pausch (2002) did in a different contexin@del
of the user’s location in space was then compuaad,the
shadows were rendered onto the screen. In contitisthe
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Figure 4. A mockup of how virtual shadows can be used
as representation-altering Magic Shadows. In this case
the shadows contain satellite photo data, while the sur-
rounding regions hold conventional map data.
first prototype, where everything was “real” excépt the
computation of hand position, the second prototypedd-
eling and rendering were accomplished entirelyhim vir-
tual domain. This illustrates the de-coupling cf 8ensing,
modeling, and rendering components of Shadow Regchi

In this application, the user's embodied shadowerattts
with virtual balls bouncing around the large digplahe
modeling component constrains balls to bounce b# t
shadow, and to otherwise follow physical laws. Wtihe
application was designed without any intended g,
we found that users spontaneously developed their o
tasks based on the possibilities presented by ybters.
One user decided to trap balls in outstretched jaiméd
arms, while another attempted to keep balls framiniithe
ground. From this we conclude that whole body axdgons
present a host of affordances that can be exploited

Shadows as Magic Lenses

Shadow embodiments are very personal. Like Krueger
al., we have found that users generally do noudron
others’ shadows. As a direct result of this, itlddae useful
to use shadows to personalize the display of oeescdata
in collaborative scenarios.

Our third prototype used shadows to define the Hatias
of a Magic Lens (see Figure 4). Magic Lenses areatie
see-through widgets which are used to visuallefilbn-
screen data. They can perform arbitrary transfdonaton
the data, including altering representation or @néstion of
secondary information. Magic Shadows provide a natu
means of defining personal views of data, and ng\dn
lens about the workspace. As in the second prodotwe
used a vision-based method for generating virtaatlews.

EXPLORING THE DESIGN SPACE

When designing shadow-based interactions, certaices
must be made. The projection used for shadow gtoera
is important. We used a perspective projection tithgoal
of enabling distance reaching, but Krueger et artho-
graphic projection may be more appropriate for itketa
interaction when a user is standing at a distanoe the



display. The method for rendering shadows is alsama
portant consideration. Using real shadows is eadyp@w-
erful, but provides no support for modeling andtoosza-
tion such as color-coding to distinguish usersnéeraction
modes. Vision-based sensing, on the other handsope
many possibilities for processing the captured datd
modifying it before it is ultimately rendered.

The use of real or virtual shadows as interfaceénetds
raises a number of possibilities for user inteatti We
discuss two of these here.

Access Control

A shadow is a very personal embodiment, and as guch

may be useful as a means of controlling accesat® id a
collaborative setting. When users are gathered naraa
wall display, it is important that work be coordied so that
users avoid interfering with one another. There ratiral
tendencies that help govern this coordination, aghsers
avoiding making contact with other users’ shadoWwsis
could be made explicit by restricting a user’siapib edit
data within a collaborator’'s shadow, or even irtiilgi a
user’s virtual shadow from intruding on anotherrigseir-
tual shadow.

Dynamic Light Source Positioning

Our prototypes made use of stationary real andalitight
sources. Yet, assuming that a light source is cetiten the
display, the perspective distortion increases asex ap-
proaches the edges of the display, potentially egnd
interaction difficult. It would be desirable to dape more
complex rules governing the movement of light searc
For example, a virtual light source could move treéato a
user’s position in the physical world, or relatieethe ori-
entation of their body. Furthermore, independeughtli
sources could exist for each user. Lastly, disiogiother
than simple perspective distortions could be engidofor
optimizing reaching operations.

CONCLUSIONS

The promise of ubiquitous large computer displayslud-
ing wall mounted and tabletop units, has led taificant
research activity attempting to define how usens inter-
act with those displays. A number of different mafgion
techniques have been proposed, but we believentimet of
them adequately satisfy the twin factors of embddirer-
actions and interaction at a distance. We proposeva

interaction technique, dubbed Shadow Reaching, hwhic

employs a perspective-projected shadow of the aisghe
display for interaction. The shadow maintains ptgisem-
bodiment, while the nature of the projection alldias in-
teraction at a distance.

FUTURE WORK

Our prototypes have revealed many positive aspetts

Shadow Reaching. There is still, however, muchré@sting
work to be done.

First, we plan to make a quantitative comparisompaiht-

ing efficiency using Shadow Reaching and other darg

screen interaction techniques.

Second, we will investigate the degree to whichdsha
embodiment aids the user and collaborators in taied-
ing the interactions being performed.

Third, we need to further explore the possibilitidsntified
earlier, including shadow-based access control, dyd
namic positioning of virtual light sources.
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