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ABSTRACT

Large, Internet based companies service user requests from
multiple data centers located across the globe. These data
centers often house a heterogeneous computing infrastruc-
ture and draw electricity from the local electricity market.
Reducing the electricity costs of operating these data cen-
ters is a challenging problem, and in this work, we propose
a novel solution which exploits both the data center het-
erogeneity and global electricity market diversity to reduce
data center operating cost. We evaluate our solution in our
test-bed that simulates a heterogeneous data center, using
real-world request workload and real-world electricity prices.
We show that our strategies achieve cost and energy saving
of atleast 21% over a naive load balancing scheme that dis-
tributes requests evenly across data centers, and outperform
existing solutions which either do not exploit the electricity
market diversity or do not exploit data center hardware di-
versity.

Categories and Subject Descriptors

C.2.4 [Computer-Communication Networks]|: Distributed

Systems; C.4 [Computer Systems Organization]: Per-
formance of Systems; C.5.5 [Computer Systems Organi-
zation]: Servers

General Terms

Algorithms, Performance

1. INTRODUCTION

The Internet has become ubiquitous, leading to the cre-
ation and growth of enormous Internet based companies
such as Google, Yahoo, Wikipedia, Facebook, and Ama-
zon among others. In order to fulfill the data needs placed
by ever-connected consumers, increasing numbers of data
centers are either being setup or leased by these companies
across the globe. These data centers are setup in diverse ge-
ographic locations with services replicated in the data cen-
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ters. The location of the data center allows the operator to
provide low latency service to customers and the replication
supports robustness and reliability. Recently, the electric-
ity cost of operating these data center has emerged as a
serious concern for these data center operators; Qureshi et
al [10] have recently shown the annual electricity costs for
data centers to be in order of several million dollars. Since
data center locations are usually geographically far apart
from each other, we can expect them to buy electricity from
the local markets, where there can be significant variation
in electricity price. Moreover, more and more electricity
pricing is being done based on hourly consumption basis.
Therefore, we have an opportunity to exploit this variation
in price by intelligently dispatching the service requests to
the less expensive data centers.

While newly setup data centers might be homogeneous
in their design, hardware upgrades over time would result
in the data center becoming heterogeneous. Heterogeneous
computing has been shown to provide improved energy effi-
ciency [4], and we can expect heterogeneity to become in-
creasingly prevalent. This aspect of heterogeneity provides
us with an opportunity for cost savings. While operators
have control on the heterogeneity of their data center, they
do not have control over the electricity prices. Therefore,
intelligent solutions that take into account both the hetero-
geneity of the data center and the energy price diversity are
required in the near future.

In this paper we explore techniques to reduce the elec-
tricity cost across multiple, heterogeneous data centers. We
consider a global multi-location data center service and at-
tempt to minimize the electricity cost at two levels: first, by
exploiting the energy price variations in different markets at
a global level, and second, by intelligent scheduling for the
heterogeneous server hardware within individual data cen-
ters. We can leverage this difference in prices to reduce the
electricity costs of a data center and provide cost savings
in addition to that accrued using energy efficiency measures
that each data center may have locally.

First, we consider the problem of load balancing among
data centers located across multiple timezones. We also con-
sider the impact of load migration on the quality of service
(QoS) for the requests served. While distributing load across
data centers can reduce electricity cost by exploiting the
lower price in the region from where requests are serviced,
it could increase the latency experienced by users resulting
in poor user experience. Therefore, it is imperative to keep
any QoS loss within tolerable limits. Finally, we investigate
the efficacy of a geo-location based strategy. To the best of



our knowledge, this is the first work which considers a com-
bined strategy of exploiting both the energy market price
variability and heterogeneity of data center server hardware
towards minimizing the electricity cost.

The rest of the paper is organized as follows: A problem
description is provided in Section 2 and the proposed solu-
tion is explained in Section 3. The methodology is presented
in Section 4, experimental results in Section 5, related work
in Section 6, and we conclude our discussion in Section 7.

2. PROBLEM DESCRIPTION

We propose a solution to minimize data center electricity
cost while at the same time keeping the application response
time acceptable by means of intelligently scheduling the in-
coming service requests.

2.1 Global Data Centers

We denote the electricity cost of a time interval ¢ as Cost(t)
and, without loss of generality, assume that the total elec-
tricity cost will be minimized if we minimize the cost for
each time interval. The electricity cost of a particular time
interval is the sum of the costs at each data center. Let
there be N data centers and the cost incurred by data cen-
tern € {1,..., N} at time interval ¢ be denoted as Costn (t).
The electricity cost at a data center is a function of the power
consumed and the electricity price. Let the unit electricity
price at data center n at time ¢ be &,(t) and the power con-
sumption during the same interval at the same data center
be W, (t). Hence we have the following optimization func-
tion.

minimize Cost(t) = >  Cu(t) = > _ E()Wa(t) (1)

The electricity prices for the current interval can be peri-
odically updated at the global load balancer from real time
local market predictions known as ‘spot price’.

2.2 Data Center Power Consumption

Let us assume that data center n has .S, heterogeneous
servers, with H types of servers and an S : h € H number
of each type such that S, = ZSh. Each server type has
a power profile composed of an active power consumption
haetve and idle power consumption h'¥¢, and a capability
profile u"; u” is the service rate of server type h. Therefore,
the total capability of a data center can be given as N¢ =
S Shuk.

When the request rate to a data center equals its service
rate, we have full utilization of each server and the power
consumed is the sum of active power profiles of all servers.
Let us assume that a data center is loaded to % of its full
capacity and let y"% of that load to be assigned to server
type h. Therefore, utilization of server type h can be given
as

Nc h

And the power consumption of each server type h can be
given as the sum of active idle power.

N¢
Shyh

idle N
D

W,,}ll(t) — <hactive

Symbol Description

N Number of data centers
Chn(t) Cost at data center n at time ¢
Cost(t)  Total cost across all data centers
En(t) Unit electricity cost
W,(t)  Power Consumption at data center n

Sn Number of servers at data center n
H Type of servers
St Number of servers of type h
Nc¢ Processing capacity of a data center
hectwe  Active state power consumption of server type h

pidte Idle state power consumption of server type h
Tn Load of data center n

" Load of server type h

uh Processing capacity of server type h

I Average processing capacity of data center n
D, Delay incurred by data center n

Table 1: List of symbols used in the paper

Summing over all server types, the total power consumption
of the data center n is obtained as

active N idle N
W) = 3 (e S - S0 o @)

heH

For brevity, we drop the time suffix for the rest of our dis-
cussion.

2.3 Application Response Time

The important quality metric of a dispatching algorithm
is the average delay for servicing a request which is defined
as sum of the waiting time in the server queue and the pro-
cessing time. In a homogeneous server setup, all servers
are assumed to have equal, high service rate, and the pro-
cessing time component can be ignored. However, in a het-
erogeneous setup the processing time can be a significant
component, specially for the slower machines. While there
are several models present for analyzing homogeneous server
systems, modeling of heterogeneous server systems is com-
plex and we approximate the heterogeneous servers using a
homogeneous model so that existing results can be applied.
We take the average service rate of the heterogeneous servers
to be the service rate of the data center. Let u, be the av-
erage service rate of the heterogeneous servers for a data
center load of 2% and y"% load for server type h. We have:

pn = > pzay". (5)

heH

We already know the request arrival rate for each data center
An = Negxyn. Therefore, from queuing theory results [13],
the average time that a request stayed in the system can be
given as

1 1
fn = A opem By — Nz,

D, = (6)

Equation 6 suggests that an increase in the request rate will
result in an increase in the time spent by each request in
the system, which is intuitively correct. We note that, for a
work conserving system(i.e. where no jobs are dropped after

they are allocated to servers ) the allocation of requests to a
server can never exceed the servers processing capacity. We



enforce this as the following constraint:

Neany" < p" (7)

2.4 Load Distribution Constraints

So far, we have encountered two unknowns in our model.

1. The global load balance factor z (calculated at the
front end) which determines how many requests are to
be routed to which data center.

2. The server load balance factor y which is determined
locally at each data center.

Let the request rate seen at the front end be A. If there
are N data centers with equal capacities N¢, and they are
loaded to z,% of their capacity by the dispatching algo-
rithm, then the load at each data center is A, = N¢/xn.
The individual loads must add up to the total incoming load
(seen at the front end) as the following.

N N
A=>"A=> Nexn (8)
n=1 n=1

Inside each data center we have H server pools, each serving
y"% of the incoming load. Therefore, the requests served by
each server pool must add up to the total incoming load for
that data center. Hence we have,

Ncxyn = Z yh (9)

heH

3. PROPOSED STRATEGIES
3.1 Global Dispatch Strategies

In this work, we evaluate the following global load balanc-
ing strategies : Even Distribution, Least Electricity Price,
Latency Aware, and Combined distribution. Each of these
strategies is described below.

3.1.1 Even Distribution

Even Distribution is a naive strategy where the requests
are distributed evenly across all available data centers; time-
zone, electricity costs, or latency are not considered. Conse-
quently, we can expect this strategy to perform poorly when
compared to other strategies discussed below. This strategy
provides us the baseline to compare other strategies that
consider the electricity price.

3.1.2 Least Electricity Price

In the Least Electricity Price distribution, requests are
redirected to the data center located in the region where the
current price of electricity is the least across all timezones
and data centers. With such a strategy, we can clearly re-
duce the electricity costs associated with servicing the re-
quests. We name the data center at the location which cur-
rently has the lower electricity price as the ‘primary data
center’. Requests are dispatched to data centers in the in-
creasing order of electricity price if the primary data center
is operating at full capacity.

3.1.3 Latency Aware

In the latency aware distibution strategy, the source of the
requests is considered and requests originating from a geo-
graphical region are serviced by the data center that exhibits

the lowest network latency to that region. Intuitively, one
can expect that requests are serviced by the data center that
is geographically closest to their point of origin. However,
differences in bandwidth can impact the latency, resulting
in requests being serviced at a data center located farther
away from the geographically nearest data center.

3.1.4 Combined

The hourly electricity prices in each data center location
and the network latency for the request are both considered
in the scheduling decision in this strategy. Consequently, we
can expect the combined global load balancing strategy to
perform the best in terms of both cost reduction and latency
reduction compared to the other global scheduling strategies
introduced earlier.

3.2 Local Scheduling

Further to the global scheduling, where requests are dis-
tributed between global data centers, we evaluate two ‘local’
scheduling strategies - strategies used within a data center
to schedule requests to servers.

3.2.1 Proportional Fair (PF)

In this strategy, the requests are divided across all servers
in proportion of their service rates, where the service rate
captures the maximum number of requests that a server can
handle in unit time. Different server types execute different
number of requests, however, all servers in the data center
exhibit comparable utilization; utilization, in this case, being
the ratio of the requests executed to the server’s service rate.
In our setup, we use three types of machines - Intel Core
i7 (Nehalem), Intel Atom, and ARM BeagleBoard (Section
4.2).

3.2.2  Fastest Server First (FSF)

In this strategy, requests are assigned to the fastest servers
before they are assigned to the slower servers. With the
FSF strategy, requests are sent to Nehalem machines which
provide a higher service rate. The requests that cannot be
assigned to the Nehalem machines are then assigned to the
Atom machines, and if the requests exceed the service ca-
pacity of both Nehalems and Atoms, then they are assigned
to the BeagleBoards.

3.3 Local Power Management

Thus far we have discussed the global load balancing and
local scheduling strategies. In addition to the scheduling,
we simulate a simple power management algorithm at each
data center. The power management algorithm calculates
the number of servers required to service the current requests
and the rest of the machines are deactivated. The inactive
servers do not consume any power and consequently the cu-
mulative power consumption of the data center is reduced.
For the Proportional Fair local scheduling, an equal num-
ber of servers of each type are active, whereas for the FSF
scheduling, the lower capacity servers are inactive unless the
requests cannot be serviced by the higher capacity servers.

4. EVALUATION METHODOLOGY

Our evaluation involved simulation of the proposed schedul-
ing strategies using data centers located in two different
timezones, a real world workload trace, and real world elec-
tricity prices.
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Figure 1: Time shifted, hourly electricity prices

4.1 Workload

We use the request trace from Wikipedia [12] to simu-
late our workload. For our evaluation, we require the daily
variation in the number of requests seen over time and the
percentage of total requests received from different coun-
tries. Wikipedia statistics site[3] provides statistics on the
number of requests received from each country and the per-
centage of the total load that the requests constitute. From
the entire list, we selected the subset of countries which had
a contribution of at least 50 million requests and aggregated
these countries to 5 regions - North America, Latin Amer-
ica, Europe, Asia-Pacific, and Asia. The requests originating
from the selected countries accounted for 89% of the total
requests handled by Wikipedia (Table 2).

4.2 Data Center Setup

We consider a heterogeneous setup, with each data center
consisting of three types of servers - Intel Core i7 (Nehalem),
Intel Atom, and ARM BeagleBoard - and assume an equal
number of machines of each type in each data center. Each
of the server types exhibits a different service rate and en-
ergy consumption footprint [6]. Requests typically show a
diurnal pattern, where the load is high in some parts of the
day and low during others. Consequently, we can expect to
see variation in the utilization of the servers over time. We
assume a linear relationship between utilization and active
power consumption; idle power consumption makes a fixed
contribution (Equation 3). Wikipedia uses two hosting fa-
cilities in Florida, USA and two in The Netherlands; in our
setup, we use the same timezones but assume one data cen-
ter in each timezone, and also assume that a front-end device
balances the incoming traffic between the hosting facilities.

4.3 Hourly Electricity Prices

We obtained per-hour electricity prices from The USA [1]
and The Netherlands [2] for an entire week. Analyzing the
data, we observed that across the seven days, the electricity
price for the same hour of the day can show substantial
fluctuation. Therefore, we averaged the hourly prices for
the seven days for our calculations.

Figure 1 shows the hourly variation in electricity prices,
measured in Dollars per Mega Watt hour ($/MWh). The
prices are corrected for timezone differences. The line repre-
senting Europe (marked with o) shows the variation in Eu-
rope region from 00:00 to 23:59 Central European Summer
Time (CEST) for a Wednesday. Prices from USA Eastern
Standard Time (EST) (marked with A) are timezone cor-

rected to use 6 hours from Tuesday evening (18:00 to 23:59)
and 18 hours of Wednesday(00:00 to 17:59; the line marked
with ‘+’ plots the average price. We can see that prices in
Europe are higher for 13 hours and the prices in the USA
are higher for the remaining 11 hours in a span of 24 hours.

4.4 Network Delay Estimation

We obtained the ping latency from each of the 5 regions
listed in Section 4.1 to two target regions - North America
and Europe. Table 2 captures the ping latency (measured
in milli seconds) from each of the source regions to two des-
tination regions North America and Europe.

Source North America | Europe | % Requests
North America 41 95 37
Europe 95 16 32.35
Asia Pacific 109.6 125.75 13.7
Latin America 124.75 150.75 3.80
Asia 273.0 125.6 1.9

Table 2: Network Latency and Request Distribution

5. EXPERIMENTAL RESULTS

In this section we present and discuss the results of our
simulations. We investigate the total electricity cost, power
consumption, and the latency resulting from the strategies.
Based on the discussion of the strategies presented earlier,
we expect the Even Distribution strategy (which naively
assigns requests equally between available data centers) to
show the highest electricity cost of all four strategies eval-
uated. We normalise all results to the Even Distribution
strategy (which is also our baseline global strategy), with
the Proportional Fair local scheduling algorithm and no lo-
cal power management.

Figure 2 and Figure 3 capture the normalised total elec-
tricity cost and total power consumption incurred to com-
plete the trace, i.e., for 24 hours of operation of two data
centers respectively. Each figure has two sub figures - sub fig-
ure (a) captures the results when no power management was
simulated, and sub figure (b) captures the results with power
management active at each data center. Under each global
load balancing strategy, the FSF local strategy is shown in
white, and PF is shown in black.

As mentioned earlier, we expect the Even Distribution
load balancing strategy to perform poorer than the other
strategies because it does not take either price or latency
into decision making and naively distributes the load evenly
across the two data centers. We observe in Figure 2, that
the total electricity costs for Even Distribution is never lower
than any of the other strategies. The Combined load bal-
ancing approach, which considers both electricity price and
network latency, exhibits the least cost. The power con-
sumption (captured in Figure 3) of four global load balanc-
ing strategies are comparable, with the Combined schedul-
ing strategy exhibiting the least power consumption. When
data centers do not have any local power management, the
power consumption of the idle servers is accounted for, re-
sulting in the comparable behaviour.

With the presence of local power management, the load
balancing strategies show a marked difference in costs result-
ing from the reduction in power consumption - from a min-
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Figure 2: Electricity Cost.

imum of 21% (Least Price, PF) to a maximum of 38% (La-
tency Aware, FSF) reduction in power consumption (Figure
3b). Analysing the performance of the four strategies when
executed with local power management, we observe that the
Combined strategy outperforms others, exhibiting the least
electricity price and power consumption - 23.75% lower elec-
tricity costs (Figure 2b)and 26.3% lower power consumption
(Figure 3b)compared to the Even Distribution, Proportional
Fair local scheduling.

All regions barring Asia and Europe, show a lower la-
tency to reach North America (compared to Europe); re-
quests from these regions also constitute 55% of the to-
tal. North America also shows lower electricity price for 13
hours. These factors together result in the Latency Aware
strategy performing comparably with the Combined strat-
egy because for 13 hours, the data center that exhibits low
latency also has the lower electricity price.

Between the local scheduling strategies, the PF local schedul-

ing policy shows between 1 and 2% reduction in power and
electricity cost compared to the FSF strategy when no local
power management in present. However, with power man-
agement active, PF exhibits 1% increase in power compared
to FSF. In the presence of power management, keeping the
‘faster’ servers busy is more energy efficient than distribut-
ing the load across all server types.

Figure 4 captures the latency (measured using the ping
latency discussed earlier) experienced by users under each
scheduling strategy. This graph does not capture the pro-
cessing delay or the time spent by the request in the data
center waiting for service and being serviced. For simplicity
of visualization, we divide the latency values into bins of 50
ms each, except for the last bin which captures latency above
300 ms. With the Latency Aware and Combined scheduling
strategies 75% of the requests see a latency of under 50 ms.
The remaining 25% requests experience a latency of 100 ms
or higher. The other two strategies — Least Price and Even
Distribution — show comparable counts in each latency bin;
about 38% requests experience under 50 ms latency and an
equal number experience between 51 and 100 ms latency.
The requests originating from the North America and Eu-
rope regions constitute two-thirds of the requests received in
the entire trace. The data centers in our simulation are also
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Figure 4: User Latency

located in the same regions, and the requests stay within
the region, thus showing low latency.

6. RELATED WORK

Reducing power consumption costs in data centers has
primarily focused on power managing servers using proces-
sor dynamic voltage/frequency scaling (DVFS) and placing
servers in sleep states [5] while another dimension in reduc-
ing power has been in reducing the cooling costs associated
with operating a data center [8]. However, leveraging elec-
tricity prices is a new aspect affecting data center opera-
tional costs. In our work, we attempt to leverage differences
in electricity prices across timezones to minimize the elec-
tricity costs of data centers. The work that come closest to
ours are the by Qureshi et al [9], Le at al [7], and Rao et
al [11].
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Qureshi et al [9] investigated the cost savings accrued by
leveraging the temporal and geographical variation in elec-
tricity costs and shifting computation across energy markets.
While this study makes a case for leveraging electricity prices
and reducing costs, it does not investigate the performance
impact of load shifting. Le et al [7] investigated load balanc-
ing across global data centers utilizing green and and brown
energy costs. They apply their solution over large time win-
dows - in the order of hours; our approach attempts to use
shorter time windows. Rao et al [11] do not consider the
differences in timezones and also assume that data centers
exhibit constant power consumption.

Prior work on global load balancing has focused on homo-
geneous data centers, where all machines in the data center
exhibit the same power and performance profiles; our work
is based on heterogeneous data center setup consisting of
three different types of machines. Further, we do not as-
sume that the servers are always busy, but vary in their
utilization over time - due to the diurnal variation in load,
and based on the scheduling algorithm used in data center,
which is representative of real world conditions.

7. CONCLUSION

In this work, we investigated different global load bal-
ancing strategies and compared them on power consump-
tion and electricity cost incurred to execute a 24-hour work-
load trace. With each global load balancing strategy, we
investigated two local scheduling strategy - Proportional
Fair (PF) and Fastest Server First (FSF). The Combined
global scheduling strategy performed the best, exhibiting
lower power consumption and consequently lesser electricity
cost, and also exhibited the least latency. Additional aspects
that can be introduced into the model are communication
costs and the cost of electricity generation that captures the
carbon footprint of each electricity source.
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