
Computer Communications 33 (2010) 1615–1622
Contents lists available at ScienceDirect

Computer Communications

journal homepage: www.elsevier .com/locate /comcom
Cross-layer wireless video adaptation: Tradeoff between distortion and delay

Liang Zhou a,*, Min Chen b, Zhiwen Yu c, Joel Rodrigues d, Han-Chieh Chao e

a UEI, ENSTA-ParisTech, Paris, France
b School of Computer Science and Engineering, Seoul National University, Seoul, Republic of Korea
c School of Computer Science, Northwestern Polytechnical University, China
d Instituto de Telecomunicaç}oes, University of Beira Interior, Portugal
e Institute and Department of Electronic Engineering, National Ilan University, Taiwan
a r t i c l e i n f o

Article history:
Available online 9 May 2010

Keywords:
Cross-layer design
Wireless video communications
Delay
Distortion
Tradeoff
0140-3664/$ - see front matter � 2010 Published by
doi:10.1016/j.comcom.2010.05.002

* Corresponding author. Tel.: +33 6 67 20 86 68.
E-mail address: liang.zhou@ieee.org (L. Zhou).
a b s t r a c t

Adaptive scheduling is becoming an increasingly important issue in wireless video communications,
which are widely used in the industry and academic organizations. However, existing scheduling
schemes for real-time video services in wireless networks generally do not take into account the relation-
ship between the transmission delay and video distortion. In this paper, we develop and evaluate a delay-
distortion-aware wireless video scheduling scheme in the framework of cross-layer information adapta-
tion. At first, we construct a general video distortion model according to the observed wireless network
parameters, as well as each video sequence’s rate-distortion characteristic. Then, we exploit a distortion-
aware wireless video scheduling scheme and derive a bound on the asymptotic decay rate of the video
distortion. Furthermore, the relationship between the delay and distortion is studied by taking into
account video application delay and distortion requirements for specific wireless network environments.
The proposed scheme is applied to heuristically find optimal tradeoff between the delay and distortion.
Extensive examples are provided to demonstrate the effectiveness and feasibility of the proposed
scheme.

� 2010 Published by Elsevier B.V.
1. Introduction

Rapid growth in wireless networks is fueling the demand that
services traditionally available only in wired networks, such as
video, be available to mobile users. However, the characteristics
of wireless systems provide a major challenge for reliable transport
of video since the video transmitted over wireless channels is
highly sensitive to delay, interference and topology change which
can cause both packet losses and bit-errors [3]. Furthermore, these
errors tend to occur in bursts, which can further decrease the deliv-
ered Quality of Service (QoS). Current and future wireless systems
will have to cope with this lack of QoS guarantees [1,2].

The issue of supporting error-resilient video transport over
error-prone wireless networks has received considerable attention
recently. In [3], a ‘‘smart” inter/intra-mode switching scheme is
proposed based on an Rate-Distortion (RD) analysis, but the effec-
tiveness of this approach with burst packet losses is not clear and it
may be too complicated for implementation in the face of real-time
video application requirements. A model-based packet interleaving
scheme is studied in [10] which can achieve some performance
gain at the cost of additional delay since the interleaving is consid-
Elsevier B.V.
ered within several video frames. Therefore, model-based packet
interleaving scheme is not appropriate for real-time video applica-
tions due to the relatively large delay induced. [11,12] investigate
the effect of different Forward Error Correction (FEC) coding
schemes on reconstructed video quality and [13] proposes an
adaptive Automatic Repeat Request (ARQ) approach. Specifically,
in [2,4], FEC redundancy is distributed equally among all the video
packets although additional performance gain can be expected
when some kind of unequal protection is used [5]. Furthermore,
the use of ARQ, as in [6], will cause unbounded delay which is also
inappropriate for real-time video communications.

Typically, for video communications over wireless networks,
there are two main factors which can greatly affect the QoS: the
transmission delay and video distortion. The way in which delay
scales for such distortion-optimal schemes, however, has not been
well-studied. Some works have researched the optimal tradeoff
between the delay and throughput, i.e., [7,8]. One may make the
following inference about the tradeoff between throughput and
delay: a small transmission range is necessary to limit interference
and hence to obtain a high throughput in the case of a fixed ran-
dom wireless network. This results in multi-hop, and consequently
leads to high delays. In this paper, we extend these prior works to
wireless video transmission, and study the relationship between
the delay and distortion. In particular, we develop and evaluate a

http://dx.doi.org/10.1016/j.comcom.2010.05.002
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delay-distortion-aware wireless video scheduling scheme in the
framework of cross-layer information adaptation. The main contri-
butions of this paper are:

� Constructing a general media distortion model according to the
observed wireless network parameters, as well as each applica-
tion RD characteristic.
� Exploiting a distortion-aware wireless video scheduling scheme

and we derive bounds on the asymptotic decay rate of the video
distortion.
� Proposing the relationship between the delay and distortion by

taking into account video application delay and distortion
requirements.

The remainder of this paper is organized as follows. In Section 2,
we present the system model and assumption of the video distor-
tion and wireless networks. In Section 3, we develop a distortion-
aware wireless video scheduling scheme and analyze the distortion
lower and upper bounds. We provide the relationship between the
distortion and delay to optimize the corresponding tradeoff
according to users’ requirements in Section 4. At last, we give some
concluding remarks and future research topics in Section 5.

The following notations will be used throughout this paper: 1
denotes a column vector with all ones. f(n) = O(g(n)) means that
there exists a constant c and integer N such that f(n) 6 cg(n) for
n > N. f(n) = o(g(n)) means that limn?1f(n)/g(n) = 0. f(n) = X(g(n))
means that g(n) = O(f(n)). f(n) = H(g(n)) means that g(n) = O(f(n))
and f(n) = O(g(n)).

2. System model

We describe in this section a mathematical model, which is
built to represent a system distortion framework.

2.1. Video distortion

For the distortion of wireless video transmission, we employ an
additive model to capture the total video distortion as [3], and the
overall distortion Dall can be achieved by:

Dall ¼ Dcomp þ Dloss; ð1Þ

where the distortion introduced by source compression is denoted
by Dcomp, and the additional distortion caused by packet loss is de-
noted by Dloss. According to [3], Dcomp can be approximated by:

Dcomp ¼
h

R� R0 þ D0; ð2Þ

where R is the rate of the video stream, h, R0 and D0 are the param-
eters of the distortion model which depend on the encoded video
sequence as well as on the encoding structure. They can be esti-
mated from three or more trial encodings using non-linear regres-
sion techniques. To allow fast adaptation of the rate allocation to
abrupt changes in the video content, these parameters need to be
updated for each Group Of Pictures (GOP) in the encoded video se-
quence, typically once every 0.5 s.

The distortion Dcomp introduced by packet loss due to transmis-
sion errors and network congestion, on the other hand, can be
modeled by a linear model related to the packet loss rate Ploss [3]:

Dloss ¼ 10aPloss; ð3Þ

where the sensitivity factor a reflects the impact of packet losses
Ploss, and depends on both the video content and its encoding struc-
ture. For simplicity, we assume in the rest of the paper that random
packet losses due to transmission errors are remedied at the lower
layers (e.g., MAC-layer retransmissions and PHY-layer channel
coding). In this case, Ploss comprises solely of packet late losses
due to network congestion.
2.2. Wireless networks

We consider a wireless network of N nodes and L links. Let V be
the set of nodes, E be the set of directed links between nodes, and
G(V,E) be the directed connectivity graph of the network. Each link
l 2 E interferes with a set of other links in E, which we denote as el.
We assume that if k 2 el then l 2 ek, i.e., the interference relation-
ship is symmetric. We also let l 2 el, i.e.,

el ¼ flg [ fl0 2 E : l0 interferes with lg: ð4Þ

Let kl(s) denote the number of packets that arrive at link l in
time slot s. We assume each link l, kl(1), kl(2), . . . are i.i.d., and
kl = E[kl(1)]. Moreover, kl(s) is upper bounded for all s > 0, which
means the number of arrival packets is finite in each time slot.

Let dl(s) denote the number of packets that can be served by
link l at time slot s. Assume that the capacity of each link is a fixed
number cl. Let sl(s) = 1 indicate that link l is scheduled in time slot
s,sl(s) = 0 otherwise. Clearly, dl(s) = clsl(s). The system state can be
defined as
~qðsÞ ¼ q1ðsÞ; q2ðsÞ; . . . ; qjEjðsÞ
h i

; ð5Þ
where ql (s) is the number of packets queued at link l at time slot s,
and the dynamics are given by

qlðsþ 1Þ ¼ q1ðsÞ þ klðsÞ � dlðsÞ½ �þ; ð6Þ

where [�]+ denotes the projection to [0, +1].
3. Distortion-aware wireless video adaptation

In this section, we propose a distortion-aware wireless video
scheduling (DAWVS) scheme in the framework of cross-layer infor-
mation adaptation.
3.1. Scheduling design

Each time slot is divided into two parts: a scheduling slot and a
data transmission slot. The links that are to be scheduled are cho-
sen in the scheduling slot and the chosen links transmit their pack-
ets in the data transmission slot. The scheduling slot is further
divided into M mini-slots. The algorithm proceeds as follows: at
the beginning of time slot t, each link l first computes

ql ¼
ðql=clÞal

maxi2el

P
k2ei
ðqk=ckÞak

h i � log M: ð7Þ

Each link then picks a backoff time from {1,2, . . .,M + 1} where
picking M + 1 implies that the link will not attempt to transmit
in this time slot. The backoff time s is chosen as follows:

Prfs ¼ M þ 1g ¼ e�ql ; ð8Þ
Prfs ¼ mg ¼ e�ql

m�1
M � e�ql

m
M; m ¼ 1;2; . . . ;M: ð9Þ

When the backoff timer for a link expires, it begins transmission
unless it has already heard a transmission from one of its interfer-
ing links. If two or more links that interfere begin transmissions
simultaneously, there is a collision and none of the transmissions
is successful. Further, any link that hears the collision will not at-
tempt transmission in the rest of their time slot.



Fig. 1. Cross-layer information exchange among video scheduling scheme.
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Remark 1. The proposed DAWVS can be thought of as a two-phase
algorithm. In the first phase, each link l first decides whether or not
it would participate in the schedule for that time slot. In our
algorithm, this phase corresponds to choosing {1,2, . . .,M} or
(M + 1), respectively. In the next phase, each participating link
chooses a number between 1 and M and attempts to transmit
starting from that mini-slot. This backoff procedure serves to
reduce collision, and thus should lead to a higher capacity
compared with a policy without backoff, e.g., [15]. While data
transmission may start at any mini-slot, the length of each packet
is assumed to be smaller than the data transmission slot so that a
transmission ends within the time slot.

In order that the scheduled link rates can be adapted at the
transport layer according to network states reported from the net-
work layer, the cross-layer information exchange is needed. Fig. 1
illustrates various components in such a system [9]. At the MAC
layer, a link state monitor keeps an online estimate of the effective
capacity. It also records the intended rate allocation advertised by
each stream, and calculates the available time slots accordingly. In
addition, periodic broadcast of link state messages are used to col-
lect the values of mini time slot from neighboring links in the same
interference set. At the network layer, the routing information ob-
tained from the routing algorithm can be used to calculate Ploss. At
the application layer, the video rate controller at the source adver-
tises its intended rate control in the video packet header, and cal-
culates the value of Dloss accordingly. The link state monitor
traversed by the stream then calculates the relevant parameters
in (1) based on its local cache of capacity, utilization information
of all the links within its interference set. The destination node ex-
tracts such information from the video packet header and reports
back to the sender in the acknowledgment packets, so that the vi-
deo rate controller can re-optimize its intended rate based on the
proposed DAWVS, with updated link state information.

Definition 1. Define the Lyapunov function

VðsÞ ¼ max
i2E

X
l2ei

qlðsÞ
cl

� �al

;

which denotes the largest sum of content-aware backlog in any
interference neighborhood.

Assume that the offered load~k ¼ ½k1; k2; . . . ; kjEj � is such that the
system is stationary and ergodic. Since the distortion caused by vi-
deo compression simply depends on the given rate (please see (2)),
we will focus on the distortion caused by the packet loss due to
network congestion. In particular, we are interested in the proba-
bility that queue-overflow. For example, we may want to know
the probability that the maximum queue length exceeds a given
threshold Q. On the other hand, with the techniques developed
in this paper, it is more convenient to work with the probability
PrfEðVðsÞÞP Qg: ð10Þ

Unfortunately, the problem of calculating the exact probability
of (10) is often mathematically intractable. In this work, we are
interested using large-derivation theory to compute estimates of
this probability. Specifically, we use the following limits:

LB0ð~kÞ , � lim sup
Q!1

1
Q

log PrfEðVðsÞÞP Qg;

UB0ð~kÞ , � lim inf
Q!1

1
Q

log PrfEðVðsÞÞP Qg;

where LB0ð~kÞ and UB0ð~kÞ are the lower and upper bounds for (10) as
the queue length constraint Q approaches infinity.

Proposition 1. DAWVS guarantees that for any x and constraints B1,
B2 P 0, there exists a constant QC such that if V(s) P QC, then for any
h 2 [0,1] and link i 2 E such that

X
l2ei

qlðsÞ
cl

� �al

P hðEðVðsÞÞ � B1 � B2xÞ; ð11Þ

the following holds,X
l2ei

Prflink l is scheduledgP h 1� 1þ log M
M

�x
� �

: ð12Þ
Proof. Please see Appendix A. h
Remark 2. Note that although the original statement of Proposi-
tion 1 requires that x, B1, B2 > 0, the proof there also trivially holds
for the case when x, B1, B2 P 0. Let h = 1, this then implies that,
when E(V(s)) is large, with high probability at least one link will
be scheduled in those interference neighborhoods with sum of
backlog close to E(V(s)). It should be noted that Proposition 1 can
be used to establish a negative drift of the Lyapunov function
E(V(s)) whenever that the offered load satisfies, for some x > 0,X
l2ei

kl

cl

� �al

6 1� 1þ log M
M

�x; 8l 2 E: ð13Þ

For the rest of the paper, we assume that (13) holds because
otherwise we do not know the stability of the system.
3.2. Distortion bound

For any link i 2 E, define the scaled queue length:

qQ
i ðsÞ ¼

1
Q

qiðbQscÞ:

Note that this expression represents the standard large-deriva-
tion scaling that shrinks both time and magnitude. We also define
the scaled of the Lyapunov function:

VQ ðsÞ ¼ V ~qQ ðsÞ
� �

:

The queue-overflow criterion is {VQ(s) P 1}. For ease of exposi-
tion, we consider a system that starts at s = 0.

We first develop a lower bound for LB0ð~kÞ. For a given s > 0, we
are interested in the following probability:

LBs
0ð~kÞ , � lim sup

Q!1

1
Q

log Pr EðVQ ðsÞÞP 1jVQ ð0Þ ¼ 0
n o

:

Intuitively, as s ?1, one would expect that LBs
0ð~kÞ approaches

LB0ð~kÞ, the lower bound on the decay rate of the stationary over-
flow probability. We will use Lemma 1 to derive a lower bound
for LBs

0ð~kÞ. Note that Proposition 1 provides a lower bound on the
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service rate of those interference sets whose backlogs are almost
the largest. However, these interference sets with largest backlog
can change from time to time, which makes it difficult for us to
track the system dynamics directly by Proposition 1. To address
the problem, in the following derivation we divide the entire scaled
time into many small intervals. In each small interval, the interfer-
ence sets that have almost the largest backlog do not change and
therefore we are able to use Proposition 1 to estimate LBs

0ð~kÞ.
In order to provide an exact estimation for LBs

0ð~kÞ, motivated by
[16], we employ the concept of Local Rate Function (LRF), and de-
fine the corresponding LRF for VQ as follows:

Definition 2. For a fixed s, let d > 0 be a small number. Let D
VQ(d,s) = VQ(d + s) � VQ(s) denote the drift of the scaled Lyapunov
function. The LRF for VQ can be defined as follows given~q – 0

!
and

W > 0.

lim
Q!1

1
Q

log sup
~q

Pr DVQ ðd; sÞP dWj~qQ ðsÞ ¼~q
n o

: ð14Þ
Remark 3. (14) can be viewed as the asymptotic decay rate of the
probability that the growth rate of VQ is not smaller than W, condi-
tioned on ~qQ ðsÞ ¼~q.
Lemma 1. Assume that for some x > 0, (13) holds. For any small and
positive n such that 0 < n < x. Given s, there exists d0 such that for all
0 < d < d0,

lim
Q!1

1
Q

log sup
~q

Pr DVQ ðd; sÞP dWj~qQ ðsÞ ¼~q
n o

6 �d min
i2E

inf
06d61�x

IA
i ðdþWÞ þ ID

i ðdÞ
� �

: ð15Þ
Proof. Since we assume finite arrive rate and service rate, from
Theorem 2 in [17], for any W > 0, there exists upper bound rate
function IAD

i ða; dÞ such that

lim sup
Q!1

1
Q

log Pr VQ ðdÞ � VQ ðsÞP dW
n o

6 �d inf
ja�dj6W

IAD
i ða;dÞ; ð16Þ

where

IAD
i ða;dÞ

¼ sup
ðh1 ;h2Þ2R2

h1aþ h2d� lim sup
Q!1

1
Qd

log E expðQh1kiðdÞ � Qh2diðdÞÞð Þ
( )

; ð17Þ

Since ki and di are independent, we have

IAD
i ða; dÞ ¼ IA

i ðaÞ þ ID
i ðdÞ; ð18Þ

where

ID
i ðdÞ ¼ sup

h2R
hd� log h1 þ ð1� h1Þeh2

� �� 	
: ð19Þ

Choose h1 and h1 the same in [17], we have

lim
Q!1

1
Q

log sup
~q

Pr DVQ ðd; sÞP dWj~qQ ðsÞ ¼~q
n o

6 �d min
i2E

inf
ja�dj6W

IA
i ðaÞ þ ID

i ðdÞ
� �

: ð20Þ

According to the Theorem 1 in [18], we can claim that

inf
ja�dj6W

IA
i ðaÞ þ ID

i ðdÞ
� �

¼ inf
06d61�x

IA
i ðdþWÞ þ ID

i ðdÞ
� �

: ð21Þ

Hence the LRF can be bounded as (15). h
Theorem 1. For any s, the lower bound on the decay rate function
satisfies

LBs
0ð~kÞP inf

WP0
min

i2E
inf

d6ð1��Þ

IA
i ðdþWÞ þ ID

i ðdÞ
� �

W
, L: ð22Þ
Proof. By the assumption that the system is stable, for any Q, there
exists Vmax > 0, such that VQ(s) 6 Vmax for all s 2 [0,s]. Fix f > 0, given
V0 = 0, Vn = 1, and 0 6 V1, . . ., Vn�1 6 Vmax, define Ck(Vk) = {Vk � f 6
VQ(kd) 6 Vk + f}, for k = 1, 2, . . ., n � 1, C0(V0) = {VQ(0) = V0} and
Cn(Vn) = {VQ(nd) P Vn}. Let mV,0 6mV 6 n, be the largest integer m
such that Vm�1 < Vm. For any f > 0, there exists a finite set of V of vec-
tors (V0, . . .,Vn), such that

[
ðV0 ;...;VnÞ2V

Cn�1ðVn�1Þ � . . .� C1ðV1Þ � fðVQ ððn� 1ÞdÞ; . . . ;VQ ðdÞÞj0

6 VQ ððn� 1ÞdÞ 6 Vmax; . . . ; 0 6 VQ ðdÞ 6 Vmaxg;

where � denotes the Cartesian product. Then

Pr VQ ðsÞP 1jVQ ð0Þ ¼ V0

n o
6

X
ðV0 ;...;VnÞ2V

Pr
\n
k¼1

CkðVkÞjC0ðV0Þ
( )

6

X
ðV0 ;...;VnÞ2V

Pr
\n

k¼mV

CkðVkÞjC0ðV0Þ
( )

6

X
ðV0 ;...;VnÞ2V

Yn

k¼mVþ1

/Q
k ðd; fÞ:

The last inequality comes from [18]. If we take the log and let Q
goes to infinity, we have

lim sup
Q!1

1
Q

log Pr VQ ðsÞP 1jVQ ð0Þ ¼ V0

n o
6 min
ðV0 ;...;VnÞ2V

lim sup
Q!1

1
Q

Xn

k¼mVþ1

log /Q
k ðd; fÞ:

To estimate the limit in the above inequality, we use the local
rate. From the definition of /Q

k ðd; fÞ, since mV < k 6 n, we have

lim sup
Q!1

1
Q

log /Q
k ðd; fÞ 6 �ðVk � Vk�1 � 2fÞL:

Therefore taking the sum from k = mV + 1 to n, we can get

min
ðV0 ;...;VnÞ2V

lim sup
Q!1

1
Q

Xn

k¼mVþ1

log /Q
k ðd; fÞ

6 min
ðV0 ;...;VnÞ2V

ð2ðn�mV Þf� 1ÞL:

let f ? 0, we have

lim sup
Q!1

1
Q

log Pr EðVQ ðsÞÞP 1jVQ ð0Þ ¼ 0
n o

6 �L:

Therefore, we can get

LBs
0ð~kÞ , � lim sup

Q!1

1
Q

log Pr EðVQ ðsÞÞP 1jVQ ð0Þ ¼ 0
n o

P L: �

Note that the bound in Theorem 1 is independent from s. As
s ?1 we could get that LBs

0ð~kÞ ! LB0ð~kÞ. Hence we could expect
that

LB0ð~kÞP L: ð23Þ

We then develop the upper bound for UB0ð~kÞ under the node-
exclusive interference model. In the node-exclusive model, each
interference set may have at most two links scheduled in the same
slot. According to [17], the over flow function for each link i is given
by
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lim
Q!1

1
Q

log Pr
X
l2ei

qQ
l ð0Þ
cl

 !al
8<:

9=; ¼ � inf
x>0

IA
i ðxþ 2Þ

x
; ð24Þ

where IA
i ðxþ 2Þ can be viewed as the rate function. Hence, the decay

rate of the queue-overflow probability is given by

lim
Q!1

1
Q

log Pr VQ ð0Þ > 1
n o

¼ �min inf
a>0

IA
i ðaþ 2Þ

a
: ð25Þ

Then, we have the upper bound:

UB0ð~kÞ 6 Iub , min
i2E

inf
a>0

IA
i ðaþ 2Þ

a
: ð26Þ

We now pose a constraint on this decay rate function. Suppose
that we want to guarantee that Iub P v0. Define the limit of the mo-
ment generating function of the arrival process as:

KA
i ðvÞ ¼ lim sup

Q!1

1
Qd

log E eð
qQ

i
ðdÞ

ci
Þai Qv

 !
: ð27Þ

The rate function for arrival could be written as

IA
i ðaÞ ¼ sup

v2R
fva�KA

i g: ð28Þ

In other words, IA
i is the Legendre transform of KA

i . Since IA
i is

convex, KA
i is also the Legendre transform of IA

i . Therefore the fol-
lowing holds

Iub P v0 () min
i2E

inf
a>0

IA
i ðaþ 2Þ

a
P v0 () inf

a>0

IA
i ðaþ 2Þ

a
P v0; 8i 2 E

() sup
a

v0a� IA
i ðaÞ

n o
� 2v0 6 0; 8i 2 E

() KA
i ðv0Þ � 2v0 6 0; 8i 2 E() max

i2E

KA
i ðv0Þ
v0

6 2: ð29Þ
Remark 4. The quantity KA
i ðv0Þ
v0

in (29) is often called effective
bandwidth of the arrival process. The inequality (29) implies that
the maximum possible effective capacity region of the system
under the proposed algorithm is such that the effective bandwidth
in every interference range must be no great than 2.
4. General delay-distortion tradeoff

In order to realize the adaptation of the video scheduling in the
wireless networks. In this section, we present a general delay-dis-
tortion tradeoff in the framework of the proposed DAWVS scheme.

4.1. Relationship between delay and distortion

We consider a random wireless network model similar to that
introduced by [14]. There are n nodes distributed uniformly at ran-
dom on a unit torus and each node has a randomly chosen destina-
tion. Each node transmits at W bits per second, which is a constant,
independent of n.

We assume slotted time for transmission. For successful trans-
mission, we assume a model similar to the Protocol model as de-
fined [14]. Under our Relaxed Protocol model, a transmission from
node i to node j is successful if for any other node k that is trans-
mitting simultaneously,

dðk; jÞP ð1þ DÞdði; jÞ; for D > 0 ð30Þ

where d(i, j) is the distance between nodes i and j. This is a slightly
more general version of the model presented in [14] in the sense
that nodes do not require a common range of transmission.

We now present a parametrized communication scheme and
show that it achieves the optimal tradeoff between throughput
and delay. This scheme is a generalization of the Gupta–Kumar
random network scheme [14].

Divide the unit torus into a number of square grids, each of area
AðNÞ.

Theorem 2. For DAWVS, with L P N log N;AðNÞP 2 log N=N,

TðL;NÞ ¼ H
1

L
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p !
and DðL;NÞ ¼ H L2

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
;

i.e., the achievable distortion–delay tradeoff is

DðL;NÞ ¼ H
L

TðL;NÞ

� �
: ð31Þ

To prove Theorem 2, we need the following lemmas. Lemma
shows that each unit will have at least one scheduled link, thus
guaranteeing successful transmission. Lemma shows that each unit
can be active for a constant fraction of time, independent of the
node number N. Lemma bounds the maximum number of sched-
uled links passing through any unit. Combining these results yields
a proof of Theorem 2.
Lemma 2

(i) For
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
P 2 log n=n, each unit has at least one node.

(ii) For
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
Xðlog n=nÞ, each unit has NAðNÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2NAðNÞ log N
p

. For L P NlogN then each unit has
NAðNÞ � oðNAðNÞÞ links.

(iii) Let L = NlogN and let ck(N), k P 0, be the fraction of units with
k links. Then
ckðNÞ ¼ e�1=k!:
Proof. This lemma can be proved using well-knowing results (for
example, see [19], Chapter 3). Duo to space constraints, we do
not repeat the proof here. h
Lemma 3. Under the wireless network model for DAWVS, the number
of units that interference with any given unit is bounded above a con-
stant c1, independent of AðNÞ.
Proof. Consider a link in a unit transmitting to another link in one
of its eight neighboring units. Since each unit has area of AðNÞ, the
distance between the transmitting and receiving nodes can not be
more than r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LAðNÞ=8

p
. Under the wireless network model for

DAWVS, data is successfully received if no link in its interference
set transmits simultaneously. Therefore, the number of interfer-
ence units, c1, is at most

c1 6 2
r2

AðNÞ ¼ L=4; ð32Þ

which for a constant L, is a constant, independent of AðNÞ. h
Remark 5. A consequence of Lemma 3 is that interference-free
scheduling among all units is possible, where each unit becomes
active once in very 1 + c1 slots. In other words, each unit can have
a constant network performance.
Lemma 4. The number of scheduled links in any unit is
O L2 ffiffiffiffiffiffiffiffiffiffiffiffi

AðNÞ
p� �

.

Proof. Please see Appendix B. h

We now ready to prove Theorem 2.
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Proof of Theorem 2. From Lemma 3, it follows that each unit can be
active for a guaranteed fraction of time, i.e., it can have a constant
distortion. Lemma 4 suggests that if each unit divides its unit time
slot into H L2 ffiffiffiffiffiffiffiffiffiffiffiffi

AðNÞ
p� �

packet time slots, each source–destination
pair hopping through it can use one packet time slot. Equivalently,
each source–destination pair can experience with distortion for
H L2 ffiffiffiffiffiffiffiffiffiffiffiffi

AðNÞ
p� �

fraction of time. That is, the expected distortion per
source–destination pair is DðL;NÞ ¼ H L2 ffiffiffiffiffiffiffiffiffiffiffiffi

AðNÞ
p� �

.

Next we compute the average packet delay T(L,N). As defined
earlier, packet delay is the sum of the amount of time spent in each
hop. We first bound the average number of the hops then show
that the time spent in each hop is constant.

Since each hop covers a distance of H
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
, the number of

hops per packet for source–destination pair i is H di

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
,

where di is the length of source–destination pair i. Thus the num-
ber of hops taken by a packet averaged over all source–destination
pairs is H 1

N

PN
i¼1di

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
. Since for large N, the average distance

between source–destination pairs is 1
N

PN
i¼1di ¼ HðLÞ, the average

number of hops is H L
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
.

Now we note that by Lemma 3 each unit can be active once
every constant number of unit time slots and by 0 4 each
source–destination pair passing through a unit can have its own
packet time slot within that unit’s time slot. Since the packet size
scales inverse proportion to the distortion D(L,N), each packet
arriving at a node in the unit departs within a constant time.

From the above discussion, we conclude that the delay
TðL;NÞ ¼ H L

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
. Given the D(L,N) and T(L,N), we can find

that the relationship between them is that:

DðL;NÞ ¼ H
L

TðL;NÞ

� �
:

This concludes the proof of Theorem 2.
Fig. 2. The relationship between delay and distort
4.2. Examples and results

To simulate the video applications, two HD (High-Definition)
sequences (City and Tennis) are used to represent video with dra-
matically different levels of motion activities. In terms of HD video,
the sequence has spatial resolution of 1280 � 720 pixels, and the
frame rate of 60 frames per second. Video stream is encoded using
a fast implementation of H.264/AVC codec at various quantization
step sizes, with GOP (Group Of Pictures) length of 25 and IBBP. . .

structure similar to that often used in MPEG-2 bitstreams. Encoded
video frames are segmented into packets with maximum size of
1500 bytes, and the transmission intervals of each packet in the en-
tire GOP are spread out evenly, so as to avoid unnecessary queuing
delay due to the large sizes of intra coded frames.

We validate our proposed delay-distortion tradeoff model. Fig. 2
shows the delay-distortion tradeoff when two user streams the gi-
ven video sequences (300 frames of each) over the simulated
802.11b wireless network. The model is fit to experimental data
for two cases: in the first case, the only losses considered are due
to late arrivals; in the second case, an additional end-to-end ran-
dom loss rate of 5% is considered. The curves illustrates that The
proposed delay-distortion tradeoff model matches closely the real
experimental data. Generally speaking, the fewer distortion is ob-
tained when the larger transmission delayer is allowed. That is to
say, the user can achieve the optimal tradeoff between transmis-
sion delay and video distortion according to its own requirement.
5. Conclusions

In this paper, we develop and evaluate a delay-distortion-aware
wireless video scheduling scheme in the framework of cross-layer
information adaptation. At first, we construct a general media
ion under different simulation environments.
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distortion model according to the observed parameters in wireless
network, as well as each application’s characteristic. After that, we
exploit a distortion-aware wireless video scheduling scheme and
we derive a bound on the asymptotic decay rate of the video dis-
tortion. Furthermore, the relationship between the delay and dis-
tortion is proposed by taking into account video application
delay and distortion requirements in addition to wireless networks
conditions. The proposed scheme is applied to heuristically find
optimal tradeoff between the delay and distortion. Extensive
examples are provided to demonstrate the effectiveness and feasi-
bility of the proposed scheme.

For future work, we plan to study some practical issues for
implementing the proposed scheme. Note that in real wireless vi-
deo communications, additional works need to be developed to: (i)
reduce the dependence of the media content or scheduling scheme
to automatically adapt the original media content; (ii) simplify the
adaptive scheduling scheme, especially the network and source
information exchange and feedback; (iii) extend the results to
more practical wireless networks (e.g., wireless multimedia sensor
networks). In our ongoing work, we plan to carefully address these
open problems and study their impacts on the actual wireless
systems.

Appendix A. Proof of Proposition 1

Proof. Fix any link k such that inequality (11) holds. Consider a
link j 2 ek. We first find a lower bound on the probability that j is
scheduled.

Link j gets scheduled when it attempts transmission and each of
the other attempting links in its interference set choose a bigger
backoff time. Let Sj be the event that j is scheduled and let Yl be the
backoff time chosen by a link l. Then we get

PrfSjgP
XM

m¼1

PrfYj ¼ mg
Y

h2ej ;h – j

PrfYh > mg

¼
XM

m¼1

e�ql
m�1

M � e�qj
m
M

� � Y
h2ej ;h – j

e�qh
m
M

¼ ðeqj�1Þ
XM

m¼1

e�qj
m
M

Y
h2ej ;h – j

e�qh
m
M

¼ ðeqj�1Þ
XM

m¼1

e
�m

M

P
h2ej

qh

� �
ð33Þ

We now find an upper bound on the term
P

h2ej
qh that appears

in (33).

X
h2ej

qh ¼
X
h2ej

ðqh=chÞah

maxl2eh

P
i2el
ðqi=ciÞai

� log M

6

X
h2ej

ðqh=chÞahP
i2ej
ðqi=ciÞai

� log M 6 log M ð34Þ

where in (34) we have assumption that if h 2 ej, then j 2 eh. This im-
plies that the denominator in (34) is never less than

P
i2ej
ðqi=ciÞai .

Using (33) and (34), we get

PrfSjgP e
qj
M � 1

� �XM

m¼1

e�
m
M�log M P

qj

M

XM

m¼1

e�
m
M�log M: ð35Þ

Hence, summing over all j 2 ek, we have

X
j2ek

PrfSjgP
XM

m¼1

e�
m
M�log M

X
j2ek

qj

M
: ð36Þ
Therefore, we can get

X
j2ek

qj P log M �
P

j2ek
ðqj=cjÞaj

EðVðsÞÞ

P log M � h EðVðsÞÞ � B1 � B2x
EðVðsÞÞ

¼ log M � h 1� B1 þ B2x
EðVðsÞÞ

� �
; ð37Þ

where (37) follows from the assumption that
P

l2ek
ðql=clÞal P

hðEðVðsÞÞ � B1 � B2xÞ. Using (36) we getX
j2ek

PrfSjgP
log M

M
h
XM

m¼1

e�
m
M�log M 1� B1 þ B2x

EðVðsÞÞ

� �

¼ log M
M

h
1� e� log M

1� e�
log M

M

e�
log M

M 1� B1 þ B2x
EðVðsÞÞ

� �
: ð38Þ

Since M > 1, we can get that log M
M = 1� e�

log M
M

� �
P 1; e�

log M
M P

1� logðMÞ=M and 1� e� log M ¼ 1� 1=M. Hence,X
j2ek

PrfSjgP h 1� 1þ log M
M

� �
1� B1 þ B2x

EðVðsÞÞ

� �
: ð39Þ

Now if E(V(s)) P R then B1þB2x
EðVðsÞÞ 6

B1þB2x
R . Thus, for sufficient large

R, we have B1þB2x
EðVðsÞÞ 6 x and this givesX

j2ek

PrfSjgP h 1� 1þ log M
M

� �
ð1�xÞ

P h 1� 1þ log M
M

�x
� �

: ð40Þ

This ends the proof. h
Appendix B. Proof of Lemma 4

Proof. Consider n source–destination pairs. Let di be the distance
between the source–destination pair i. Let hi be the number of the
number of links per packet for source–destination pair i. Then
hi ¼ di=

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
. Let H ¼

PL
i¼1hi, i.e., the total number of links

required to send one packet from each send to its corresponding
destination.

Now consider a particular unit and define the Bernoulli random
variables Yi

k, for source–destination pair 1 6 i 6 N and links
1 6 k 6 hi, to be equal to 1 if link k of source–destination pair i’s
packet originates from a link in the unit. Hence, the total number of
the source–destination pair passing through the unit is
Y ¼

Pn
i¼1
Phi

k¼1Yi
k. Note that since the nodes are randomly distrib-

uted, the Yi
ks are identically distributed. For any 1 6 i – j 6 n;Yi

k
and Yi

l (for any 1 6 k 6 hi, 1 6 l 6 hj) are independent. However,
for any given 1 6 i 6 n;Yi

k and Yi
l (for any 1 6 k – l 6 hi) are

independent and in fact the event fYi
k ¼ 1;Yi

l ¼ 1g is not possi-
ble, as source–destination pair i can intersect the unit at most
once.

First consider the random variable H ¼
Pn

i¼1di=
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
. Since,

for all i, di 2 0; 1=
ffiffiffi
2
ph i

; H ¼ O L=
ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
. Now, we use this result

to find a bound on E[Y] as follows:

E½Y � ¼ EH½E½YjH�� ¼ EH

Xn

i¼1

Xhi

k¼1

E½Yi
kjH�

" #
¼ EH HE Y1

1

h ih i
¼ H L2

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p� �
; ð41Þ

where (41) follows from the fact that, by the symmetry of the torus,
any hop is equally likely to originate from any of the 1=

ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
units.
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Consider a random variable eY ¼PH
l¼1
eY l, where eY l are i.i.d.

Bernoulli random variables with PrðeY l ¼ 1Þ ¼ PrðeY l
l ¼ 1Þ ¼AðNÞ.

Because of the particular dependence of Yi
k and Yi

l (for any
1 6 k – l 6 hi), it can be shown that, for any m,

E½Ym� 6 E½eY m�: ð42Þ

This implies that, for any / > 0,

E½expð/YÞ� 6 E½expð/eY Þ�: ð43Þ

For any d0, define PðeY ; d0Þ , PrðeY P ð1þ d0ÞE½eY �Þ. By the Cher-
noff bound i.i.d. Bernoulli random variables,

PðeY ; d0Þ 6 expð�d2
0E½eY �=2Þ: ð44Þ

Considering the following:

PðY; d0Þ , PrðY P ð1þ d0ÞE½eY �Þ ¼ Prðexpð/eY ÞÞ
P expð/ð1þ d0ÞE½Y �Þ 6

E½expð/eY Þ�
expð/ð1þ d0ÞE½eY �Þ ð45Þ
6
E½expð/eY Þ�

expð/ð1þ d0ÞE½eY �Þ ð46Þ
where (45) follows by the Markov inequality and (46) follows from
(43) and the fact that expð/ð1þ d0ÞE½Y�Þ ¼ expð/ð1þ d0ÞE½eY �Þ. From
(46) and the proof of the Chernoff bound (for example, see [8]) it
follows that P(Y,d0) can be bounded above by the bound on
PðeY ; d0Þ as given in (44).

By taking d0 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log L=E½Y�

p
, we obtain

Pr Y P EY þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log LE½Y�

q� �
6 1=N2: ð47Þ

Thus, for any unit, the number of links originating from it are

bounded above L2 ffiffiffiffiffiffiffiffiffiffiffiffi
AðNÞ

p
þ o L2 ffiffiffiffiffiffiffiffiffiffiffiffi

AðNÞ
p� �

with probability

P1 � 1/N2. Since there are at most N units, by the union of events
bound, the above bound holds for all units with probability
P1 � 1/N. This completes the proof of the lemma. h
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