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Abstract— Clinical staging of liver cancer (CSoLC), an
important indicator for evaluating the degree of deteriora-
tion of primary liver cancer cells (PLCCs), is key in the diag-
nosis, treatment, and rehabilitation of liver cancer. In China,
the current CSoLC adopts the China liver cancer (CNLC)
staging, which is usually evaluated by clinicians based on
the patient’s radiology reports. Therefore, inferring clinical
information from unstructured radiology reports can pro-
vide auxiliary decision support for clinicians. The key to
solving the challenging task is to guide the model to pay
attention to the staging-related words or sentences, and the
following issues may occur: 1) Imbalanced categories: The
symptoms of liver cancer in the early- or mid-stage are not
obvious, resulting in more data in the end-stage. 2) Domain
sensitivity of liver cancer data: The liver cancer dataset
contains a large amount of domain knowledge, and the
conventional methods can exacerbate out-of-vocabulary,
which greatly affects the accuracy of classification. 3) Free-
text and lengthy report: The radiology report of liver cancer
sparsely describes various lesions with domain-specific
terms, which poses difficulties in mining key information
related to staging. To tackle these challenges, this article
proposes a large language model (LLM)-based Knowledge-
aware Attention Network (LKAN) for CSoLC. First, for main-
taining semantic consistency, LLM and a rule-based al-
gorithm are integrated to generate more diverse and rea-
sonable data. Second, unlabeled radiology corpus of liver
cancer are pre-trained to introduce domain knowledge for
subsequent representation learning. Third, attention is im-
proved by incorporating both global and local features,
which can provide professional guidance for the classi-
fier to focus on the important information. Compared with
the baseline models, the classification accuracy of LKAN
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has achieved the best results with 90.3% Accuracy, 90.0%
Macro F1 score, and 90.0% Macro Recall. The code is avail-
able at https://github.com/xczhh/Supplemental-Material.

Index Terms— Clinical staging of liver cancer (CSoLC),
Chinese radiology reports, natural language processing,
domain knowledge.

I. INTRODUCTION

PRIMARY liver cancer (PLC) is the third leading cause of
cancer death in the world, causing over 830,000 deaths

each year, of which nearly half are from China [1]–[3]. As a
key step in cancer diagnosis and treatment, liver cancer staging
is an important factor for doctors in choosing treatment plans
and prognoses for their patients [4]–[6]. In China, clinical
staging of liver cancer (CSoLC) requires clinicians to evaluate
patients’ various indicators following the China liver cancer
(CNLC) [7] staging. However, radiology reports typically
consist of lengthy and unstructured medical sentences. It is a
complex and time-consuming process to mine staging-related
information from radiology reports to make judgments that
challenges a clinician’s experience and energy. As a result,
the fatigue and experience of doctors hinder the accuracy
of staging. In addition, China faces the problems of uneven
distribution of medical resources [8], [9] and the concentration
of high-level specialized hospitals in large cities, leading
to overcrowding in better hospitals and further aggravating
the overloaded workload of clinicians. Therefore, obtaining
accurate CSoLC is a challenging task.

The current research on clinical staging of cancer mainly
focuses on methods based on medical images and radiology
reports. In the image-based methods, Pan et al. [10] leveraged
convolutional neural network (CNN) to learn the features
of brain tumors from 195 multiphase magnetic resonance
imaging (MRI) images and classified them into high- or low-
stage. Patil et al. [11] proposed a melanoma cancer staging
method combining CNN with similarity measure for text
processing (SMTP) as loss function, and divided melanoma
into three stages. De et al. [12] used soft-label sequential
regression to classify prostate cancer into five levels using the
Gleason grade group (GGG) as a grading index based on bi-
parametric magnetic resonance imaging (bp-MRI). Huang et
al. [13] graded laryngeal cancer tumor (LCT) by identifying
lesion regions of interest (LROIs) based on the degree of
staining, number, morphology, and interrelationship of atypical
squamous cells in histopathological images. Fan et al. [14]
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Fig. 1. The flowchart of the proposed LKAN method.

jointly predicted Ki-67 and tumor grade with a multitask
learning framework by separately utilizing radiomics from
tumor MRI series. The above studies have performed very
well in cancer staging. However, the image-based methods
rely on radiologists’ annotations, which are time-consuming
and difficult to be applied in clinical practice [15]–[17].

As an alternative to the image-based labeling, radiology
reports have the potential to avoid human annotation efforts
[18]–[20]. In recent years, radiology reports have been written
by radiologists. As they integrate the expert’s cognition and
judgment in text form, the workload of data annotation is
greatly reduced. Consequently, methods based on radiology
reports have been received attention. Fink et al. [21] de-
veloped a pulmonary embolism scoring system on the basis
of structured radiology reports and compared its diagnostic
performance with the conventional clot burden index. Fink
et al. [22] exploited structured radiology reports to train a
deep natural language processing (NLP) model for classi-
fying tumor response categories (TRCs) based on free-text
oncology reports. D’Anniballe et al. [16] developed rule-
based algorithms (RBA) for the extraction of disease labels
and trained attention-guided recurrent neural networks (RNN)
to classify radiology reports into multiple diseases. Eskreis
et al. [23] developed a deep learning model for automated
background parenchymal enhancement (BPE) categorization
based on breast MRI reports. Although several studies have
demonstrated the value of using radiology reports in various
clinical decision-making processes, their application in assist-
ing CSoLC remains an open question.

The radiology report serves as a communication bridge be-
tween radiologists and clinicians. However, acquiring a suffi-
cient number of authentic radiology reports poses a challenge,
which impedes the progress of the CSoLC task. Besides, the
following issues may occur when applying radiology reports
to CSoLC: 1) Imbalanced categories: The symptoms of liver
cancer in the early- or mid-stage are not obvious, resulting
in more data in the end-stage. 2) Domain sensitivity of liver
cancer data: The liver cancer dataset contains a large amount
of domain knowledge. Conventional methods may exacerbate
out-of-vocabulary, and impair the classification performance.
3) Free-text and lengthy report: The radiology report of liver

cancer sparsely describes various lesions with domain-specific
terms, which hinders the mining and utilization of critical
information related to staging.

Motivated by the above analysis, this article proposes a
LLM-based Knowledge-aware Attention Network (LKAN) to
assist clinicians in CSoLC. Fig. 1 illustrates the flowchart of
LKAN. Firstly, in order to address the issue of imbalanced
categories, we propose a novel data augmentation method
that maintains semantic consistency by combining a large
language model (LLM) with RBA to generate more diverse
and reasonable data. Secondly, out-of-vocabulary increases the
difficulty for the conventional language models to adapt to the
liver cancer dataset. Therefore, we use a universal and domain-
specific lexicon automated generation method and pre-train
a domain-specific word embedding to alleviate the domain
sensitivity issue. Finally, unstructured and lengthy textual
features are difficult to utilize. Descriptions of various lesions
are scattered throughout sentences or paragraphs, rendering
it difficult for the model to recognize and infer staging-
related information. To tackle this issue and improve the
ability to identify the precise CSoLC, the attention block in
the hierarchical attention network (HAN) [24] is improved
for capturing the important and scattered information by
incorporating both global and local features. Experimental
results show that the proposed LKAN method has achieved
the best results with 90.3% Accuracy, 90.0% Macro F1 score,
and 90.0% Macro Recall. Our proposed method is important
for providing rapid diagnosis and screening for clinicians in
the early stage of treatment and reducing their workload of
reading reports, this method can also offer decision-making
assistance for interns and in areas with a shortage of healthcare
resources.

Specifically, our contributions are threefold:
1) Category imbalance is a long-standing in medical and

other domains. A novel over sampling method is pro-
posed by combining LLM and RBA to generate more
diverse samples. This approach may offer new insights
and perspectives for addressing the challenge of category
imbalance.

2) It is necessary to integrate domain knowledge into the
accurate classification of the domain sensitivity data. We
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TABLE I
SUMMARY OF NOTATIONS

Symbols Definitions and descriptions

m The number of sentences in a report
n The number of Chinese characters in a sentence
Ln The label set
S The matrix containing multiple sentences
su The u-th sentence in report
su,t The t-th word in sentence u
v The number of Chinese words in the corpus
d The dimension of Chinese words
We ∈ Rv×d The word embedding matrix with length v

Xu ∈ R1×n×d The word vectors obtained from su by word
embedding

xu,t ∈ R1×1×d The t-th word vector with d-dimensions
p The settings of units in gate recurrent unit
−→
Hu,t ∈ R1×p The forward hidden state obtained from xu,t

by gate recurrent unit
←−
Hu,t ∈ R1×p The backward hidden state obtained from xu,t

by gate recurrent unit

Hu,t ∈ R1×2p The overall hidden state of the whole sentence
centered around xu,t obtained by fusion

Hu ∈ R1×n×2p The sentence representation of Xu

favgu ∈ R1×2p The feature map obtained by global average pooling
fmax
u ∈ R1×2p The feature map obtained by global max pooling

zu,t The hidden representation of Hu,t

uw
The context vector for measuring the importance
of Chinese words

au,t The importance weight
fattu ∈ R1×d The feature map obtained by attention
fu ∈ R1×(d+4p) The overall feature map obtained by fusion
τ ∈ R1×d The output tensor of su
N The total number of reports
M The number of stages
ρ ∈ RN×M The predicted probability set of each stage
Wc The trainable parameters of fully connected layers
bc The bias of fully connected layers
Y ∈ RN×M The ground truth set of each stage
L The output of loss function

explore the effectiveness of constructing domain-specific
word embeddings and provide references for subsequent
work.

3) Chinese radiology reports are utilized for CSoLC and
achieved high accuracy, which explores a new auxiliary
method for clinical staging of other cancers.

The notations that are used throughout the paper are sum-
marized in Table I. The remainder of this article is organized
as follows. In Section II, we briefly introduce the dataset used
for CSoLC and provide the details of LKAN implementation.
In Section III, we introduce our extensive and comparative
experiments and report the results of our proposed LKAN and
related methods. In Section IV, we discuss and visually analyze
our method. We summarize our work in Section V.

II. MATERIALS AND METHODS

A. Dataset
1200 liver cancer digital radiology reports from January

2018 to January 2022 have been collected from the First
Affiliated Hospital of Sun Yat-sen University. This study was
approved by the Clinical Research and Experimental Animal
Ethics Committee of the First Affiliated Hospital of Sun Yat-
sen University (No. 2023780) on November 17, 2023. Due
to the retrospective nature of this study, the requirement for

(a) Number of Sentences per report (b) Sentence length

Fig. 2. The distributions of the number of sentences per report and the
sentence length on the dataset.

Extrahepatic 
metastasis

Vascular 
invasion

Number of 
tumors

Size of 
tumors

����

����

���≥ �

> � ���

�~�

Fig. 3. The flowchart of CNLC.

informed consent was waived. 402 radiology reports with scan
sites not in the abdomen are excluded, and 292 radiology
reports are excluded as they are unrelated to PLC. Thus,
the final dataset includes 506 radiology reports with clear
staging information on liver cancer, and their staging results
are annotated by three senior clinicians with 10+ years of
experience in liver cancer treatment. There are 50 stage IIa,
70 stage IIb, 150 stage IIIa, and 236 stage IIIb. Each stage is
labeled with 0, 1, 2, and 3, respectively. There are no stage
I tumors on our dataset because the number is quite small at
the time of the initial data collection (i.e., only 5 samples)
and are excluded due to noncompliance with the selection
criteria (i.e., unclear staging information). The distributions of
sentences per report and report length on this dataset are shown
in Fig. 2. It is worth noting that the reports typically contain 10
to 24 sentences (Fig. 2(a)), most of which exceed 600 Chinese
characters in length (Fig. 2(b)). According to CNLC, Fig. 3
shows that the staging results are gradually differentiated
by four indicators, namely extrahepatic metastasis, vascular
invasion, number of tumors, and size of tumors, respectively.
Meanwhile, if the current indicator can fully determine the
staging result, subsequent indicators won’t have a decisive
role in clinical staging. Therefore, four staging results are
determined by different indicators. Table III shows that only
stage IIa needs to be jointly determined by four indicators.

In the radiology report, the locations, sizes, and metastasis
of the lesions are detailed by the radiologists. However,
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TABLE II
EXAMPLE SENTENCES. BOLD WORDS REPRESENT THE KEYWORDS RELATED TO CLINICAL STAGING PREDICTION,

ITALICIZED WORDS REPRESENT THAT THIS INFORMATION IS IMPORTANT BUT CANNOT DETERMINE THE FINAL STAGING,
AND UNDERLINED WORDS REPRESENT THAT THE TUMOR IS NOT HCC

Sentences Staging Indicators

No filling defect is found in the main portal vein and its branches. There is no dilation of the
intrahepatic and extrahepatic bile ducts. An enlarged lymph node with a size of approximately
26.6mm × 21.4mm can be seen in the hilar region of the liver, which is significantly enhanced
after the enhanced scanning.

IIIb Extrahepatic
metastasis

In liver S6, a slightly low-density and circular-like shadow with a diameter of approximately 18mm
is observed. After the enhanced scan, the lesion shows equal density in the arterial phase and
low density in the portal phase. There is an oval filling defect shadow on the left branch of the
portal vein, with mild enhancement after the enhanced scanning.

IIIa Vascular
invasion

There are multiple circular low-density lesions in liver S3 and S5-S8; the largest is in
liver S3, with a diameter of approximately 18mm. During the arterial phase, nodular en-
hancement is observed at the edge of the low-density lesions in liver S6 and S8, and
low-density shadows are observed during the portal and delayed phases. A lesion in S5
shows circular enhancement. The lesion in liver S3 shows uneven enhancement of the
entire tumor during the arterial phase, while it shows low-density shadows during the por-
tal phase. No enhancement was observed in the remaining nodules. Another low-density lesion
with a diameter of approximately 15mm is observed in liver S7, with clear boundaries.
No enhancement was observed after enhanced scanning.

IIb Number of tu-
mors >3
(lesions in S4,
S5, S6, S8 are
HCC, but le-
sion in S7 is a
cyst.)

The liver margin is not smooth, the proportion of liver lobes is imbalanced, and liver fissures
are widened. Two circular low-density shadows can be seen in liver S4 and S5/6, with sizes of
approximately 31mm × 28mm × 28mm, 33mm × 33mm × 32mm. Uneven enhancement in the
arterial phase, with a degree of enhancement close to or slightly lower than the surrounding liver
parenchyma. However, enhancement in the portal phase is decreased, with slight compression
of adjacent liver veins.

IIa Size of tumors
>3
Number of tu-
mors = 2
(S4, S5/6)

*English translations are presented in the table for illustration, But all reports are written in Chinese (Table I in Supplemental
Material). The data format provided by the clinicians is as follows: the reports and their corresponding staging are shown in the
first two columns of the table. We list the indicators in the last column to explain how clinicians summarize information related
to CSoLC from the radiology reports based on CNLC.

TABLE III
THE DECISIVE INDICATORS FOR DIFFERENT STAGING RESULTS

Indicators
Extrahepatic Vascular Number of Size of
metastasis invasion tumors tumors

IIIb ✓ — — —
IIIa × ✓ — —
IIb × × >3 —
IIa × × 2∼3 >3

✓ represents Yes, × represents No, — represents Not important.

determining the specific staging result requires distinguishing
whether the lesion is hepatocellular carcinoma (HCC) or
whether metastasis occurs. These are not directly provided
in the radiology report and need to be further inferred based
on the subjective experience of clinical doctors. Therefore,
paying attention to important words and sentences from free-
text is crucial. The four indicators and their significant imaging
characteristics are summarized below:

• Extrahepatic metastasis: HCC has metastasized outside
of the liver, and the common sites of metastasis are
the hepatic hilum, peritoneum, lungs, and bone [25].
Extrahepatic metastasis is often associated with end-stage
liver cancer.

• Vascular invasion: The portal vein shows filling defects
or cancerous thrombi.

• Number of tumors: The number of HCC lesions is
four or more. Under the CT enhancement scan, HCC
typically presents a “fast-in and fast-out” pattern [26]. In

radiology reports, the prominent characteristic of HCC
is typically described as enhancing in the arterial phase
and attenuating in the portal venous or delayed phases
(with its density lower than that of the surrounding liver
parenchyma).

• Size of tumors: As an important indicator of liver cancer
staging, the size of a tumor is usually described by its
longest and shortest diameters.

For further illustration of our work, Table II lists the
example sentences with the corresponding staging, which
are annotated by professional clinicians. Firstly, we can see
that when advanced symptoms occur (such as lymph node
metastasis in the hepatic portal area in Case 1 and filling
defect in the portal vein in Case 2), the number, location, and
enhancement of the tumor will no longer affect the staging
results. Secondly, despite multiple lesions appearing in case
3, the lesion in liver S7 did not exhibit the typical imaging
characteristics of liver cancer, and could only be considered
as a cyst rather than HCC. Finally, the two circular and low-
density shadows in Case 4 match the imaging characteristics
of liver cancer, therefore they are classified as stage IIa.

B. Text preprocessing

As depicted in Fig. 2, our dataset comprises lengthy radiol-
ogy reports. However, only a few sentences are extremely rel-
evant to CSoLC (Fig. 2 in Supplemental Material). Unrelated
sentences are considered noisy data, which lengthens the report
and increases computational power consumption. Hence, it is
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are slightly smaller than before, with a size of approximately
85mm×67mm. Enhanced scanning showed significant
enhancement within the arterial phase lesion, decreased
enhancement in the portal vein phase, and some lesions showed 

circular enhancement.
Enhanced scanning revealed a strip-like filling defect in the
middle and distal segments of the hepatic vein, with occlusion of
the right anterior branch of the portal vein. Multiple soft tissue
density shadows, approximately 16mm, can be seen in the hilar
area, hepatogastric space, and retroperitoneum.
Enhanced scanning shows uneven circular enhancement.

The lesions of liver S4, 5, and 8 have decreased 

blood supply compared to before;
Blood supply can still be seen in S4, 5, and 8 of
the liver, and the number of sub-liver lesions is
significantly increased compared to before.
Formation of tumor thrombi in the right anterior
branch of the middle hepatic vein and portal vein;
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Fig. 4. An example of Chinese radiology reports. Blue blocks represent normal findings; Orange blocks represent relevant findings; Others indicate
that they are not related to CSoLC. The distribution of pre-training word vectors is shown in (a). The spatial relationships of similar words are shown
in (b). *All reports are written in Chinese (Fig. 2 in Supplemental Material); English translations are presented in the figure for illustration.

necessary to preprocess all reports before further modeling (as
illustrated in Fig. 4).

In detail, we first remove all descriptions that are unrelated
to the CSoLC from the report by regular-expression-matching.
In radiology reports, tumor sizes are often expressed with
various length units. We standardize the unit to millimeters and
then convert all measurements accordingly. Next, a Chinese
stopword corpus is utilized to filter meaningless stopwords
from the text, and those words may contain Chinese auxiliary
words that are not essential components of the radiology
reports. After all the above operations, the length of reports is
reduced to 150.

The difference between Chinese and English is that words
in English can be easily recognized since the space token is
a good approximation of a word divider [27]. In Chinese,
Chinese characters are used as the basic unit, but words have
more semantics. At this step, we first segment the text into
individual words and then convert them into corresponding
indices based on the word-index vocabulary. Words outside
the vocabulary are marked with [UNK]. We use a maximum
sequence length of 150 (the maximum length in the dataset)
and pad shorter sequences with 0.

C. Over-sampling

Faced with the imbalanced datasets, many tasks leverage
pre-training language models [28] as the basis and then fine-
tune them using limited samples [29]–[31]. These methods
are effective, but they are also limited by the differences
between the source domain and the target domain. In fact,
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Fig. 5. The flowchart of over sampling. UIE is prompted by few-shot
prompts construction to generate similar-polarity vocabulary. The target
dataset is generated by the similar-polarity vocabulary with RBA. Four
vocabularies are different and are generated based on the morphology,
number, size, and growth site of the tumors, resulting in va, vn, vs, and
vd respectively.

the majority of general domain text is substantively different
from biomedical text, raising the prospect of negative transfer
that actually hinders the target performance [32]. Besides, text
data augmentation can also overcome the sample size limit and
work together with other few-shot learning methods in NLP
[33]–[35]. LLMs store a large amount of knowledge, and using
them to generate reliable samples can reduce the burden on
human annotation [35].

The goal of data augmentation is to produce sensible and
diverse new samples that maintain semantic consistency [35].
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Existing studies indicate that pre-training language models
can help augment a dataset with new samples with similar
semantic meaning [36], [37], but they still face a lack of
diversity and faithfulness. In this study, we propose a method
called AugUIE, which uses UIE [38] (a popular LLM based
on ERNIE 3.0 [39]) combined with RBA to generate auxiliary
samples under CNLC rules.

Two strategies, namely inversion and imitation [40] are used
to over-sample the minority categories. There are differences
in the number of tumors and the size of tumors between stage
IIa and stage IIb. In the inversion strategy, artificial texts are
generated by reversing words into their counterparts that carry
the opposite polarity. Conversely, we create new samples from
the original categories in the imitation strategy. The examples
of the two strategies are illustrated in Fig. 6.

The overall framework of AugUIE is shown in Algorithm
1. Given a base dataset {(sn, Ln)}Ndata

n=1 with a label space
yj ∈ Yn, and a novel dataset {(target sn, target Ln)}Ndata

n=1

with the same label space yj ∈ Yn. Fig. 5 shows that UIE
generates different vocabularies v = (va, vn, vd, vs) by few-
shot prompts. Each vocabulary is different, but the words
within each vocabulary have similar polarities. The application
of these four vocabularies aims to enrich tumor features
through similar word transformations, thereby enhancing the
diversity of generated sentences. Specifically, va represents
the morphology of the tumors, vn represents the number
of tumors, vs represents the size of the tumors, and vd
represents the growth site of the tumors. Furthermore, to
prevent non-standard sentence generation, the inversion and
imitation strategies are used under the constraints of CNLC
rules to replace words from v and generate trusted sequences.
The base dataset has the same number of pairs as the target
dataset.

Algorithm 1 The framework of AugUIE for data augmentation

Input: {(sn, Ln)}Ndata
n=1 , the dataset of sequence pairs.

Input: θ, initial UIE after prompt learning.
Input: {target L}Ndata

n=1 , label for target conversion.
Output: {(target sn, target Ln)}Ndata

n=1 , the dataset of target
sequence pairs.

1: for i = 1, 2, ..., Ndata do
2: va, vn, vd, vs ← UIE(si, Li|θ)
3: if (target Li == IIa ) then
4: ws is randomized but not less than 30mm.
5: wn is required to be no greater than 3.
6: else
7: if (target Li == IIb) then
8: wn is assigned a value from vn.
9: end if

10: end if
11: wa,wd is assigned values from va,vd respectively.
12: target si ← [si1, . . . , wa, wd, siν , ws, wn, . . . , sil], l ∈

[1,maxlen], v ∈ [1, l).
13: end for
14: return {(target sn, target Ln)}Ndata

n=1 .

Imitation

Inversion

A quasi-elliptical mass with a size of 
approximately 61mm× 58mm × 61mm 
is seen in the right lobe of the liver S8. 

A quasi-circular mass with a size of 
approximately 61mm x 50mm×61mm 
is seen in the right lobe of the liver S6. 

StageⅡa StageⅡa

Multi-nodulose nodules of varying sizes can be 
seen in the liver parenchyma, with the largest 
one having a diameter of about 36mm. The 
arterial phase shows nodular enhancement, while 
the degree of enhancement in the portal vein 
phase is reduced.

StageⅡb StageⅡa

Imitation
 Multi-nodulose elliptical nodules with a size of 
approximately 20mm×25mm can be seen under 
the capsule of the lower edge of the liver in S5. 

 Multiple low-density nodules with a size of 
approximately 30mm× 33mm can be seen under 
the capsule of the lower edge of the liver in S5. 

StageⅡb StageⅡb

A few lesions of varying sizes can be seen in the 
liver S5/8, with the largest one having a diameter 
of about 36mm. The arterial phase shows nodular 
enhancement, while the degree of enhancement 
in the portal vein phase is reduced.

Fig. 6. Examples of “inversion” and “imitation” strategies. English
translation in the figure is only for illustration, and all experiments are
based on Chinese words (Fig. 3 in Supplemental Material).

UIE

Unlabelled 
radiology 
reports
(600)

UIE

Prompts

THULAC

Fine-
tuning

Domain-
specific
lexicons

UIEUniversal
lexicons

Vocabulary

THULAC

Pre-
training
corpus
(694)

Wordcut
word2vec

Domain-specific
word embeddings

...

Maximize
similarity

Fig. 7. The flowchart of domain-specific word embedding. To al-
leviate the out-of-vocabulary problem, two components are used to
construct a vocabulary: a domain-specific vocabulary and a universal
vocabulary. Firstly, Domain-specific vocabulary is generated by UIE with
few-shot prompts, while universal vocabulary is generated by using
THULAC. Secondly, vocabulary is used by THULAC to split the pre-
training corpus into target words. Finally, Target sentences are pre-
trained with word2vec to capture contextual information among medical
words, thereby facilitating better adaptation of the subsequent classifier
to the staging task.

D. Domain-specific word embedding

Using Chinese radiology reports as experimental data for the
clinical staging task is limited by the domain sensitivity issue.
Due to the vast semantic differences from general tasks [41],
applying existing pre-trained language models may results in
the appearance of out-of-vocabulary words or unavailable sub-
words [32], greatly diminishing the model’s learning capacity.
To mitigate the out-of-vocabulary problem, domain-specific
vocabulary is necessary for subsequent representation learning.
However, this requires equipping the vocabulary with domain-
specific knowledge and entails a significant amount of labor
[42]. Therefore, we propose an adaptive vocabulary generation
method based on prompt learning to preserve the integrity of
biomedical terms, minimizing the number of subword units
required to encode them [43].

In detail, The vocabulary includes both domain-specific
and universal words. Domain-specific vocabulary reflects pro-
fessional knowledge, which also requires maintaining the
integrity of biomedical terms [43]. As shown in Fig. 7, domain
words are generated from a dataset of unlabeled radiology
reports by UIE with few-shot prompts. This step not only
replaces the process of manual annotation by doctors but also
accurately extracts medical terms. Universal words such as
the number, size, and spread of tumors determine the final
diagnostic result. In the experiment, THU lexical analyzer
for Chinese (THULAC) [44] is used for generating universal
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Fig. 8. The architecture of the proposed word encoder model.

words from the general corpus.
The embedding block mainly tackles the problem of feature

acquisition. In order to capture domain-specific knowledge and
universal semantic meaning, in this work, unlabeled radiology
reports from the dataset (506 of which are used for CSoLC)
combined with domain-specific vocabulary are pre-trained on
word2vec. Fig. 4 (a), (b), and (c) reflect that Similar medical
words will come closer together, which brings convenience to
subsequent sequence learning.

E. Building classifier
1) Structure: As depicted in [24], documents have a hier-

archical structure: words form sentences, and sentences form
a document. The hierarchical structure constructs document
representations by constructing sentence representations and
aggregating them into document representations. In radiology
reports, the sentences often contain a complex mixture of
information describing not only the lesion of interest but also
other related lesions [45]. Taking CSoLC as an example,
the final staging result is only related to the comprehen-
sive information composed of some words and sentences.
Therefore, we use the hierarchical structure in [24] as the
foundation (Fig. 8) and apply it to CSoLC by modifying the
internal network structure. Experiments have shown that the
hierarchical structure is helpful for processing and classifying
the free-text and lengthy radiology reports.

2) Encoded layer:
a) Word encoder: The architecture of the word encoder

model is shown in Fig. 8. Assume that a radiology report
S has m sentences and each sentence contains n words. For
a sentence, each word is represented as a vector with d-
dimensions through embedding matrix We,

xu,t = Wesu,t, t ∈ [1, n], (1)

Xu = [xu,1, xu,2, . . . , xu,n], (2)

where su,t with t ∈ [1, n] represents the t-th word in the u-th
sentence, We represents the word embedding, xu,t represents
the t-th word vector in the u-th sentence, and Xu represents
the word vectors of su.

Compared to RNN and long short-term memory (LSTM),
gate recurrent unit (GRU) with a less complex structure
involves fewer parameters, which reduces the amount of
computation while ensuring accuracy [46], [47]. At the word-
level, we use Bi-GRU to extract the features of semantic

relationships. In detail, words are fed into a Bi-GRU network
composed of forward and backward GRU cells in parallel.
Then, groups of semantic-correlated features that enfold the in-
formation of forward and backward are generated and merged.

−→
Hu,t = GRU(−→x u,t), t ∈ [1, n], (3)

←−
Hu,t = GRU(←−x u,t), t ∈ [n, 1], (4)

Hu,t = ffusion([
−→
Hu,t,

←−
Hu,t]), (5)

Hu = [Hu,1,Hu,2, . . . ,Hu,n], (6)

where
−→
Hu,t represents the forward hidden state,

←−
Hu,t rep-

resents the backward hidden state, Hu,t represents the infor-
mation of the whole sentence centered around xu,t, and Hu

represents the overall sentence representation of Xu.
For capturing the important and scattered information [48],

the attention block is used to provide professional guidance
for the subsequent classifier to focus on the keywords. Both
global and local features are incorporated by concatenating
global average pooling (GAP), global max pooling (GMP),
and attention (ATT) to improve the robustness to noise. GAP
obtains the global information [46], [47], [49], while GMP
and Attention generate the most important information [47],
[49].

To alleviate the problem of over-fitting, dropout [50] is
applied before the word encoder.

The output of GAP favgu , Attention fattu , and GMP fmax
u for

the i-th sentence feature map can be defined as follows:

favgu = avg{Hu}, (7)

fmax
u = max{Hu}, (8)

zu,t = tanh(WwHu,t + bw)

au,t =
exp(z⊤u,tuw)∑
t exp(z⊤u,tuw)

fattu =
∑
t

au,tHu,t

(9)

where Ww and bw represent the weight matrix and bias vector.
To comprehensively consider the features from different

operations, the feature fusion can be formulated as:

fu = ffusion([favgu , fmax
u , fattu ]). (10)

S = [f1, f2, . . . , fm], (11)

where ffusion(·) represent the concatenation operation.
b) Sentence encoder: Finally, GRU is used to encode sen-

tences and obtain an abstract representation of the document,
which is an important feature of CSoLC.

τ = GRU(
−→
S ). (12)

where τ represents the high-level representation of a report.
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TABLE IV
HYPERPARAMETER SETTING

Hyperparameter Value

Max sequence 150
Vocab size 20000
Batch size 16
Dropout 0.4

Embedding vector size 300
Optimizer Adam

Learning rate 0.01
Epochs 30

F. Classification and loss function

Our model is trained using categorical cross-entropy as a
loss function to reduce the amount of error that could happen.

ρ = softmax(Wcτ + bc), (13)

L = − 1

N

∑
i

M∑
c

Yi,clog(ρi,c), (14)

where N represents the total number of reports, M represents
the number of stages, Yi,c represents the true value of report
i belonging to stage c (set 0 or 1), and ρi,c represents the
predicted probability of report i belonging to stage c.

III. EXPERIMENTS AND RESULTS

A. Experimental settings

A series of experiments are conducted on the dataset in
a supervised learning setting. The dataset is divided into a
training set, validation set, and test set in the ratio of 3:1:1.
The model is trained on the training set, the best model is
selected on the validation set, and performance is evaluated
on the test set.

The model is implemented through the Python library Keras
2.3.1 and TensorFlow 1.4.0. The trained model is used to
predict the data in the test set for CSoLC. The hyperparameters
of the model used in the experiment are shown in Table IV.
The experimental results show that the model has achieved the
optimal performance with the above parameter configurations.

B. Evaluation metrics

In our experiments, six evaluation metrics are Precision
(Pr), Sensitivity (Sens), Specificity (Spec), Accuracy (Acc),
Macro F1 (F), and Macro Recall (R), which are used to
compare the staging performance of different models.

To better reflect the performance of the baselines and LKAN
under the imbalanced dataset, Pr represents the probability of
correct predictive results to the total predictions, which can be
calculated as

Pr =
TP

TP + FP
, (15)

where TP represents the number of true positives, TN repre-
sents the number of true negatives, FP represents the number
of false positives, and FN represents the number of false

negatives. Sens and Spec are used to measure mis- and missed
diagnosis rates of the model in staging prediction,

Sens =
TP

TP + FN
, (16)

Spec =
TN

FP + TN
. (17)

To evaluate the overall performance of staging performance,
Acc reveals the accuracy of the model in predicting CSoLC,
which can be calculated as

Acc =
TP + TN

TP + FP + TN + FN
. (18)

F and R can be expressed as follows:

F =
1

N

∑N

i=1
F1i, (19)

R =
1

N

∑N

i=1
Recalli, (20)

where F1 is regarded as a harmonic mean, and Recall rep-
resents the probability of correct prediction in all positive
samples. They can be obtained as follows:

F1 =
2TP

2TP + FP + FN
, (21)

Recall =
TP

TP + FN
. (22)

As the score of evaluation metrics increases, the perfor-
mance of the model improves.

C. Baselines and experimental analysis

To demonstrate the effectiveness of the proposed LKAN,
eleven representative baselines are chosen for comparison,
which mainly include the conventional approaches (i.e., ran-
dom forest (RF), decision tree (DT), and support vector
machine (SVM)), and the deep learning based methods (i.e.,
LSTM, HAN).

1) Traditional methods: For CSoLC, our model is compared
to the following traditional machine learning methods built
with the hand-crafted features by bag of words (Bow) [51]:

• RF is based on the idea of ensemble learning, by ran-
domly selecting the number of features and training data,
and taking out the test label with the highest number of
times for the same prediction data as the final prediction
label.

• DT stands for the C4.5 tree-induction algorithm, which
constructs decision trees based on the local best choices,
providing superior performance and interpretability for
machine learning.

• SVM [52] maps the data into a high-dimensional space
and makes it possible to classify the data by finding a
hyperplane in that space.
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TABLE V
COMPARISON OF DIFFERENT METHODS ON THE CANCER REPORT CLASSIFICATION. BOLD SCORES REPRESENT THE BEST RESULTS AND

UNDERLINED SCORES REPRESENT THE SECOND-BEST RESULTS

Method
IIa IIb IIIa IIIb

Acc F1 RecallPr Sens Spec Pr Sens Spec Pr Sens Spec Pr Sens Spec

RF 0.36 0.36 0.99 0.00 0.00 1.00 0.23 0.23 0.93 0.88 0.88 0.19 0.41 0.34 0.43
DT 0.67 0.36 0.98 0.42 0.67 0.68 0.48 0.40 0.82 0.71 0.59 0.87 0.53 0.52 0.50

SVM 0.36 0.36 0.99 0.43 0.43 0.85 0.57 0.57 0.80 0.73 0.73 0.74 0.57 0.55 0.61
LSTM 0.50 0.71 0.95 0.73 0.37 0.95 0.59 0.81 0.75 0.74 0.73 0.85 0.66 0.62 0.65
HAN 0.42 0.71 0.93 0.77 0.67 0.93 0.80 0.77 0.91 0.82 0.81 0.89 0.76 0.71 0.74
BERT 0.55 0.85 0.95 0.59 0.53 0.87 0.72 0.64 0.89 0.68 0.73 0.79 0.66 0.65 0.69

BioBERT 0.42 0.71 0.94 0.48 0.33 0.87 0.50 0.11 0.95 0.45 0.77 0.42 0.45 0.42 0.48
DualCL 0.50 1.00 0.93 0.96 0.80 0.98 0.91 0.83 0.96 0.84 0.86 0.90 0.85 0.82 0.87

KPT 0.11 1.00 0.50 0.00 0.00 1.00 0.44 0.67 0.62 0.00 0.00 1.00 0.26 0.18 0.42

Chat-
GPT

1-shot 0.67 0.29 0.99 0.00 0.00 1.00 0.17 0.11 0.75 0.46 0.95 0.34 0.41 0.29 0.34
5-shot 1.00 0.14 1.00 0.50 0.03 0.99 0.21 0.17 0.73 0.46 0.91 0.37 0.41 0.28 0.31

Huatuo-
GPT-II

1-shot 0.09 0.57 0.63 0.32 0.27 0.80 0.18 0.11 0.78 0.52 0.30 0.84 0.25 0.24 0.31
5-shot 0.10 0.57 0.68 0.29 0.17 0.86 0.33 0.19 0.83 0.56 0.51 0.77 0.33 0.29 0.36

LKAN 0.86 0.85 0.99 0.90 0.93 0.97 0.88 0.80 0.95 0.91 0.95 0.94 0.90 0.90 0.90

2) Neural network methods: For deep learning based ap-
proaches, a series of experiments with the following models
are carried out.

• LSTM is a memorable recurrent neural network, which
helps to maintain the long-term dependency when pro-
cessing longer sentences. LSTM’s hidden units are set to
100, with 0.2 recurrent dropout probability.

• HAN [24] is a deep learning method that calculates
attention scores at word- and sentence-level to discover
context-aware content. After several experiments, the
model achieves the highest accuracy when the parameters
are set as follows: The dimension of word embedding is
set to 200, and the sentence length is specified to 150.
The dropout in word encoder is 0.2, and the dropout in
sentence encoder is 0.3.

• Bidirectional encoder representation from transformers
(BERT) [28] is a popular pre-training language model,
which can bring improvement in cross-domain tasks.
We follow the fine-tune method in [53], and try to
adapt BERT to the special field of liver cancer, with the
following parameter configurations: learning rate is 1e-5,
and the selected pre-training model is bert-base-Chinese1.

• BioBERT [54] is a biomedical version of BERT and pro-
vides domain-specific representation vectors for biomedi-
cal tasks. We fine-tune the BioBERT to adapt our dataset
by configuring the following parameters: learning rate is
1e-5, and the selected pre-training model is biobert-v1.12.

• DualCL [55] takes BERT as a basic encoder for gen-
erating representations, and introduces external label in-
formation to enrich views of input data in low-resource
scenarios. The pre-training language model is bert-base-
Chinese1, and other default parameters are not changed.

• KPT [56] tunes the pre-training language model by con-
structing task-specific prompts in domain-specific low-
resource scenarios. The pre-training language model is

1https://huggingface.co/bert-base-chinese
2https://huggingface.co/dmis-lab/biobert-v1.1

roberta-chinese-base3, and other default parameters are
not changed.

• ChatGPT [57] leverages the GPT architecture for open-
domain conversational AI. Unlike task-specific models, it
excels without fine-tuning, offering flexibility and fluency
in diverse conversations. Its robustness and scalability
make it suitable for medical diagnosis.

• HuatuoGPT-II [58] is a large language model4 pre-trained
on extensive Chinese medical knowledge, and is designed
for advanced applications in healthcare.

In this section, the performance evaluation of the proposed
model is conducted on the liver cancer dataset. We compare
our proposed method with a wide range of the baselines
models and analyze the experimental results.

From Table V, it can be seen that compared to the basic
machine learning models (i.e. RF, DT, and SVM), SVM per-
forms better. However, their reliance on handcrafted features
makes them perform worse than the deep models (i.e. LSTM,
HAN, BERT, BioBERT, DualCL, and KPT). This is because
static handcrafted features lack contextual information, making
it difficult for the model to learn deep and separable text
features during the staging process. Therefore, traditional
models cannot be well applied to imbalanced datasets.

Besides, we attempt to use various pre-training language
models combined with fine-tuning methods (i.e. BERT,
BioBERT, DualCL, and KPT) for the CSoLC task, among
which DualCL performs better. Table. V reveals that the
accuracy of BERT is similar to that of LSTM, while the
performance of BioBERT after pre-training with medical
corpus is even worse. This is because BERT’s tokenizer
fragments out-of-vocabulary words into subwords [32], and the
difference between the source and target domains will cause
the model to lose decisive information during the encoding
process. Although BioBERT was trained in the biomedical
domain, its corpus consists of English literature, which is
fundamentally different from our Chinese dataset. Such pre-

3https://huggingface.co/clue/roberta chinese base
4https://github.com/FreedomIntelligence/HuatuoGPT-II
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Fig. 9. Complexity analysis.

training language models will lead to catastrophic negative
transfer. KPT also has similar problems. It is useful to provide
prompt templates to prompt the pre-training models, but their
relevant domain knowledge is scarce when facing special
domains such as biomedical. KPT’s ability to identify patients
with stages IIb or IIIb is weak, meaning that every patient
will be missed (Sens=0.00 and Spec=1.00). On the contrary,
KPT exhibits high sensitivity but low specificity and precision
in identifying stage IIa, indicating that a majority of samples
from other stages are incorrectly classified as stage IIa (Sens
= 1.00 and Spec = 0.50). Additionally, the model’s ability
to accurately identify stage IIa is also inadequate, leading
to catastrophic misdiagnoses (Pr = 0.11). Although dualCL
introduces additional label information, its ability to diagnose
patients in stage IIa remains inferior to BERT (Pr = 0.50).

Furthermore, LLMs combined with few-shot learning are
adopted for staging performance comparison. Compared to the
method utilizing pre-trained language models with few-shot
prompts (i.e., KPT), large language models have a wider range
of knowledge and more optimized language comprehension
abilities. However, the performance of the universal large
model ChatGPT on the staging task is slightly better than KPT,
and the medical-specific large language model HuatuoGPT-II
performs similarly to KPT. The knowledge within the LLMs
is insufficient to support them in medical decision-making for
the complex staging task.

For the issues that occur when applying the above models to
CSoLC, we aim to propose a method that can alleviate these
adverse effects and identify precise staging results. Compared
with the baseline models, the classification accuracy of LKAN
has achieved the best results with 90.3% Accuracy, 90.0%
Macro F1 score, and 90.0% Macro Recall.

D. Complexity analysis

This section presents the computational complexity. Due to
the difficulty of deep models in calculating time complexity,
overall time consumption is provided by us to demonstrate
that LKAN is rapid and effective.

To compare the various algorithms’ timings, we conduct
every experiments with same parameter settings. Fig. 9 depicts
the time of all models on our dataset. This clearly shows
that HAN is the most time-consuming due to its hierarchical
attention calculation, followed by LSTM’s step-by-step com-
putation. Besides, as the length of the sequence increases,
the calculation time will also increase significantly. When
the model is applied to medical decision-making, shorter

(a) Training loss (b) Test loss

Fig. 10. The loss curve under the different dropout settings.

computation time is needed. In contrast, LKAN retains the
advantages of hierarchical models, but the running time is not
excessive affected by sequence length. And under the premise
of the same sequence length, the training time of LKAN is
even much smaller than the simplest model LSTM.

E. Overfitting analysis
In this section, we investigate the impact of various dropout

ratios dr on overfitting.
As the results are shown in Fig. 10, we find that the training

loss and the test loss can not achieve converge when setting dr
= 0, and the test loss curve oscillates back and forth between
0.5 and 1.0. This is because removing the dropout layer will
reduce the diversity of the model, which also leads to weak
generalization ability and difficulty in adapting to the test
dataset. From Fig. 10 (a), it can be seen that compared to
dr = 0, the use of dropout can accelerate the model’s learning
process.

Specifically, when dr is set to 0.8, the training loss curve
converges earlier than the others and there is no significant
fluctuation during the training process, but it shows poor
convergence performance on the test set. This means that
more neurons are discarded, making the training parameters
sparse and leading to the model difficult to stabilize. Therefore,
setting a proper dropout value can significantly improve the
performance of LKAN. Experiments indicate that LKAN
achieves best performance when setting dr = 0.4.

F. Ablation study
A consensus is that oversampling is a useful strategy for

overcoming the difficulty of data scarcity. To demonstrate the
effectiveness of AugUIE, three oversamplers are applied for
comparison (i.e., RANDOM, KMEANS, and AugGPT).

• RANDOM: The minority categories are randomly sam-
pled until all categories are evenly distributed.

• KMeans [59]: A simple and usable oversampler for gen-
erating more synthetic samples in sparse regions, which
effectively alleviates category imbalance and reduces
noise generation.

• AugGPT [35]: ChatGPT with superior comprehension
ability and rich knowledge storage, is an excellent tool
for generating augmented samples even in very specific
and low-resource domains.

Table V shows that our proposed LKAN performs well in
recognizing and staging four-class radiology reports. In par-
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TABLE VI
ABLATION STUDY: COMPARISON BETWEEN LKAN AND ITS VARIANTS

Method
IIa IIb IIIa IIIb

Acc F1 RecallPr Sens Spec Pr Sens Spec Pr Sens Spec Pr Sens Spec

LKAN-OS 0.67 0.85 0.97 0.66 0.83 0.84 0.88 0.62 0.96 0.80 0.79 0.87 0.76 0.75 0.78
LKAN-OS+RANDOM 0.50 0.71 0.95 0.81 0.70 0.94 0.74 0.74 0.88 0.80 0.81 0.87 0.75 0.72 0.74
LKAN-OS+KMEANS 0.50 0.85 0.94 0.96 0.80 0.98 0.78 0.88 0.88 0.90 0.79 0.94 0.82 0.83 0.83
LKAN-OS+AugGPT 0.60 0.85 0.96 0.86 0.80 0.95 0.77 0.77 0.90 0.79 0.77 0.87 0.78 0.79 0.78
LKAN-DK+BERT 0.50 0.71 0.95 0.84 0.90 0.94 0.93 0.77 0.97 0.87 0.88 0.87 0.91 0.85 0.85
LKAN-GAP-GMP 0.46 0.85 0.93 0.64 0.76 0.84 0.52 0.37 0.85 0.81 0.77 0.88 0.65 0.65 0.66
LKAN-CE+FL 0.83 1.00 0.95 0.85 0.93 0.92 0.95 0.66 0.99 0.91 0.88 0.96 0.88 0.87 0.87
LKAN 0.86 0.85 0.99 0.90 0.93 0.97 0.88 0.80 0.95 0.91 0.95 0.94 0.90 0.90 0.90

ticular, LKAN is the first model to process free-text radiology
reports and implement CSoLC.

Ablation study is conducted to validate the effectiveness of
different methods in our LKAN. In particular, we compared
the proposed LKAN with seven variant methods:

• LKAN-OS: We remove the part of over sampling method
AugUIE on the basis of LKAN to examine its effective-
ness of balanced categories.

• LKAN-OS+RANDOM: We remove the part of over
sampling method AugUIE and add RANDOM sampling
method on the basis of LKAN for comparison.

• LKAN-OS+KMEANS: We remove the part of over
sampling method AugUIE and add KMEANS sampling
method on the basis of LKAN for comparison.

• LKAN-OS+AugGPT: We remove the part of over sam-
pling method AugUIE and apply AugGPT as the sampler
on the basis of LKAN for comparison.

• LKAN-DK+BERT: We remove the part of domain-
specific word embedding and utilize BERT as knowledge
encoder on the basis of LKAN to examine its effective-
ness of domain knowledge.

• LKAN-GAP-GMP: We remove the GAP and GMP of
the classifier on the basis of LKAN to examine its
effectiveness.

• LKAN-CE+FL: We remove the cross-entropy and apply
focal loss as the loss function.

From Table VI, we first evaluate the effectiveness of
AugUIE by the comparison with four variants. Its results
indicate that the simple RANDOM method can balance the
class distribution, but it deepens overfitting and leads to a
decrease in classification performance. KMEANS generates
minority categories based on cluster density from different
clusters, which effectively alleviates noise in oversampling
process and helps the classifier to distinguish the imbalanced
categories. However, traditional methods for measuring the
similarity between two nodes are still limited, as they are
difficult to ensure the semantic consistency of the original
sentences and cannot bring rich features to the minority data.
With the development of technology, LLMs trained from
rich knowledge can effectively alleviate the above problems
through appropriate fine-tuning. Compared to the other meth-
ods, AugGPT can bring excellent improvement to the least
number of categories (IIa). Due to the domain sensitivity of
the medical domain, AugGPT finds it difficult to bridge the gap

between general knowledge and medical knowledge solely by
relying on input training text to prompt ChatGPT to generate
auxiliary samples. Although current LLMs can generate a
large number of diverse sentences for various routine tasks,
their relevant knowledge in clinical staging problems is not
sufficient to support their mastery of internal medical rules and
the generation of convincing training data. Therefore, there is
no significant difference in overall classification performance
between AugGPT and RANDOM.

The variants (i.e., LKAN-OS, LKAN-OS+RANDOM,
LKAN-OS+KMEANS, LKAN-OS+AugGPT, LKAN-
DK+BERT, and LKAN-GAP-GMP) demonstrate lower
precision in identifying stage IIa. This indicates that the
model will exhibit a significantly high misdiagnosis rate
when encountering patients with stage IIa, which hinders
the effective identification of the true staging of patients.
Focal loss is considered beneficial for imbalanced datasets.
However, LKAN-CE+FL exhibits inadequate performance
in identifying stage IIIa, with only a 66.0% sensitivity rate.
This implies that a significant portion of patients with stage
IIIa will be misdiagnosed. Pre-training word weights can
effectively alleviate the problem of imbalanced data, but
when there is a significant difference between the pre-training
corpus and downstream tasks, even larger computational
parameters cannot bring positive effects. LKAN-DK+BERT
shows that the problem of bias towards most categories still
exists in model prediction.

After ablation study, Table VI shows the effectiveness of
LKAN.

IV. DISCUSSION AND VISUAL ANALYSIS

We discuss the three aspects of domain-specific word em-
bedding, attention, and the limitations of LKAN.

A. Discussion of domain-specific word embedding
In this part, we try to discuss why constructing domain-

specific word embeddings plays an important role in medical
tasks. Therefore, we use t-distributed stochastic neighbor em-
bedding (t-SNE) [60] algorithm to visualize and analyze the
distribution and representation of words in the radiology re-
ports by mapping word embeddings onto 3-dimensional space.
We aim to show that embeddings trained on the radiology-
specific corpus could offer better performance than the general
corpus.
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Fig. 11. Visualization of t-SNE distribution of word embedding.

A huge mass exists in the right lobe of the liver , which is
considered primary liver cancer . There are multiple lesions in the liver,
combined with the formation of cancer thrombi in the main, left,
and right branches of the portal vein . Having portal varicose veins
( cavernous transformation of the hepatic portal vein ) . There
is lymph node metastasis in the hepatic hilum area . The greater
omentum and mesenteric space are turbid , and multiple lymph nodes
are enlarged . The retroperitoneal lymph nodes are enlarged , which
is considered the possibility of metastasis . Having cirrhosis with
small amounts of ascites ; Varicocele in the lower esophagus and around
the stomach fundus. cholecystitis exists . Multiple fibrous lesions were
found in the upper and lower tongue segments of the lung’s right
middle lobe and left upper lobe . Several small nodules in both lungs
suggest the possibility of inflammatory lesions . It is recommended to
have a follow-up examination .

Fig. 12. Visualization of attention weights. The English translation is for
illustration. Visualization of the attention of the corresponding Chinese
radiology reports in Fig. 4, in Supplemental Material.

Fig. 11 clearly shows the distribution of pre-training
word2vec embeddings, in which we can see the correlation
between words. According to the context, words with similar
meanings should be close to each other. Fig. 11 (a) and (c)
show radiology terms such as “Tumor thrombus” and “Filling
defect”, both of which are used to describe whether liver
cancer is already in stage IIIa, so they are relatively close
together. From Fig. 11 (b), we can see that “Block-like” is
tight to “Irregular”, which also conforms to the fact that a
massive hepatocellular carcinoma is irregular. In radiology
terminology, quantitative terms such as “Multiple”, “Multi-
nodulose”, and “Several” have the same meaning, and they all
often express that hepatocellular carcinoma has metastasized
and spread within the liver, which is the symptom of stage IIb.
Fig. 11 (d) shows that they are adjacent to each other.

B. Discussion of attention
To validate our model’s ability to select critical sentences

and words in documents, we visualize the attention layers of
several documents in the liver cancer dataset. From Fig. 12
can be seen that each colored block represents a word in the

A huge mass exists in the right lobe of the liver , which is
considered primary liver cancer . There are multiple lesions in the liver,
combined with the formation of cancer thrombi in the main, left,
and right branches of the portal vein . Having portal varicose veins
( cavernous transformation of the hepatic portal vein ) . There
is lymph node metastasis in the hepatic hilum area . The greater
omentum and mesenteric space are turbid , and multiple lymph nodes
are enlarged . The retroperitoneal lymph nodes are enlarged , which
is considered the possibility of metastasis . Having cirrhosis with
small amounts of ascites ; Varicocele in the lower esophagus and around
the stomach fundus. cholecystitis exists . Multiple fibrous lesions were
found in the upper and lower tongue segments of the lung’s right
middle lobe and left upper lobe . Several small nodules in both lungs
suggest the possibility of inflammatory lesions . It is recommended to
have a follow-up examination .

Fig. 13. Visualization of the influence of redundant information on the
classification results.

TABLE VII
COMPARISON OF GAP, GMP, AND ATTENTION ON FEATURE

ENHANCEMENT

Methods F1 Acc

ATT 0.66 0.66
GAP, GMP 0.88 0.87
GAP, GMP, ATT 0.90 0.90

training sentence. Different shades of red represent attention
weights. As the color deepens, this word’s influence on model
decision-making becomes greater.

Fig. 12 shows that our model can choose medical terms
with clear indications, such as “cancer thrombi”, “metastasis”,
“huge mass”, “lymph nodes”, and “enlarged”. The selection
of punctuation will not be paid too much attention. Words
that are not very important or unrelated to CSoLC, such as
“cavernous”, “stomach” and “cholecystitis”, will be paid little
weight by LKAN. By visualizing attention weights, we also
gain a rough understanding of the model’s ability to focus on
the important information.

The attention mechanism can make the model focus on
important words, but in the case of the imbalanced dataset, it
is difficult for the model to find discriminative of the minority
data. Therefore, using the preprocessing method of regular
expressions to reduce noise in text is beneficial for guiding the
model to learn the important knowledge. As shown in Fig. 13,
LKAN without preprocessing cannot distinguish important
words and applies higher weights to the words unrelated
to CSOLC, such as “the portal vein”, “transformation”, and
“cirrhosis”.

Table VII compares the results obtained from LKAN, where
we achieve data augmentation by concatenation of information
from GAP, GMP, and attention. A single attention mechanism
can focus on important information in the context, while GAP
and GMP retain vital features while reducing dimensions.
This find shows that the concatenation of information from
attention, GAP, and GMP plays a significant role in data
augmentation. Aggregation of multiple types of information
can improve model classification performance.

This article has been accepted for publication in IEEE Journal of Biomedical and Health Informatics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JBHI.2024.3478809

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on March 07,2025 at 08:59:08 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: LKAN 13

C. Limitations of LKAN
Our experiment focuses on the radiology reports, mining

diagnostic information from them for CSoLC, which provides
a solution for the dependence on LROIs in medical images.
However, at present, due to the difficulty in obtaining medical
data, there are few studies on mining text information from
cancer images and applying it to real-world problems, which
also brings many limitations to our research. 1) There is
no relevant public dataset, making it difficult to verify the
generalization of our method. 2) There are few studies related
to cancer staging, and studies using the free-text radiology
reports are especially scarce, thus leading to fewer comparative
experiments. 3) In terms of staging, CNLC divides liver cancer
into 6 stages. However, due to practical reasons, most patients
are already in the end-stage when symptoms appear. Therefore,
it is difficult for us to collect data on the early-stage of liver
cancer, which is also a major regret for us.

The shortcomings of the method caused by the above issues
will be tackled in our future work. Finally, the accuracy of our
LKAN in the dataset of the First Affiliated Hospital of Sun
Yat-sen University has reached 90.3%, which still leaves much
room for improvement.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a deep learning method to solve
the CSoLC task. Faced with the imbalanced categories, the
over sampling method AugUIE is proposed for alleviating
the problem of the skewed majority in the prediction of
CSoLC. The Chinese radiology reports of liver cancer have
strong domain knowledge. Domain-specific vocabulary and
pre-trained word embedding are constructed to relieve out-of-
vocabulary and increase the association relationships between
various medical terms, providing better semantic relationships
for subsequent model classification. The attention block of
HAN is improved by incorporating both global and local fea-
tures to substantially improve the ability of the deep model to
identify precise CSoLC. The experimental results indicate that
the proposed method achieves the state-of-the-art performance
in CSoLC using the dataset provided by the hospital, which
still leaves much room for improvement. In our future work,
we will enhance the correlation between the indicators of
CNLC and achieve the classification of stage I tumors on the
limited dataset.
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