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Abstract— Most researchers focus on designing accurate crowd
counting models with heavy parameters and computations but
ignore the resource burden during the model deployment.
A real-world scenario demands an efficient counting model with
low-latency and high-performance. Knowledge distillation pro-
vides an elegant way to transfer knowledge from a complicated
teacher model to a compact student model while maintain-
ing accuracy. However, the student model receives the wrong
guidance with the supervision of the teacher model due to the
inaccurate information understood by the teacher in some cases.
In this paper, we propose a dual-knowledge distillation (DKD)
framework, which aims to reduce the side effects of the teacher
model and transfer hierarchical knowledge to obtain a more
efficient counting model. First, the student model is initialized
with global information transferred by the teacher model via
adaptive perspectives. Then, the self-knowledge distillation forces
the student model to learn the knowledge by itself, based on
intermediate feature maps and target map. Specifically, the
optimal transport distance is utilized to measure the difference
of feature maps between the teacher and the student to perform
the distribution alignment of the counting area. Extensive experi-
ments are conducted on four challenging datasets, demonstrating
the superiority of DKD. When there are only approximately 6%
of the parameters and computations from the original models,
the student model achieves a faster and more accurate counting
performance as the teacher model even surpasses it.

Index Terms— Crowd counting, knowledge transfer, self-
knowledge distillation, optimal transport distance.
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I. INTRODUCTION

CROWD counting, a critical computer-vision task that
aims to estimate the number of people in monitoring sce-

narios, has achieved remarkable progress [1], [2], [3], [4], [5].
Recently, researchers have paid more attention to the counting
application, trying to efficiently obtain crowd estimation in the
real-time system with less computation consumption.

Convolutional Neural Networks (CNNs) are widely used in
the detection, regression, density-map, and point-supervision
counting estimation methods. Various networks, such as multi-
column [6], [7], [8], dilated [9], [10], deconvolutional [11], and
pre-trained CNNs, such as VGG and ResNet, are used as the
backbones of the counting network. Further, transformer struc-
tures are applied to the counting task, achieving better results
than the CNN [12], [13]. Benefiting from the feature extraction
capability in complex scenes and the ingenious design for
optimization objectives by these models, the counting accuracy
has constantly improved. To further promote the deployment
of counting models on the edge server and terminals, some
lightweight models have been proposed in recent years [14],
[15], [16]. Reducing the number of layers and performing a
matrix factorization to design a lightweight model are effective
means to improve model efficiency [11]. Due to the limitations
of the parameters and the manner of training from scratch
with raw data, it is difficult to obtain a high-performance
counting model. The network architecture search optimizes the
block configuration to realize the model compression, while
it is time-consumed to design a common searching strategy
due to the diverse networks and the high-dimensional search
space. Knowledge distillation (KD) is an effective method
to compress the model, which transfers the knowledge from
the heavy teacher model to the lightweight student model to
make the small model perform better than the large model.
What knowledge is extracted from the teacher and how to
transfer the knowledge from the teacher to the student are
critical issues in KD. Most KD methods are designed for
image classification, which cannot be transferred directly to
pixel-level tasks such as crowd counting. To the best of our
knowledge, SKT is the first attempt to use KD to obtain
lightweight counting models [17]. It considers the intra-layer
pattern and inter-layer relation, uses cosine similarity and L1
loss to transfer the information embedded in the feature map
from the teacher model to the student model, and achieves
good performance on the VGG-based model. This paper aims
to further explore the method of the lightweight counting
model based on KD to improve the generalization ability of
the student model.
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Fig. 1. Visualization of density map. (a) Original image. (b) Ground truth (GT). (c) The results calculated by the teacher model. (d) The results calculated
by the student model after KD from the teacher model. (e) The results calculated by the student model after SKD.

During executing KD, there are strict limitations for the
knowledge to be transferred in the teacher model. It is better to
only transfer the more credible knowledge to boost the positive
update of the student model. As shown in Fig. 1, we visualize
the density maps generated by the teacher and student models
based on the classic counting model known as Bayesian
Loss (BL) [18]. In the first row, compared to the ground
truth (GT) in Fig. 1 (b), the teacher model learns the wrong
information marked with the red and green boxes as shown
in Fig. 1 (c), and the people who exist or non-exist in GT
are wrongly perceived by the teacher model. By performing
a knowledge-transfer strategy from the teacher model to the
student model, as proposed in this paper, shown in Fig. 1 (d),
the student model follows the wrong direction of the teacher
model. Although the GT is also utilized during KD, the error
estimation and bias of the teacher model on some samples lead
to the wrong guidance to the student model. Therefore, it is
necessary to transfer the knowledge from the teacher to the
student at an early stage of the training and make the student
model explore more external information based on GT without
disturbance by the teacher model in the later stage.

To address the above issues, we propose a dual-knowledge
distillation (DKD) framework to train a lightweight crowd-
counting model based on KD. In the first stage, we perform the
knowledge transfer from the teacher to the student to obtain
the initialized student model based on the soft information
and hard labels. In the second stage, to ensure the accurate
information learned by the student model, a self-knowledge
distillation (SKD) mechanism is proposed. It allows the stu-
dent to fine-tune the model independently, based on the GT
and its own information generated by the GT, removing the
limitation of strong supervision by the teacher and learn-
ing correct knowledge under the supervision of the GT. In
Fig. 1 (e), after completing the self-distillation stage, the
wrong information originally learned from the teacher model
is corrected in the DKD model. In the second row, the regions
in the yellow box are also corrected by the DKD model that
are not correctly annotated in GT due to the congested effects.

In our work, inspired by [19], the pixel-wise tasks with
a large backbone, are divided by the encoder and classifier
to represent the distribution and observations. According to
the structure of the counting network, we deem the backbone
as the feature extractor and the last layer of backbone as
the projector and the counting regressor is used to output
results respectively. In the first stage of KD from the teacher

model to the student model, the approximate GcNet [20]
is used to extract the global and adaptive features of the
projector. The optimal transport distance (OTD) is used to
match the features, including intermediate feature maps and
the last feature map of the projector. In the second stage of
SKD, the intermediate feature maps match with the context
information of the projector extracted by the approximate
GcNet. In addition, the correlation loss is calculated between
the projector and the estimated final density map. Through
this hierarchical self-distillation mechanism, the student model
adaptively learns the features from different views to achieve
the self-correction based on the soft information and hard
labels. After two stages, the student model completes the
training utilizing the prior knowledge learned by the teacher
model and fine-tuning it to correct the previous errors. In
summary, our contributions are:

1) We propose a general DKD framework for crowd
counting to generate lightweight and efficient counting
models. There are two stages in DKD, including the
knowledge transfer from the teacher and self-distillation
to correct and fine-tune the student model.

2) We develop the idea of adaptive perspective distillation
into the counting task to learn target map through
hierarchical distillation, which accelerates the learning
ability of the intermediate feature maps.

3) In the process of knowledge transfer, we formulate the
OTD to measure the feature representation, improving
the matching degree of the feature distribution.

4) To demonstrate the superiority of the proposed method,
extensive experiments on four challenging benchmarks
show that DKD can effectively train high-performance
and lightweight student models.

The rest of this paper is organized as follows. Section II
reviews the related work on crowd counting and KD.
Section III introduces the proposed DKD framework with two
stages. Section IV presents the experiments and the results on
several benchmarks. And we conclude our work in Section V.

II. RELATED WORK

In this section, we review previous work from two aspects
related to our study, i.e., crowd counting and KD.

A. Crowd Counting
Researchers regard the crowd counting task as counting

regression, obtaining the crowd estimation based on hand-craft
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Fig. 2. Overview of the knowledge transfer from the teacher model to the student model. There are four loss functions. (a) The Lot measures the distance
between feature maps of the teacher and student. (b) The Lcos measures the distance between the projector and the target of the teacher model. (c) The Lso f t
measures the distance between the outputs of the student and teacher. (d) The Lhard measures the outputs of the student and GT.

features [21], [22] and automatic deep networks [12], [23],
[24], [25] in the previous studies. These methods aim to obtain
the number of people but ignore the head location in the scene.
The detection-based method is developed to detect the face
location to obtain the crowd estimation [26], [27]. The density-
map regression method processes the head annotation with the
adaptive two-dimensional Gaussian distribution [28], which
reduces the prediction difficulty and preserves the spatial
attribute. The multi-scale and multi-level feature representation
methods based on density map regression are explored to
handle the issue of perspective distortion [29], [30]. Since the
Mean Squared Error (MSE) loss function of these methods
weaken the precise location of the overlapping heads, some
methods based on the point-regression focus on designing the
appropriate loss function [31], [32], [33], [34]. The BL model
designs a density-contribution probability model for each point
as the supervision information [18]. The DMC proposes the
OTD to measure the similarity between the normalized density
map, thereby improving the generalization error bounds [31].
The P2PNet proposes density-normalized average precision,
directly predicting a set of point proposals and matching these
proposals based on the Hungarian algorithm [32]. Meanwhile,
the demand for lightweight counting models is increasing [35],
[36], [37], [38]. The TED-Net aggregates features in different
encoding stages via multiple decoding paths, achieving a
performance improvement with fewer parameters [39]. The
MobileCount is a computation-efficient encoder-decoder archi-
tecture based on the MobileNetV2 to boost the performance
with a small increase of FLOPs [40]. The Lw-Count is also an
effective encoding-decoding lightweight counting network to
make an optimal trade-off between counting performance and
running speed [41]. The SKT is a general-knowledge transfer
framework that conducts effective distillation, achieving at
least a 6.5× speedup on a GPU and a 9.0× speedup on a
CPU, while maintaining a competitive counting performance
[17]. The ECCNAS proposes an efficient network-architecture
search framework for crowd counting [42]. In this paper our
approach based on KD reduces the space and time complexity
of the existing counting models while ensuring the least loss
of the counting performance.

B. Knowledge Distillation

KD is one of the effective means to obtain small models
from large models. It was proposed by Hinton [43], which
makes a teacher model transfer soft labels to the student
model in the classification tasks. The FitNets distills the
knowledge of intermediate layers to guide the student model
in the semantic segmentation [44]. The AT forces the student
model to imitate the attention map of the teacher network
[45]. The AB proposes an activation transfer loss to make the
student network learn the separation boundary between the
activation and deactivation regions formed by each neuron in
the teacher network [46]. The FSP transfers the knowledge
by computing the inner product between the features of the
two layers [47]. The PKT uses different kernels to estimate the
probabilities of the teacher model and student model as a diver-
gence measurement in knowledge transfer [48]. In pixel-level
tasks, the KA captures long-range dependencies in semantic
segmentation tasks by computing non-local interactions across
the image [49]. The DeFeat decouples the detector, divides it
into neck and classification features, and obtains an efficient
student detector by assigning weights to the feature maps
of different regions [50]. However, these reports ignore the
effect that the misinformation generated by the teacher model
leads to the wrong guidance for the student model, which
has promoted the research of the SKD [51], [52]. In [51],
the student model extracts knowledge within the network,
enabling the shallow layers to learn the knowledge of the deep
layers. The PS-KD proposes progressive SKD, which achieves
better accuracy for image classification, object detection, and
machine translation by gradually extracting the soft and hard
knowledge from the target [53]. In this paper, we combine the
advantages of teacher-to-student knowledge transfer and the
self-distillation of the student to obtain an efficient model.

III. METHOD

The proposed DKD includes two stages, one of which is
knowledge transfer from the teacher to the student as shown
in Fig. 2, and the second stage is SKD based on the student
and GT as shown in Fig. 5. In this section, we elaborate on
the details of DKD.
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Fig. 3. Illustration of OTD to measure the distribution distance between features maps of teacher and student. The cost matrix is obtained and the IPOT
algorithm is used to obtain the transport matrix, and then the optimal transport distance is calculated.

A. Knowledge Transfer From Teacher to Student

The teacher model and the student model have the approx-
imate network structure, and the student model is compressed
by reducing the number of channels in each layer of the
large model according to the compression ratio. Following
[17], we use the Channel Preservation Rate (CPR) as the
lightweight indicator. For example, when implementing 1/4
CPR on the large model, if there are C channels in a layer of
the large model, the number of channels in the student model
is C/4. We fix the CPR, indicating that each layer has the
same proportion of pruned channels.

Fig. 2 shows an overview of knowledge transfer from the
teacher to the student. The layers of KD include intermediate
feature maps, projector, and final map. The teacher model is a
pre-trained network, whose parameters are frozen during the
training of the student. The student is a smaller pruned network
with a fixed CPR. AlignNet, consisting of a 1×1 convolutional
layer, is used to align the number of channels of the student
with the teacher model. The interpolation is used to unify
the size of the feature map generated by the teacher and the
student. Taking the BL model as an example, the network
structure used in the BL model is VGG19, divided into a
feature extractor and a regressor module. There are four loss
functions to perform the KD for the student model.

For the intermediate feature maps of the feature extractor,
the OTD is used to measure the discrete distribution gap,
as shown in Fig. 3. A solution to minimize the global trans-
mission cost can be solved and the dynamic transfer between
the student and teacher is realized. The sizes of the feature
map generated by the teacher and student are C × H × W and
C ′

× H × W . The feature maps of the student are aligned
by the AlignNet to keep consistency with the teacher. We
consider the transmission cost of the two feature maps over
the spatial location assuming that the crowd numbers are
distributed in a closed form in the spatial region, and thus the
transport distance is calculated at the spatial level. Specifically,
there are two probability distributions fs ∼ µ and ft ∼ υ,
representing the discrete distribution of interest in the feature
map. It can be interpreted as an efficient way to transfer the
probability knowledge from υ to µ, which is fitted for every
training sample. Without considering the approximation loss,
we assume

∑
i µi = 1 and

∑
j υ j = 1. The transport matrix

is π ∈ Rw×h whose row and column marginals match µ

and υ, and they obey
∑

i πi j = µi and
∑

j πi j = υi . In
this study, it is interpreted as making the elements transfer
from the location i ∈ w to the location j ∈ h according to the
transport strategy. During training, we make sure W = H so
that the width and height of the feature map are equal. Since
this transport plan is not unique, it is necessary to employ a
better way to solve it. To find the minimum transfer distance
under a given cost function Lot (θs), that is

Lot (θs) =

∑
i j

π∗

i j · C( fs, ft ) = inf
π∈(µ,υ)

∑
i j

πi j · C( fs, ft ),

(1)

where C(·) is a cost function making the knowledge transfer
between the two latent feature vectors. We use the cosine
similarity to calculate the structure similarity between the
student and teacher models in the spatial dimension as follows:

C( fs, ft ) = 1 −
f ⊤
s · ft

∥ fs ∥2∥ ft ∥2
, (2)

where ∥ · ∥2 is the Euclidean norm. With reference to [54],
we use the inexact proximal point method for the optimal
transport (IPOT) algorithm to solve the optimal transport
matrix π∗

i j by Sinkhorn-based proximal point iterations. Com-
pared with the Sinkhorn algorithm, this method speeds up
the learning process and makes the training more stable. The
details of the IPOT are shown in Algorithm 1. Lines 3-9
iteratively solve the transport plan without back-propagating
the gradient, the time complexity of the method based on
the Envelope Theorem [55] is low. After the result reaches
convergence, Line 10 multiplies the allocation scheme by the
cost matrix and computes the trace of the matrix to obtain the
transport distance.

The projector as the last feature map of the feature extractor
is similar to the target density map. The OTD captures
fine-grained information distribution at the pixel level of the
feature map. However, this approach compromises the global
context information. We propose to extract global relations
using GcNet [20], as shown in Fig. 4, and perform KD from
the teacher model to the student model. This is a lightweight
module that can be plugged into the intermediate layers of
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Algorithm 1 IPOT Algorithm

Fig. 4. GcNet, used to extract global information from feature maps [20].
The inputs are the feature maps of the student and teacher models.

deep-learning models to capture long-range dependencies of
the salient regions with a low computational cost. Both of the
pieces of global context information of the feature maps are
extracted based on GcNet, after which the OTD loss between
teacher and student is calculated. For the feature map f , it is
processed by GcNet, expressed as

G( f ) = f + Wv2ReLU(LN(Wv1

Np∑
j=1

expWk x j∑N
p expWk xm

x j )), (3)

G( f ) = f + Wv2ReLU(LN(Wv1 · Wk · x)), (4)

where Wv1, Wv2 and Wk are CNNs, LN is the layer normaliza-
tion, and ReLU is the activation function. Unlike GcNet [20],
we do not perform Softmax processing features in the context-
modeling module. In particular, both AlignNet and GcNet are
inserted as attachments in the process of calculating the loss

function. These are not part of the counting network and are
removed during inference.

To extract the global context information of both the student
model and the teacher model, there are two GcNet blocks
plugged into the teacher and student. Due to the parameters of
the teacher model being frozen during the knowledge transfer,
an extra loss function is formulated to optimize the parameters
of the GcNet plugged into the teacher model. The optimization
goal of the counting model is to obtain high-quality density
maps and accurate counts, so we force the global information
of the teacher network to maintain structural similarity with
its density map predictions. In this way it cannot only be used
to update the parameters of GcNet, but also guide the feature
extractor to generate high-quality density maps in the early
stage. The loss function between the target density map of the
teacher and the context information of GcNet is

Ltea(θ t
GcNet ) = 1 −

G( f ⊤
t ) · Dt

∥ G( ft ) ∥2∥ Dt ∥2
, (5)

where Dt is the density map predicted by teacher model. Since
in the regressor module, the convolutional operation cannot
reduce the size of feature map, the size of G( f ) is the same
as the target density map, which is calculated with cosine
loss expressed as Lcos . For GcNet embedded in the student
model, its parameters are learned in the back-propagation of
the student model with all losses.

During the training of the counting model in general, the
model uses GT as the supervised information. In the KD task,
since the teacher model has been trained on the dataset, the
distribution information of the dataset and the characteristics
of the task have been stored in their own parameters. There-
fore, the prediction results of the teacher model are used as
the supervision information of the student model. Meanwhile,
there are manual labeling errors or bias in insufficient GT for
some samples. For example, in the second image in Fig. 1, the
part occluded by the wire in the GT is accurately predicted
by the teacher model. This inspires us to utilize the results
estimated by the teacher model to assist in guiding the learning
of the student model. The predicted density maps can be
treated as knowledge called the soft GT, defined as

Lso f t =∥ Ds − Dt ∥
2, (6)

where Ds and Dt are the density maps estimated by the student
model and teacher model. Meanwhile, the estimated results
of the student and GT are defined as the hard GT, and the
supervision loss function is expressed as

Lhard = ϕ(Ds, D), (7)

where D is the GT and ϕ is the loss function defined in the
original counting model, which is determined by the selected
model. Finally, we use the following total loss to optimize the
model for knowledge transfer from the teacher to the student:

Ltotal1 = λ1

m∑
i=1

Li
inter_ot + λ2Lproj_ot

+ λ3Lcos + λ4Lso f t + λ5Lhard , (8)

where Li
inter_ot and Lproj_ot represent the OTD between the

intermediate feature map and projector, λ1, λ2, λ3, λ4 and
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Fig. 5. Overview of SKD. There are three loss functions. (a) The Linter_mse measures the distance between the intermediate feature map and projector.
(b) The Lproj_mse measures the distance between projector and final map. (c) The Lhard measures the distance between final results and GT.

λ5 are the balance weights of the losses and m is the number
of intermediate feature maps.

B. Self-Knowledge Distillation via Student

To overcome the strong dependence of the students on
the teacher and their distribution gaps in knowledge transfer,
we propose a self-distillation method, by which the student
model uses the information generated by itself and the GT to
boost the update. Some studies force the intermediate feature
maps to learn the final results to keep the consistency of
the global information in the field of image classification
[56]. Inspired by these studies, in the process of SKD on
crowd counting, we use the output of the student model as
supervision information to guide the learning of the inter-
mediate feature maps and accelerate the model convergence.
Since the regressor module in the counting network gradually
generates the feature map to approximate the target map,
we choose the projector to realize the target-awared map
generation of the intermediate layer. Meanwhile, we minimize
the difference between the predicted density map and the GT,
and transfer knowledge from the predicted final map to the
projector. Through the hierarchical distillation method, the
knowledge in the deeper layers of the network is distilled into
the shallow layers, avoiding the early bad guidance introduced
by the teacher model.

Fig. 5 shows the overview of the SKD via the student.
To keep consistency of the dimensions, we use AlignNet
to match the channel number of the intermediate layers
with the projector. AlignNet consists of a network module
of Conv (1 × 1)-ReLU-Conv (1 × 1). Since the projector
is a high-dimensional feature map generated by the deeper
layer, it contains abundant global and local information about
images. The shallower layers generate the texture features and
the generalization features. Intuitively, it is difficult for them
to keep strict consistency. Benefiting from the advantage of
GcNet, which aggregates the query-independent global context
for capturing long-range dependency, we apply the GcNet
block on every intermediate feature map to extract the global
information. The soft method makes the shallower feature
maps processed by GcNet match with the deep feature to avoid
the over-learning of the student model on the shallower layers.
The distance between the projector and the feature maps of

the intermediate layers is measured by MSE, defined as

Li
inter_mse =∥ G( f i

s ) − f ∗
s ∥

2, (9)

where f ∗
s is the projector, f i

s is the ith feature map of the
intermediate layer. In addition, by averaging f ∗

s in the channel
dimension, it is consistent with the dimension of the target
map, and the loss function of the MSE is defined as

Lproj_mse =∥ Ds − φ( f ∗
s ) ∥

2, (10)

where Ds is the density map estimated by student model and
φ( f ∗

s ) is average operation for feature map f ∗
s . The hard loss

is calculated with the estimated results of the student and the
GT. Finally, the total loss function is used to optimize the
student model, defined as

Ltotal2 = α1

m∑
i=1

Li
inter_mse + α2Lproj_mse + α3Lhard , (11)

where α1, α2, and α3 are the balance weights of the different
losses and m is the number of intermediate feature maps.

C. Dual Knowledge Distillation

Knowledge transfer from the teacher to the student aims to
match the distribution from µ to υ based on OTD, achieving
initial distillation for the student model. Meanwhile, SKD
makes the multi-level knowledge squeeze from the student
model. Section III.A optimizes the distribution matching and
Section III.B minimizes inner target estimation to obtain a
more accurate density map.

Knowledge transfer and self-distillation are designed into
two stages, and self-distillation is complementary to the first
stage. The Ltotal1 aims to minimize local and global represen-
tations to reduce the gap between the two feature spaces. And
Ltotal2 is designed to make the compliment and correction
based on the first stage. Finally, an efficient student model
with a smaller size and better performance is obtained.

IV. EXPERIMENTS

To demonstrate the effectiveness of the proposed frame-
work, we evaluate the DKD on the four public datasets
based on the typical network architectures in this section. We
introduce experimental settings, compare our method with the
state of the art, and in the last perform some ablation studies.
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A. Experiment Settings
1) Datasets: The four datasets are used to evaluate our

DKD framework, including the ShanghaiTech Part_A (SHHA)
[57] and Part_B (SHHB) [57], UCF_CC_50 [58], and UCF-
QNRF [59] with various resolutions and crowd densities.
Meanwhile, to further demonstrate the robustness of our
proposed DKD model, FSC-147 object counting dataset [60]
which has 147 object categories such as vehicles, animals and
fruits is used to evaluate the DKD framework.

2) Evaluation Metrics: To evaluate the counting perfor-
mance, we use the Mean Absolute Error (MAE) and MSE
as the metrics, which are defined as:

M AE =
1
N

N∑
i=1

∥Di
s − Di

∥, (12)

M SE =

√√√√ 1
N

N∑
i=1

∥Di
s − Di∥2, (13)

where N is the number of images in the testing dataset,
D and Ds are the GT and estimated density map.

To evaluate the model size and the amount of computation,
the number of parameters in the convolutional network is:

Params = (Kh · Kw · Cin + 1) · Cout , (14)

where Cin is the number of input channels, Kh and Kw are the
convolution kernel size, +1 represents the amount of operation
of the bias term, and Cout is the number of output channels.
The computational number of convolutional layers is measured
with floating-point operations (FLOPs):

FLOPs = 2H W (Cin · Kh · Kw + 1) · Cout , (15)

where H , W and Cout are height, width, and the number of
channels for the feature map, Kh and Kw are CNN kernel size,
and Cin is the number of channels for input, +1 represents
the amount of operation of the bias. In this paper, the units
of Params and FLOPs are million (M) and Giga (G). We
also evaluate the efficiency of models on the CPU and GPU
to obtain the inference time and frames per second (FPS).
And the units of time on the CPU and GPU are seconds and
milliseconds.

3) Network Architecture: To evaluate the effectiveness of
the proposed framework, we use a classical counting model
called the BL model, which achieves better performance on
some challenging benchmarks. The model employs a typical
image-classification network VGG19 as the backbone [64],
and the last connected layers are removed and replaced with
a regression module with three 3 × 3 convolutional layers of
256 and 128 output channels, and 1×1 convolutional layer to
regress the feature map to the density map. The student model
is compressed according to the CPR performed on every layer,
except for the last layer of the regressor. In addition, we apply
our DKD on other models such as CAN [61], SFCN [62], and
DMC [31] and their compressed student models to validate
generalization and robustness of proposed method.

4) Implementation Details: Before making the KD for the
student model, the teacher model is trained on the four
datasets. For the BL model, the backbone of the teacher model
is initialized with the results trained on ImageNet, and the

regressor is initialized with the Kaiming initialization. The
Bayesian loss is used to optimize the parameters of the model
proposed in [18]. The images are cropped as the fixed size for
training and the crop size is 256 × 256 for SHHA due to the
smaller resolution and 512 × 512 for SHHB, UCF_CC_50,
and UCF-QNRF. The other parameters involved in the loss
function keep consistency with the BL model. Other teacher
models in the generalization experiments are trained based on
the parameters of the published versions.

For the configurations of the student model, according to the
experimental setting, we set the different CPRs to 1/2, 1/3, 1/4
and 1/5 for the VGG19. In the process of KD for the student
model, the Adam optimizers with an initial learning rate of
1e − 4 and 1e − 5 are used to update the student model. For
the attached network, such as AlignNet and GcNet, for the first
stage of knowledge transfer from the teacher to the student,
the initial learning rate of the Adam optimizer is 1e − 3 and
for the second stage of SKD, the SGD optimizer is utilized
with the initial learning rate 2e − 2 and the momentum 0.98.
The weight decay is 1e − 4 in the two stages. To compute the
OTD, the β, k and t for the intermediate feature maps are 0.5,
3 and 3, and 0.6, 6 and 3 for the last feature map of the feature
extractor. In particular, the feature maps after the Maxpooling
layer are used as the intermediate feature maps in our study.
The λ1, λ2, λ3, λ4 and λ5 are 100.0, 100.0, 1.0, 1.0 and 1.0,
while the α1, α2 and α3 are 1.0, 1.0 and 1.0.

B. Comparison With Crowd-Counting Methods
1) Performance Comparison: We compare the performance

of our DKD framework with the recent counting models on
four datasets, as shown in Table I. The baseline means to train
the student model based on the GT, and the performance is
heavily degraded compared with the original BL model. After
going through the first stage of the KD from the teacher to the
student, the student models perform well on the four datasets.
Furthermore, the DKD improves the performance of student
model by learning knowledge by itself.

There is still a large gap between the performance of our
model and large models, such as D2C [4], P2PNet [32],
and MAN [2]. However, in the same training environment,
the training time of D2C, MAN and P2P is approximately
72 hours, 63 hours and 55 hours, while the proposed DKD
model only need 20 hours to complete two training stages.
It can be found that DKD model also have better training
efficiency among these larger models. The TransCrowd is a
transformer-based count-regression method that first applies
the transformer to the crowd counting, but with a large
number of parameters. Compared with the lightweight models,
our model achieves comparable performance on the SHHA
dataset, but is weaker than SKT and ECCNAS, the architec-
tures of which are all compressed based on the BL model.
The complete BL model with a size of 21.50M has an MSE
of 103.2 and our model with 1.35M achieves 103.0 stronger
than the original model. As for the SHHB dataset, our model
surpasses all the existing methods achieving state-of-the-art
results for the lightweight models with an MAE of 7.4 and
an MSE of 12.7. The results are very close to those of the
original model, but the model size is only 6.28% of the
original model. The tiny UCF_CC_50 dataset achieves the best
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TABLE I
PERFORMANCE COMPARISON ON FOUR DATASETS. THE BASELINE REPRESENTS THE RAW STUDENT MODEL TRAINED ONLY WITH GROUND TRUTH.

KD IS THE MODEL OF THE FIRST STAGE OF DKD FROM THE TEACHER TO THE STUDENT, WHILE DKD
IS THE MODEL OF THE SECOND STAGE OF SKD

results, which are much higher than the other models. The
MAE and MSE are better than about 10, compared with
the ECCNAS model. As the prior knowledge, the BL model
is good at counting on the dense scenario, which performs
better on UCF-QNRF dataset. According to the evaluation on
UCF-QNRF, the MAE of our method is a little weaker than
the ECCNAS, the results of which are close to the original
model. In addition, the results of the MSE are better than the
original model. In the following sections, some experiments
demonstrate our method performs better than the ECCNAS
model when the model size is increased, but still smaller than
3.88M. Interestingly, our DKD performs better than the teacher
model on the UCF_CC_50 and UCF-QNRF datasets. During
the KD, the teacher model provides more soft information
to accelerate the training of the student model based on
IPOT and GcNet. In the second stage of DKD, the SKD
offers more pseudo-annotation except for the GT, which avoids
the disturbance caused by noisy labels and teacher model.
With the proposed two stages, our DKD achieves comparable
performance even better than the teacher model with fewer
Params and FLOPs. In addition, as can be seen, our proposed
DKD performs well on the SHHB, UCF_CC_50, and UCF-
QNRF, but is a little weak on the SHHA dataset. The average
resolution of SHHA is 589 × 868, and its crowd density
is 9.81, showing there are many people in the small-scale
images. Meanwhile, the crowd densities of other datasets such
as SHHB, UCF_CC_50 and UCF-QNRF are 1.57, 2.11 and

1.39 with average resolutions of 768×1024, 2101×2888 and
2013 × 2902 [65]. Our DKD method is weaker than SKT and
ECCNAS for processing small-resolution images, but it is suit-
able for counting tasks with high-resolution cameras that have
strict requirements on latency and model size. It shows that
our method is not enough to transfer fine-grained texture infor-
mation in knowledge extraction and feature representation, but
is good at learning and understanding global information of
various images. The student model distilled by DKD, which
uses a small number of parameters, but outperforms the overall
performance of the teacher model, is popular in smart cities
where high-definition cameras are deployed.

2) Inference Efficiency Comparison: To verify the superi-
ority of DKD in terms of inference efficiency, we compare
our method with the existing counting models on the UCF-
QNRF dataset. We measure the number of parameters, FLOPs,
the inference time on a CPU and GPU, and the counting
speed of FPS. The results are shown in Table II. The average
resolution of images in the UCF-QNRF dataset is 2013×2902.
The models such as D2C, MAN, BL, CAN and P2P have
larger model sizes and computations, especially the Params
and FLOPs of D2C model are 35.77M and 5303.0G. And the
counting accuracy of P2P model is better than other models,
but the inference time of P2P on CPU is obviously slower
than some lightweight models. It is observed that the MCNN
is the most lightweight model with a number of parameters
of 0.13M. The running time of MCNN on the CPU and
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TABLE II
THE INFERENCE EFFICIENCY OF COUNTING MODELS ON UCF-QNRF

DATASET. THERE ARE SIX GOLD 6252 CPUS AND A TESLA
V100 GPU USED TO MAKE INFERENCES

TABLE III
THE GENERALIZATION OF THE DKD, WHICH IS PERFORMED ON THE

DIFFERENT TEACHER AND STUDENT MODELS ON THE UCF-QNRF
DATASET. BAYESIAN*-1/4 AND DMC ARE FROM VGG19

STRUCTURE BUT WITH DIFFERENT ALIGNMENT
LAYERS AND SUPERVISION LOSSES

GPU are both the shortest among these models. It is noted
that the SKT-BL and our DKD have the same number of
parameters, but the speed of the DKD is a little faster than
SKT-BL. Interestingly, the number of parameters of SANet,
SKT-BL and DKD are approximate, but the FLOPs of SANet
are larger than the two models, which takes more inference
time. Our DKD model achieves comparable performance with
an inference time of 14.4 seconds and 2.9 milliseconds on the
CPU and GPU. The FPS on the GPU is 344.8, which meets the
real-time processing requirements of high-definition images.
By comprehensively considering the counting accuracy and
running speed, our DKD can realize efficient counting in a
real-time system.

3) The Generalization of the DKD: To verify the gener-
alization of the proposed DKD, we apply it on the different
structures of teacher and student based on different GT super-
visions. The results are shown in Table III. For Alexnet and
SFCN transferring knowledge from VGG19 based on MSE
loss, there is a small performance decrease compared with the
original model. Furthermore, we adapt the 1/4 VGG19 as a
student model but only align the part of the layers that have
different channel numbers and feature sizes with the teacher
model based on Bayesian loss [18]. It can be seen that the
performance with the MAE and MSE of 101.2 and 160.2 is
weaker than the way of completely aligning the feature map
with the MAE and MSE of 91.7 and 150.1. Distributed
matching loss [31] is also used as the supervision method,

TABLE IV
PERFORMANCE COMPARISON WITH THE DIFFERENT MODEL

COMPRESSION ALGORITHMS ON UCF-QNRF DATASET

and the compressed DMC model shows better results with
the MAE and MSE of 93.3 and 152.9, which is approximate
with the original teacher model. In addition, we perform DKD
on other teacher models with different structures. The CAN
model is a multi-scale counting model with multiple receptive
field sizes to adaptively encode the contextual information of
the image. By compressing the parameters of the CAN as
1/4 with the original model to be as the student model, the
MAE and MSE of the original teacher model are 107.0 and
183.0 and the performance of the student model only decreases
11.7 and 17.3 of MAE and MSE. Based on above experimental
results, it is concluded that our DKD framework is robust and
can be applied to the knowledge distillation of teacher and
student models with different architectures and loss functions.

C. Comparison With Model Compression Methods
In recent years there have been many excellent studies in

the field of model compression. We compare our method with
the quantization, pruning, and distillation methods to verify the
effectiveness of DKD. In Table IV we present the performance
of the different compression algorithms on the UCF-QNRF
dataset. The DoreFa and N2UQ quantize parameters of the
VGG19 model, obtaining the MAE of 151.3 and 222.4 and
MSE of 138.5 and 186.5, respectively. The AMC and BOCR
prune the channel of convolutional neural networks automati-
cally based on a deep-reinforcement learning algorithm and a
Bayesian optimization algorithm. Among the six knowledge-
distillation methods, although CAT-KD is a newly advanced
algorithm with high interpretability by transferring activation
maps, the AT and AB perform better than CAT-KD especially
the AT method, by considering the global feature difference
between the teacher and the student, achieving the perfor-
mance with MAE and MSE of 93.3 and 154.8. There are
only 1.6 and 4.7 of MAE and MSE weaker than our method.
The AT transfers the activation-based attention map and the
gradient-based attention map, and the AB method distills the
activation boundary from the teacher model to the student
model based on the normalization distance, such as the l1 norm
in the corresponding feature maps, respectively. Our DKD
distills the knowledge hierarchically from the projector to the
intermediate feature maps based on OTD, which is designed
for the counting task according to the critical characteristic of
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TABLE V
PERFORMANCE OF KD AND DKD UNDER DIFFERENT CPRS ON THE FOUR DATASETS. PARAMS DENOTE THE NUMBER OF PARAMETERS.

THE UNITS ARE MILLION (M) FOR PARAMS AND GIGA (G) FOR FLOPS

TABLE VI
PERFORMANCE COMPARISONS WITH OTHER OBJECT COUNTING

MODELS ON FSC-147 DATASET

point annotation. This method continuously enhances the final
density map to the previous feature map, allowing the student
model to fastly learn more prominent target features. Some
methods such as FitNets, FT and PKD have a worse effect
on the counting task. Therefore, our proposed method shows
excellence in the field of crowd counting.

D. Comparison With Other Object Counting Models

To further demonstrate the robustness of the proposed DKD
method, we apply the DKD method to other object counting
models on the FSC-147 dataset. The FamNet [60] is a few-shot
adaption and matching network that is used as the teacher
model and the original model. The Params and FLOPs of
FamNet are 17.8M and 330.3G and the Params and FLOPs
of the student model are 4.5M and 86.1G when CPR is 1/2.
The experimental results are shown in Table VI. The Mean
method and Median method refer to always output the average
and median object count for training images. Other compared
models such as Pre.GMN meaning Pre-trained GMN [73] and
FR [74] are object detectors. It can be observed there is a
gap between our DKD and FamNet on the Val Set and Test
Set. The MAE and MSE of DKD are 45.0 and 99.7 on Val
Set, which are 21.2 and 30.6 weaker than the performance
of FamNet. Compared with other models, our DKD shows
better counting performance with fewer Params and FLOPs.
For example, the FR model has large Params and FLOPs
but performs weaker than DKD, especially in the evaluation
of MSE. Therefore, our DKD can potentially apply other

object counting datasets and models to efficiently obtain better
counting accuracy.

E. Ablation Study
1) Channel Preservation Ratio: In this paper, we compress

the counting model by reducing the channel number in every
layer. In general, for models with the same network structure,
the size and computation of the model are positively correlated
with the counting performance. In this section, we conduct
a study to evaluate the influence of CPR on the counting
performance of the model.

As shown in Table V, we present the performance of BL
model trained with different CPRs. To compute the FLOPs,
we use the average resolution of the four datasets. The
parameter amount of the original teacher model is 21.50M. We
compress the model with the CPR of 1/2, 1/3, 1/4, and 1/5.
When the number of parameters is only 0.85M, which is only
3.97% percentage of the original model, the performance is
not degraded very much. In particular, after performing SKD,
the performance of the model is greatly improved. As for
the SHHA dataset, its MAE and MSE are 66.4 and 105.6,
with FLOPs of 8.1G, which are only lower than 4.9 and
2.4 of the original model. The other datasets also have better
performance with the lightweight model, including the small
model size and the low computation. For the SHHB dataset,
when CPR is 1/4, the performance of KD is 8.5 and 13.4,
and the SKD is 7.5 and 12.7, which is almost the same as the
original model with the MAE and MSE of 7.4 and 12.6. The
Params and FLOPs of the student model are 1.35M and 20.6G,
while those of the teacher model are 21.50M and 324.1G.
The tiny UCF_CC_50 dataset has better performance since
the performance with only 0.85M of Params is stronger than
original model. We also observe that the average resolution
of the image has much more influence on the FLOPs. The
UCF-QNRF dataset has a high resolution of 2032×2912, and
the FLOPs of the original model is 2438.7G, which really
causes inference latency. After the student model is trained
based on our proposed DKD framework with the Params of
2.37M and FLOPs of 269.9G, the performance is better than
the original model with the MAE and MSE of 87.8 and 152.5.
Based on the results of the four datasets with the different
CPRs, it is clear that our method has the great ability of
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Fig. 6. Visualization of density maps on UCF-QNRF dataset generated by the four BL models with different CPRs. (a) Original image. (b) GT. (c) Estimated
map by the 1/2 BL model. (d) Estimated map by the 1/3 BL model. (e) Estimated map by the 1/4 BL model. (f) Estimated map by the 1/5 BL model.

Fig. 7. Visualization of the feature maps of the teacher model and the student model on the UCF-QNRF dataset. The first row is the original image, the
cropped image, the density map, and the cropped map. The second and third rows are the feature maps of the teacher model and the student model, including
four MaxPooling layers, the projector, and the projector extracted by GcNet.

KD, enabling it to obtain an efficient model. In addition,
the smaller models achieve even better performance than the
original model, indicating that the heavy models really have
redundant parameters to deal with the different datasets. It
inspires us to compress the big model to obtain a more
efficient student model to deploy on the edge and intelligent
terminals.

Fig. 6 shows the density maps estimated by the four BL
models with the different CPRs, including 1/2, 1/3, 1/4, and

1/5. The four models can all obtain the summary crowd
distributions in the four images. Although the 1/5 KD only
has the 4.0% parameters and FLOPs of the original model,
in the second image its predicted counting error is almost less
than ten people compared with the ground truth, which is an
excellent result in the congested scenario. The other models
also performed better in these scenarios. It is proven that our
DKD model generates high-quality and accurate counts with
low-latency and high-performance.

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on March 07,2025 at 02:36:27 UTC from IEEE Xplore.  Restrictions apply. 



580 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 33, 2024

Fig. 8. Visualization of density maps on UCF-QNRF dataset. The density maps are generated by (b) GT; (c) VGG19 model; (d) BL model; (e) DMC model.

TABLE VII
PERFORMANCE OF STUDENT MODEL TRAINED WITH DIFFERENT

TRANSFER CONFIGURATIONS ON UCF-QNRF DATASET IN
THE KD STAGE. W/O DENOTES REMOVING

THE LOSS FUNCTION

2) Knowledge-Distillation Module: To demonstrate the
effectiveness of the knowledge transfer from teacher to stu-
dent, we conduct experiments to evaluate the effect of transfer
configurations, as shown in Table VII. There are five parts in
the loss function during the knowledge transfer, and except for
Lhard , we evaluate the effectiveness of the other four parts.
When the Linter_ot is removed, the performance degrades
greatly with 166.1 of MAE and 256.1 of MSE, which is
even worse than the performance using only the Lhard . It
is concluded that when the student model is initialized, the
guidance of the teacher in the shallow feature maps is critical.
We observe that the model without Lso f t performs better,
which only decreases 0.9 and 2.4 of MAE and MSE with
the model trained on Ltotal1. A possible reason is that the
knowledge from previous feature maps is fully transferred
from the teacher to the student, and there is little influence
on the final density map. Furthermore, the Lcos and Lproj_ot
are equally important. Especially, if the Lcos is removed,
the GcNet attached to the teacher model cannot be updated
according to the counting performance, leading to random
guidance for the student model.

We visualize the feature maps of the teacher model and the
student model in the transferred layers, as shown in Fig. 7.

TABLE VIII
PERFORMANCE OF STUDENT SELF-DISTILLED WITH DIFFERENT

CONFIGURATIONS ON THE UCF-QNRF DATASET IN THE SKD STAGE

The shallower layers have the ability to extract texture features
in the context and people, and as the number of network
layers increases, the edge features of the context gradually
disappear. The teacher model has a sensitive perception of
crowd characteristics compared with the student model. The
GcNet has a more obvious impact on the student model, which
eliminates some salient regions without crowd distribution in
the feature map generated by the student model. In summary,
our proposed scheme is effective at distilling accurate knowl-
edge from the teacher to the student.

3) Self-Knowledge Distillation Module: To demonstrate the
effectiveness of SKD, we conduct experiments to evaluate the
effect of the different losses. There are three configurations
that only use Lhard , Lhard combined with Linter_mse, and
Lhard combined with the Lproj_mse. The experimental results
are shown in Table VIII. As long as the SKD module is added,
the performance of the model is improved compared with the
first KD stage. When only the Lhard is used for the SKD, the
performance improvement of the model is not obvious. When
the Linter_mse or Lproj_mse is added, the MAE is reduced by
nearly four to five points, and the MSE is reduced by three
to five points. When the SKD modules of the Linter_mse and
the Lproj_mse are arbitrarily selected, their MAE is even better
than that of using both modules simultaneously. Therefore, the
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TABLE IX
PERFORMANCE OF COMPLETE MODELS WITHOUT PRUNING CHANNEL

BASED ON THE SKD METHOD ON UCF-QNRF DATASET

experimental results fully demonstrate the effectiveness of the
SKD module, which corrects errors and bias introduced by the
teacher to a certain extent, and further enhances the knowledge
learning ability of the student.

4) Self-Distillation for Complete Model: To further illus-
trate the effect of the proposed SKD, we employ three counting
models with different optimization supervisions to distill the
knowledge by themselves. The VGG19, BL model, and DMC
model are used to conduct SKD and they are not compressed
to keep the original parameters. The BL model and DMC
model both have the same backbone based on VGG19, but
they adapt different loss functions to update the network
in the teacher model. The parameters and the FLOPs are
exactly the same for the three models. The VGG19 only uses
the MSE loss function, the BL considers the contribution
probability of each head and the DMC introduces the OTD
to update the network. The results of the SKD are shown in
Table IX. The performances of all three models improved a
lot via the SKD module. It is concluded that the SKD stage
in DKD shows the great potential to refine and understand the
knowledge and eliminate the disturbance caused by teacher
model. The VGG19 is weaker than the two other models, and
the MAE and MSE of the BL model improved by 2.6 and
10.0 after implementing SKD. The MAE and MSE of the
self-distilled DMC model are 84.1 and 147.6. As shown in
Fig. 8, there are visualizations of the density maps generated
by the VGG19 model, the BL model, and the DMC model
performed by SKD. It can be observed that the density maps
generated by the VGG19 model are a little rough and fuzzy,
and the BL model and DMC model present clear crowd
distributions and make accurate estimations. The DMC model
generates more fine-grained head positions than the BL model.
In summary, the heavy model based on the SKD mechanism
further improves the counting performance.

V. CONCLUSION AND FUTURE WORK

In this paper, we present a novel knowledge distillation
framework DKD, designed to formulate a lightweight model
for crowd counting. Since the inaccurate estimation generated
by the teacher model in some cases misleads the training of
the student model, the proposed DKD executes KD in two
stages, including knowledge transfer from the teacher to the
student and self-distillation to eliminate the estimation errors.
The adaptive perspective KD and OTD are applied to obtain
more comprehensive information from the local and global
views of the feature maps. This greatly enhances the ability of
the feature extraction to improve the quality of the density map

generated by the student model. Extensive experiments on four
popular crowd counting datasets demonstrate that our DKD
framework outperforms state-of-the-art lightweight approaches
with fewer parameters and FLOPs. It shows the great potential
of the model compression task in the field of crowd counting.
We expect the lightweight models to meet the demands of
low-latency and high-performance in real applications for the
scenario of crowd management.

The DKD is effective in the field of crowd counting, while
it also shows the superior performance in other counting
task. The idea of DKD can be considered to apply to other
common tasks through the adaptive modifications. In addi-
tion, the limitation of DKD is that, despite improving the
parameter efficiency of CNN, it is urgent to perform KD
on the transformer-based counting models to obtain efficient
models. In future work, We will continue to further explore the
generalized KD framework to improve the lightweight level of
large deep counting models.
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