Introduction to Coding

Exercise 1: What is a modulo-2 sum? What is the modulo-2 sum
of 1, 0 and 1? What is the modulo-2 sum if the number of 1's is an
even number?
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Exercise 2: A (5,3) code computes the two parity bits as: p, =
d,®d, and p, = d, ®d, whered, is the i'th data bit. What codeword = n= 5§ ——
is transmitted when the data bits are (d,,d,,d,) = (0,0,1)? How
many different codewords are there in the code? What are the first
four codewords? In general, how many codewords are there for an Ao o\( o‘z FO \,) !

(n, k) code?
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Exercise 3: Whatis the Hamming distance between the codewords
11100 and 110117 What is the minimum distance of a code with the
four codewords 0111, 1011, 1101, 1110?
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Exercise 4: What is the code rate of a code with 4 codewords each
of which is 4 bits long? Hint: If a code has 2 codewords, what is k?.
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Exercise 5: The data rate over the channel is 50 Mb/s; a rate 1/2

code is used. What is the throughput?
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Exercise 6: Write the addition and multiplication tables for GF(2).

What logic function can be used to implement modulo-2 addition?
Modulo-2 multiplication?
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Exercise 7: What isthe polynomial representation of the codeword
011017
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Exercise 8 What is the result of multiplying x> + 1 by x* + x if
the coefficients are regular integers? If the coefficients are values
in GF(2)? Which result can be represented as a bit sequence?
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Exercise 9: If the generator polynomial is G(x) = x> + x + 1 and
the data to be protected is 1001, what are n — k, M(x) and the CRC?
Check your result. Invert any one to three bits of the message and
compute the remainder again. Add the generator polynomial, or a
shift of it, to the message and compute the CRC again.
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Exercise 10: Is a 32-bit CRC guaranteed to detect 30 consecutive
errors? How about 30 errors evenly distributed within the message?
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Exercise 11: What is the probability that a CRC of length n — k bits
will be the correct CRC for arandomly-chosen codeword? Assuming
random data, what is the undetected error probability for a 16-bit
CRC? For a 32-bit CRC? \‘ \9(:\_‘
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