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DynamicRAM
Larger microcomputer systems use Dynamic RAM (DRAM) rather than Static RAM (SRAM) because of its lower cost
per bit. DRAMs require more complex interface circuitry because of their multiplexed address buses and because of
the need to refresh each memory cell periodically.
After this lecture you should be able to: (1) describe basic DRAM structure and terminology, (2) interface DRAMs
to a CPU bus by multiplexing row and column address lines and forcing refresh cycles, and (3) justify the choice of
DRAM or SRAM for a particular application.

DRAM Structure

A descriptionof thestructureof a DRAM helpsex-
plainsomeof theuniquefeaturesof DRAMs.

A typical DRAM memoryis laid out asa square
arrayof memorycellswith anequalnumberof rows
andcolumns.Eachmemorycell storesonebit. The
bits areaddressedby usinghalf of thebits (themost
significanthalf) to selectarow (therow address) and
the other half to selecta column (the column ad-
dress).

Exercise: How many rows and columns would there be in the

memory cell array in a 16 M by 1 (16 Mbit) DRAM?

Address Multiplexing

In orderto reducethenumberof pinson theDRAM
chip and thus reducethe size of the DRAM chip,
mostDRAM chipsmultiplex therow andcolumnad-
dressesontothesamesetof pins.

Two strobes, RAS* (row addressstrobe) and
CAS* (column addressstrobe)tell the chip which
half of the address(row or column) is currentlyon
the addresspins. To further reducethe chip count
the CAS* signal typically actsasan outputenable
whenR/W* line is high (read)andthe falling edge
actsasawrite strobewhenR/W* is low (write).
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Exercise: How many address pins would be found on a typi-

cal 16 M x 1 DRAM?

DRAM Access and Refresh

To maximizethecapacityof theDRAM, eachmem-
ory cell is very simple – it consistsof a capacitor
anda FET switch. A DRAM memorycell is there-
fore muchsmallerthanan SRAM cell which needs
at leasttwo gatesto implementaflip-flop.

The following diagram shows the structureof
DRAM arrayusingswitchesin placeof transistors:
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The row addressdrivesa decoderwhich enables
the appropriaterow-select signal. This row-select
line turnson all of theFET switchesin thatrow and
connectseachthecapacitorsin theselectedrow to its
column line. Note that eachvertical columnline is
sharedby all thememorycellsin acolumnalthough
only onecapacitoris connectedto thecolumnatany
time.

Thechargestoredin eachmemorycell capacitoris
relatively smallsoeachcolumnline is connectedto a
“senseamplifier”whichamplifiesthevoltagepresent
on theline while RAS* is asserted.

When CAS* is assertedthe output of the sense
amplifiersis driven backonto the columnlines and
rechargesthecapacitors.Thuseachmemoryaccess
refreshes thecontentsof thatrow.

The column addressalso drives a multiplexer
which selectsoneof the columnlines andconnects
it to theoutput,thusreadingout thevalueof asingle
bit. During a write, thevalueon theinput over-rides
the senseamplifier value for the addressedcolumn

lec17.tex 1



andthisstoresnew datainto thedesiredmemorycell.
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DRAM Timing

In addition to the DRAM timing requirementsof
setupand hold times for the row and column ad-
dresses,DRAMs also require a minimum “pre-
charge” timebetweentheendof RAS* or CAS* and
the startof the next cycle. This “recovery” time is
neededto re-chargethestoragecapacitors.Thispre-
charge time extendsthe minimumcycle durationto
considerablymorethanthe accesstime. For exam-
ple, a DRAM with a 60 ns accesstime may have a
minimumcycle timeof 100ns.

DRAM Timing

Figure shows timing diagramsand specifications
for a typicalDRAM. Thesequenceof operationsre-
quiredto reador write from a DRAM both start in
thesameway:

� setR/W* to theappropriatevalueandplacethe
row address(theMS half of theaddress)on the
addresspins,

� wait theRAS* setuptime,bringRAS* low, and
wait for theRAS* hold time

In orderto readfrom theDRAM:

� placethe columnaddresson the addresspins,
wait theCAS* setuptime,bringCAS* low, and
wait for theCAS* hold time

� wait until theaccesstimesfrom bothCAS* and
RAS* aremet andthenreadthe datafrom the
dataoutpin

In orderto write to aDRAM thesequenceis simi-
lar exceptthatduringawrite cyclethedatais latched
on thefalling edgeof CAS*:

� placethe columnaddresson the addresspins,
dataon the datainput pin, wait for the CAS*
anddatasetuptimes,bring CAS* low, wait for
theCAS* anddatahold times.

At the end of either cycle we must then bring
RAS* andCAS* high andwait the pre-charge (re-
covery) timebeforestartinganothercycle.

Exercise: Draw a timing diagram for a DRAM read cycle
showing the address lines, RAS*, CAS*, WR* and the data pins.
Show on the timing diagram the following specifications: address
setup and hold times from RAS* and CAS* active, access times
from RAS* and CAS* active, minimum “pre-charge” times (from
RAS* or CAS* inactive), and the minimum cycle time (from RAS*
to RAS*).

For a write cycle, show the setup and hold times for Din from

CAS* active.

Refresh

Sincethe DRAM storagecapacitordischargesover
time it mustberefreshedperiodically. TheDRAM’s
structureensuresthat all the memorycells in a row
arerefreshedevery time that row is read.Therefore
it is only necessaryto periodicallycycle throughall
of the row addressesto refreshall of the bits in the
memoryarray.

Thesimplesttechniqueto provide DRAM refresh
is to includea device (suchasa DMA controlleror
videodisplaycircuit) thataccessestheRAM in such
a way thatall of therows areaccessedat leastonce
during the minimum refreshtime (typically every
few tensof milliseconds).This is calledRAS*-only
refresh becauseit’s not necessaryto assertCAS* in
orderfor therefreshoperationto take place.

Anothertechniqueis to adda circuit thatperiodi-
cally forcesacyclein whichCAS* is assertedbefore
RAS*. This is calledCAS* before RAS* (CBR) re-
fresh. ModernDRAMs have an an internal refresh
counterthatcyclesthroughthepossiblerow values.
On theseDRAMs theCAS* beforeRAS* operation
causesaninternalrow-refreshoperation.Theadvan-
tageof this type of refreshis that the refreshcon-
troller needonly control RAS* and CAS*, it need
notgeneratetherefreshrow addresses.

Exercise: Assume a microprocessor with a 200 ns memory

cycle time is using a 1 MByte DRAM with a maximum refresh time

of 10 ms. How many row addresses will have to be refreshed ev-

ery 10ms? What is the approximate time between each refresh
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cycle? How many memory cycles are there per refresh cycle?

What percentage of the memory accesses are “wasted” on re-

fresh cycles?

DRAM versus SRAM

Sincethe SRAM devicesrequiremorecircuitry per
memoryelementthey aremoreexpensive(perbit) to
produceandhavelowerdensityperchip. Thetypical
ratio betweenDRAM andSRAM for the samesize
chip is about4 to 1.

Thedisadvantagesof DRAMsarethatthey require
additionalcontrolcircuits to multiplex addresslines
andto handlerefresh. If DRAMs areorganizedas
bit-wide devices it is necessaryto usea numberof
devices that is a multiple of the the databus width
(8, 16or 32) in asystem.

Theuseof largeDRAM arraysin which theCPU
addressanddatabusesmustdrive many chipsusu-
ally requiresbuffers for the addressanddatalines.
Becauseof thesereasonsDRAMs aremainlyusedin
systemsthatrequirelargememoriesandSRAMsare
mainlyusedin smallersystems.

ThefastestRAM designsarestatic,soSRAMsare
oftenusedfor high-speedmemoriessuchascacheor
addresstranslationtables.

CMOS SRAMs consumevery little power when
not being accessedso they are often usedin low-
power designs. With the useof battery(or a large
capacitor)backupthey canretaintheir contentsfor
months. On the other hand, since DRAMs must
becontinuouslyrefreshed,their power consumption
cannotbereducedto very low values.

Dueto thelargernumberof bitsperchipandwider
bus sizes,DRAMs arenow beingofferedin nybble
(4-bit) andlargerorganizations.Thenumberof extra
pins requiredto provide the additionaldatabits is
lessof aconcernwith modernhighdensitypackages
suchasQFPandSOIC.

Exercise: Consider a system using 16 Mbit X1 memories to

design a memory array for a microprocessor system with a 32-bit

data bus. What is the minimum amount of memory that could be

provided using these devices?

EDO DRAM

Many DRAMS includeanextendeddataout (EDO)
feature,in which theoutputdatais latchedandheld
pasttheendof a readcycle andinto thestartof the
next cycle in orderto helpsatisfyCPUhold times.

Fast Page Mode and Synchronous
DRAM

Dueto theneedto chargetheDRAM capacitors,the
shortestpracticalcycle timesarecurrentlyabout50
ns. If theCPUcycle time is lessthanthis thenwait
statesmustbeinsertedfor eachmemoryaccess.This
would limit the performanceof processorswith cy-
clestimeslessthanabout50ns.

Insteadof accessingtheDRAM memorydirectly,
thesefastercomputersusefastSRAM memoriesthat
record (“cache”) valuesas they are read from the
mainmemory. WhentheCPUaccessesa valuethat
is alreadyin thecacheit canretrieve it muchfaster
thanit couldfrom DRAM.

Insteadof retrieving a singlevaluefrom themain
memory, cachecontrollersare designedto retrieve
thevaluesfrom several(e.g.4) consecutive memory
locationsin a burst. FPM and SDRAM memories
provide fastaccessto consecutive memorylocations
andminimizethetotal timerequiredfor aburstread.

Sincethecontentsof eachrow arereadwith each
RAS* operation,it is possibleto obtain the values
of morethanonecolumnwithin agivenrow without
having to re-readthe row. SomeDRAMs support
sucha“f astpagemode”in whichmultipleCAS* cy-
clesmaybeusedto accessseveral addresseswithin
onerow (“page”) after oneRAS* cycle. Theseac-
cesseswithin onerow aremuchfasterthanaccesses
to separaterows (e.g.10nsversus50ns).

It is alsopossibleto designDRAMs to usemulti-
pleinternalmemoryarrayswhicharereadin parallel.
Eachbankis assignedto consecutive memoryloca-
tionsand,in thesamewasasFPM,thisallows faster
accessto consecutive memorylocations.

High-speedDRAMs usea synchronous(clocked)
interface.Thecache/DRAMcontrollerwritesthede-
siredstaringmemorylocationandword count into
registersin theDRAM, waitsafixednumberof clock
cycles,andthenreadsonewordperclockcycle.
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