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DynamicRAM

Larger microcomputer systems use Dynamic RAM (DRAM) rather than Static RAM (SRAM) because of its lower cost
per bit. DRAMS require more complex interface circuitry because of their multiplexed address buses and because of

the need to refresh each memory cell periodically.

After this lecture you should be able to: (1) describe basic DRAM structure and terminology, (2) interface DRAMs
to a CPU bus by multiplexing row and column address lines and forcing refresh cycles, and (3) justify the choice of

DRAM or SRAM for a particular application.
DRAM Structure

A descriptionof the structureof a DRAM helpsex-
plain someof theuniquefeaturesof DRAMS.

A typical DRAM memoryis laid out asa square
arrayof memorycellswith anequalnumberof rows
andcolumns.Eachmemorycell storesonebit. The
bits areaddressetly usinghalf of the bits (the most
significanthalf) to selectarow (therow address) and
the other half to selecta column (the column ad-
dress).

Exercise: How many rows and columns would there be in the
memory cell array in a 16 M by 1 (16 Mbit) DRAM?

Address Multiplexing

In orderto reducethe numberof pinsonthe DRAM
chip and thus reducethe size of the DRAM chip,
mostDRAM chipsmultiplex therow andcolumnad-
dresse®ntothesamesetof pins.

Two strobes, RAS* (row addressstrobe) and
CAS* (column addressstrobe)tell the chip which
half of the addresqrow or column)is currentlyon
the addressins. To further reducethe chip count
the CAS* signaltypically actsasan outputenable
whenR/W* line is high (read)andthe falling edge
actsasawrite strobewhenR/W* is low (write).
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Exercise: How many address pins would be found on a typi-
cal 16 M x 1 DRAM?
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DRAM Access and Refresh

To maximizethe capacityof the DRAM, eachmem-
ory cell is very simple— it consistsof a capacitor
anda FET switch. A DRAM memorycell is there-
fore muchsmallerthanan SRAM cell which needs
atleasttwo gatesto implementa flip-flop.

The following diagram shawvs the structure of
DRAM arrayusingswitchesn placeof transistors:
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The row addresdrives a decoderwhich enables
the appropriaterow-select signal. This row-select
line turnson all of the FET switchesin thatrow and
connecteachthecapacitorsn theselectedow to its
column line. Note that eachvertical columnline is
sharedby all thememorycellsin a columnalthough
only onecapacitoiis connectedo the columnatary
time.

Thechagestoredn eachmemorycell capacitolis
relatively smallsoeachcolumnline is connectedo a
“senseamplifier” whichamplifiesthevoltagepresent
ontheline while RAS* is asserted.

When CAS* is assertedhe output of the sense
amplifiersis driven backonto the columnlines and
rechagesthe capacitors. Thuseachmemoryaccess
refreshes the contentsof thatrow.

The column addressalso drives a multiplexer
which selectsone of the columnlines and connects
it to theoutput,thusreadingoutthevalueof asingle
bit. During awrite, the valueontheinput overrides
the senseamplifier value for the addresseadolumn



andthisstoremew datainto thedesiredmemorycell.
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DRAM Timing

In addition to the DRAM timing requirementsof
setupand hold times for the row and column ad-
dresses,DRAMs also require a minimum “pre-
chage” time betweertheendof RAS* or CAS* and
the startof the next cycle. This “recovery” time is
neededo re-chagethe storagecapacitorsThis pre-
chage time extendsthe minimum cycle durationto
considerablymorethanthe accesdime. For exam-
ple, a DRAM with a 60 nsaccesdime may have a
minimumcycle time of 100ns.

DRAM Timing

Figure shaws timing diagramsand specifications
for atypical DRAM. Thesequencef operationge-
quiredto reador write from a DRAM both startin
thesameway:

e setR/W* to theappropriatevalueandplacethe
row addresgthe MS half of theaddresspnthe
addresins,

e waittheRAS* setuptime, bring RAS* low, and
wait for the RAS* holdtime

In orderto readfrom the DRAM:

e placethe columnaddresson the addressins,
waitthe CAS* setuptime, bring CAS* low, and
wait for the CAS* holdtime

e wait until theaccessimesfrom bothCAS* and
RAS* aremet andthenreadthe datafrom the
dataout pin

In orderto write to aDRAM thesequencés simi-
lar exceptthatduringawrite cycle thedatais latched
onthefalling edgeof CAS*:

e placethe columnaddresson the addressins,
dataon the datainput pin, wait for the CAS*
anddatasetuptimes,bring CAS* low, wait for
the CAS* anddatahold times.

At the end of either cycle we must then bring
RAS* and CAS* high andwait the pre-chage (re-
covery) time beforestartinganothercycle.

Exercise: Draw a timing diagram for a DRAM read cycle
showing the address lines, RAS*, CAS*, WR* and the data pins.
Show on the timing diagram the following specifications: address
setup and hold times from RAS* and CAS* active, access times
from RAS* and CAS* active, minimum “pre-charge” times (from
RAS* or CAS* inactive), and the minimum cycle time (from RAS*
to RAS¥).

For a write cycle, show the setup and hold times for Dj,, from
CAS* active.

Refresh

Sincethe DRAM storagecapacitordischagesover
timeit mustberefreshederiodically TheDRAM’s
structureensureghatall the memorycellsin a row
arerefreshecdkvery time thatrow is read. Therefore
it is only necessaryo periodicallycycle throughall
of therow addresseto refreshall of the bits in the
memoryarray

The simplesttechniqueto provide DRAM refresh
is to includea device (suchasa DMA controlleror
videodisplaycircuit) thataccessethe RAM in such
away thatall of the rows areaccessedt leastonce
during the minimum refreshtime (typically every
few tensof milliseconds).This is calledRAS*-only
refresh becausét’s not necessaryo assertCAS* in
orderfor therefreshoperationo take place.

Anothertechniquds to adda circuit that periodi-
cally forcesacyclein which CAS* is assertedefore
RAS*. Thisis called CAS* before RAS* (CBR) re-
fresh. ModernDRAMSs have an aninternalrefresh
counterthat cyclesthroughthe possiblerow values.
OntheseDRAMSs the CAS* beforeRAS* operation
causesninternalrow-refreshoperation.Theadwan-
tageof this type of refreshis that the refreshcon-
troller needonly control RAS* and CAS*, it need
notgenerataherefreshrow addresses.

Exercise: Assume a microprocessor with a 200 ns memory
cycle time is using a 1 MByte DRAM with a maximum refresh time
of 10 ms. How many row addresses will have to be refreshed ev-
ery 10ms? What is the approximate time between each refresh



cycle? How many memory cycles are there per refresh cycle?
What percentage of the memory accesses are “wasted” on re-
fresh cycles?

DRAM versus SRAM

Sincethe SRAM devicesrequiremorecircuitry per
memoryelementhey aremoreexpensve (perbit) to
produceandhave lower densityperchip. Thetypical
ratio betweenrDRAM and SRAM for the samesize
chipis about4 to 1.

Thedisadwantage®f DRAMs arethatthey require
additionalcontrol circuitsto multiplex addresdines
andto handlerefresh. If DRAMSs are organizedas
bit-wide devicesit is necessaryo usea numberof
devicesthatis a multiple of the the databus width
(8,16 0r32)in asystem.

Theuseof large DRAM arraysin whichthe CPU
addressand databusesmustdrive mary chipsusu-
ally requireshuffers for the addressand datalines.
Becaus®f thesereason®RAMs aremainly usedin
systemghatrequirelarge memorieandSRAMsare
mainly usedin smallersystems.

ThefastesRAM designsarestatic,soSRAMsare
oftenusedfor high-speednemoriesuchascacheor
addresgranslationtables.

CMOS SRAMs consumevery little power when
not being accessedo they are often usedin low-
power designs. With the useof battery(or a large
capacitor)backupthey canretaintheir contentsfor
months. On the other hand, since DRAMs must
be continuouslyrefreshedtheir pover consumption
cannotbereducedo verylow values.

Dueto thelargernumberof bits perchipandwider
bus sizes,DRAMs arenow beingofferedin nybble
(4-bit) andlargerorganizationsThenumberof extra
pins requiredto provide the additionaldatabits is

EDO DRAM

Many DRAMS includean extendeddataout (EDO)
feature,in which the outputdatais latchedandheld
pastthe endof areadcycle andinto the startof the
next cyclein orderto helpsatisfyCPUhold times.

Fast Page Mode and Synchronous
DRAM

Dueto theneedto chagethe DRAM capacitorsthe
shortestpracticalcycle timesare currentlyabout50
ns. If the CPU cycle time is lessthanthis thenwait
statesnustbeinsertedor eachmemoryaccessThis
would limit the performanceof processorsvith cy-
clestimeslessthanabout50 ns.

Insteadof accessinghe DRAM memorydirectly,
thesdastercomputersisefastSRAM memorieghat
record (“cache”) valuesas they are readfrom the
mainmemory Whenthe CPU accessea valuethat
is alreadyin the cacheit canretrieve it muchfaster
thanit couldfrom DRAM.

Insteadof retrieving a singlevaluefrom the main
memory cachecontrollersare designedto retrieve
thevaluesfrom several(e.g.4) consecutie memory
locationsin a burst. FPM and SDRAM memaories
provide fastaccesso consecutie memorylocations
andminimizethetotaltime requiredfor aburstread.

Sincethe contentof eachrow arereadwith each
RAS* operation,it is possibleto obtainthe values
of morethanonecolumnwithin agivenrow without
having to re-readthe row. SomeDRAMs support
sucha*“fastpagemode”in whichmultiple CAS* cy-
clesmay be usedto accesseveral addressewithin
onerow (“page”) afterone RAS* cycle. Theseac-
cessewvithin onerow aremuchfasterthanaccesses
to separateows (e.g.10 nsversusb0 ns).

It is alsopossibleto designDRAMSs to usemulti-
pleinternalmemoryarrayswhicharereadin parallel.
Eachbankis assignedo consecutie memoryloca-
tionsand,in thesamewasasFPM, this allows faster

lessof aconcerrwith modernhigh densitypackages accesso consecutie memorylocations.

suchasQFPandSOIC.

Exercise: Consider a system using 16 Mbit X1 memories to
design a memory array for a microprocessor system with a 32-bit
data bus. What is the minimum amount of memory that could be
provided using these devices?

High-speedRAMs usea synchronougclocked)
interface. Thecache/DRAMcontrollerwritesthede-
sired staringmemorylocation and word countinto
registeran theDRAM, waitsafixednumberof clock
cycles,andthenreadsoneword perclock cycle.
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