
ELEX 3525 : Data Communications
2014 Winter Session

Data Transmission over Bandlimited Channels

Aer this lecture you should be able to: determine if a channel meets the Nyquist no-ISI criteria and, if so, the maximum
signalling rate without ISI; determine the maximum error-free information rate over an AWGN channel; determine the
specific conditions under which these two limits apply; explain the principles of operation for partial-response signalling,
decision-feedback equalization and sequence estimation. You should be able to perform computations involving the OFDM
symbol rate, sampling rate, block size and guard interval.

Introduction

All practical channels are band-limited (either low-
pass or band-pass) and the channel bandwidth is of-
ten what limits themaximumdata rate. Wewill study
two theorems, the Nyquist no-ISI criteria and Shan-
non’s capacity theorem, that provide some guidance
about maximum data rate that can be achieved over a
bandlimited channel.

Inter-Symbol Interference

Waveforms transmitted over a bandwidth-limited
channel tend to get “smeared” in time. e chan-
nel extends the duration of each transmitted symbol
in time and into subsequently-transmitted symbols.
is means there is a possibility that each symbol will
interfere with subsequent symbols. is interference
is called inter-symbol interference (ISI).

Nyquist no-ISI Criteria in Time

Consider a system that transmits symbols as
(infinitely-)short pulses (“impulses”). A low-pass
channel will limit the rise time of the pulses and cause
the impulses to be smeared out in time. However,
if the response to the impulses is zero at multiples
of the symbol period the impulses will not interfere
with each other. is is called the Nyquist no-ISI
criteria.

One impulse response that meet this criteria is the
sinc() function:

h(t) =
sin(πt/T )

πt/T

which has value 1 at t = 0 and 0 at multiples of T .

Nyquist no-ISI Criteria in Frequency

It is possible to derive the corresponding charac-
teristics of the channel’s frequency-domain transfer
function that result in no ISI. is condition is that
the channel frequency response have odd symmetry
around half of the symbol frequency:

H(
1

2T
+ f) +H(

1

2T
− f) = 1 for 0 < |f | < 1

2T

Just as there could bemany impulses responses that
are zero at multiples of the symbol period, there are
many no-ISI transfer functions. For example, the fol-
lowing two straight-line transfer functions meet the
no-ISI condition:
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e “brick-wall” filter (blue) has a response that is
1 below half of the symbol rate ( 1

2T ) and zero above
that. Although such a filter would have the mini-
mum overall bandwidth, it is not physically realizable
and has other problems as described below. e filter
with the linear transfer function is more practical but
still difficult to implement. A more practical transfer
function is the so-called raised-cosine functionwhich
is a half-cycle of a cosine function centered around
half of the symbol rate.

Note that it is symmetry about 1/2T that ensures
there will be no ISI rather than the exact filter shape.
us we are free to implement other transfer func-
tions, possibly arbitrary ones, if they make the imple-
mentation easier.
Exercise 1: What is the impulse response of a channel with

infinite bandwidth? The transfer function? Does this channel

meet the Nyquist no-ISI conditions?

Pulse-Shaping Filter

Note that the no-ISI criteria applies for a channel that
produces no ISI for impulses, not the square pulses
typically used. Since practical systems don’t trans-
mit impulses, the Nyquist criteria cannot be applied
directly to the physical channel itself. Instead, we
consider that the transmitter includes a hypothetical
filter that converts impulses to pulses before trans-
mitting them over the channel. e response of
this (im)pulse-shaping filter has to be included when
evaluating the channel ISI. It is the combination of
this impulse-shaping filter and the channel that has
to meet the Nyquist criteria.

Excess Bandwidth

e width of the transfer function in the transition
between passband and stopband has an impact on the

shape of the impulse response and on the sensitivity
of the receiver to errors in the timing of the sampling
point.

is parameter, α, is called the “excess bandwidth”.
e following diagram1 shows how the excess band-
width parameter for a raised-cosine transfer function
affects the impulse response.

Larger values of excess bandwidth result in smaller
values of the impulse response which in turn reduces
the amount of ISI near the sampling point. is
makes the receiver less sensitive to errors in the tim-
ing of the sampling point.
Exercise 2: What is the possible range of values of α?

Equalization

To avoid ISI, the total channel response including the
pulse-shaping filters, transmit filters, the channel and

1From Simon Haykin, “An Introduction to Analog and Dig-
ital Communication”, 1989.
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the receiver filter(s) have to meet the Nyquist no-ISI
condition.

When the channel by itself is unlikely to meet the
no-ISI conditions, the transmitter and/or receiver use
filters, known as “equalizers” that modify the over-
all transfer function to ensure the no-ISI condition is
met.

Transmitter and receiver filters typically have other
functions beside equalization. For example, the
transmit filter may limit the bandwidth of the trans-
mitted signal to limit interference to adjacent chan-
nels. e receiver filter may filter out noise and in-
terference from adjacent channels and thus improve
the SIR and SNR. e communication system de-
signer would design the transmitter and receiver fil-
ters to meet both the filtering and equalization re-
quirements.

A common situation is a flat channel where inter-
ference is not an issue. In this case a reasonable ap-
proach is to put half of the filtering at the transmitter
and half at the receiver. In order to achieve an overall
raised cosine transfer function, each side has to use
a “root raised cosine” (RRC) transfer function. e
product of the two filters is thus the desired raised-
cosine function which meets the no-ISI condition.

Exercise 3: Could equalization be done at the receiver only?

At the transmitter only? Why or why not?

Adaptive Equalizers

In many communication systems the transfer func-
tion of the channel cannot be predicted ahead of
time. One example is a modem used over the pub-
lic switched telephone network (PSTN). Each phone
call will result in a channel that includes different
“loops” and thus different frequency responses. An-
other example is multipath propagation in wireless
networks. e channel impulse response changes as
the receiver, transmitter or objects in the environ-
ment move around.

To compensate for the time-varying channel im-
pulse response the receiver can be designed to adjust
the receiver equalizer filter response using various al-
gorithms.

Eye Diagrams

An eye diagram is superimposed plots of duration
T (the symbol period) of the received waveform (for
random data). e eye diagram graphically demon-
strates the effect of ISI. Some examples of eye dia-
grams produced by an appropriately-triggered oscil-
loscope2:

e vertical opening at the sampling time, called
the “eye opening”, represents the amount of ISI at the
sampling point.

e horizontal opening indicates how sensitive the
receiver would be to errors in sampling point timing3:

Alternative EqualizationMethods

Partial-Response Signalling

Instead of completely eliminating ISI, we can equal-
ize the channel so that the effect of ISI is zero only
for delays greater than one symbol period. For exam-
ple, the impulse response of the channel can be 1 at
t = 0, 0.5 aer one symbol period and zero at other
multiples of the symbol period. us the output of
the channel will depend on the current symbol and
the immediately preceding symbol.

For example, if the inputs to the channel are +1
and -1 the output of the channel can be±0.5+±0.5

2From John G Proakis, “Digital Communications”, 3rd Ed.,
1983.

3Proakis, op. cit.
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which can have values of -1, 0 and +1. Based on the
change in channel output fromone symbol to the next
we can decide if the transmitted value was +1 or -1.
is allows the transmitter to recover the transmitted
data even though the received signal is corrupted by
ISI.

Since the equalized channel has partial response to
the input, this technique is called “Partial Response
Signalling.”

Exercise 4: Assuming the initial output is zero, what wave-

form would result from transmitting +1, +1, +1, -1, +1, -1, 1?

Decision-Feedback Equalization

Another approach to equalizing the channel that can
produce good results is to predict the ISI that would
result from previously-transmitted symbols and sub-
tract that ISI from the symbol currently being re-
ceived.

is “decision feed-back equalizer” looks at the de-
coded symbols that have already been received and
subtracts out the ISI they would have caused to the
symbol currently being received:

Decision-feedback equalizers suffer from a phe-
nomenon called error propagation. If an error is
made in decoding one symbol, an incorrect amount
of ISI will be predicted and the result will be incom-
plete ISI cancellation and, potentially, additional er-
ror(s) being caused. In addition, the DFE needs to
know the values of the first transmitted symbols.

Exercise 5: How many symbols does the DFE have to ‘know’

before it can completely correct ISI on subsequent symbols?

Sequence Estimation

Instead of trying to correct the ISI, the receiver can
predict the ISI-corrupted waveforms that would re-
sult from all the possible sequences of transmitted
symbols. e receiver would then pick the sequence

that is most similar to the waveform that was actually
received.

Exercise 6: Howmany possible transmitted waveforms could

be received if a sequence of 10 symbols is transmitted, each

symbol being chosen from 4 possible symbols?

Although this may seem like an impractical ap-
proach, various methods can be used to avoid the ex-
ponential increase in receiver complexity with mes-
sage length. emost common is to consider only the
effect of a few of the most recent symbols. Another
method is to use an algorithm, the Viterbi algorithm,
that can significantly simplify the search for the “best
match” (or “Maximum Likelihood”) waveform. Se-
quence estimation receivers are thus oen said to use
“Viterbi Equalizers.”

OFDM

Another alternative is a technique called Orthogo-
nal Frequency Division Multiplexing (OFDM). An
OFDM transmitter gathers blocks of N consecutive
symbols and uses them to modulate N “subcarriers”
(modulation will be discussed later). e net effect is
to reduce the symbol rate by a factorN . e value of
N is typically a power of 2 for for efficient implemen-
tation using Fast Fourier Transforms (FFTs).

e reduction in symbol rate reduces the impact
of ISI because the ISI is now a shorter fraction of the
symbol period. Most OFDM systems also insert a
“guard time” (or “guard interval”) between symbols
that is longer than the duration of the impulse re-
sponse of the channel. is eliminates interference
between symbols. To do this a small number of the
final samples of each block of N samples are copied
to the start of the symbol and transmitted during the
guard time. Because the block of N samples is peri-
odic this is called a “cyclic” or “periodic” extension.
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OFDM has become more popular than adaptive
equalization because it is simpler to implement and
more robust. is is partly because it is not necessary
to estimate the channel to correct for ISI. OFDM is
used by most modern ADSL, WLAN and 4G cellular
standards.
Exercise 7: The 802.11g WLAN standard uses OFDM with a

sampling rate of 20 MHz, with N = 64 and guard interval of

0.8µs. What is the total duration of each OFDM block, includ-

ing the guard interval? How many guard samples are used?

Shannon Capacity

eShannonCapacity of a channel is the information
rate above which it is not possible to transmit data
with an arbitrarily low error rate. For the Additive
White Gaussian Noise (AWGN) channel the capacity
is:

C = B log2

(
1 +

S

N

)
whereC is the capacity (b/s),B is the bandwidth (Hz)
and S

N is the signal to noise (power) ratio.
e Shannon limit does not say that you can’t

transmit data faster than this limit, only that if you
do, you can’t reduce the error rate to an arbitrarily
low value.

Shannon’s work also does not specify how to
achieve capacity, for example, what modulation and
coding should be used. However, Shannon’s work
does hint that using error-correcting codes should al-
low us to achieve arbitrarily-low error rates as long as
we limit the data (actually, information) rate to less
than the channel capacity.
Exercise 8: What is the channel capacity of a 3 kHz channel

with an SNR of 20dB?

Implement systems that operate at close to channel
capacity requires coding. Some systems using mod-
ern codes such as Low Density Parity Check (LDPC)

codes can operate within a fraction of a dB of channel
capacity.

Note that the symbol rate limitations defined by the
Nyquist criteria do not limit the achievable bit rate or
determine the capacity of the channel. For example,
we can use arbitrarily large symbol sets to increase the
bit rate without increasing the symbol rate.

e use of PR signalling or sequence estimation
also allow us to transmit arbitrarily high symbol rates
over channels that don’t meet the Nyquist no-ISI cri-
teria. Whether the symbols can be recovered without
errors will depend on the SNR.

Also note that the Shannon capacity refers to in-
formation rate (the bit rate aer maximum possible
compression), not to the bit rate.
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