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Abstract — Stereoscopic (3-D) movies have become widely popular all over the world. In addition,
3-D TVs and mobile devices have already been introduced to the consumer market. However, while
some manufacturers are introducing 3-D cameras and movie studios are using proprietary solutions,
there are no guidelines for consistently capturing high-quality stereoscopic content. In this paper, a
comprehensive stereoscopic image and video database with content captured at various distances
from the camera lenses and under different lighting conditions will be presented. Subjective tests to
assess the perceived 3-D quality of these videos and images, which were shown on displays of different
sizes, have been conducted. In addition, the horizontal parallax of the content was adjusted to verify
via subjective tests whether this change could increase the viewer’s quality of experience. Finally,
guidelines of acquisition distances between the cameras and the real scene will be published.
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1 Introduction
Stereoscopic 3-D technology has become one of the main
driving forces in the consumer-electronics market and the
entertainment industry.1 Hollywood studios are releasing
most of their high-budget movies in 3-D and there is a vast
selection of 3-D TVs available for regular consumers. In
addition, other devices capable of displaying stereoscopic
content will soon be offered. Many viewers, however, are yet
to be convinced of the value of 3-D technology. Some of the
criticism expressed is directly related to the headaches and
nausea, which are more evident when 3-D content is viewed
on home 3-D displays. In order to increase the quality of
stereoscopic content for household displays, it is necessary
to gain a better understanding of the technical and artistic
challenges of this medium. Over the years, stereographers
have empirically obtained a few rules of thumb for capturing
stereoscopic content.2–4 Unfortunately, this pragmatic set of
recommendations has not been quantified, and there has not
been an effort to systematically measure its effectiveness.

One of the main factors for capturing high-quality
stereoscopic content is the proper setup of the two cameras
because it allows content creators to control the 3-D effect.4

There are basically two options for setting up the cameras.
The first option is having the cameras converge as shown in
Fig. 1. For this example, the camera axes converge on the
little girl. When the 3-D video is displayed, the image of the
girl will appear on the plane of the screen since, for this
object, there is no disparity between the left and right views.
In the case of the building, however, there will be a differ-
ence along the x (horizontal) axis between the right and left
views. This is known as a positive horizontal parallax and it

makes the building appear to be behind the screen. Chang-
ing the angle of convergence between the cameras can be
used to control which objects will pop out from the screen
and which objects will remain inside. Unfortunately, this
camera configuration has shown to have side effects that
produce undesirable distortions to the stereoscopic depth.5

The main distortion caused by this setup, known as the key-
stone effect,6 creates vertical disparities in the four corners
of the screen.

The second option, which seems to be more popular,
consists of setting up the two cameras in parallel (see
Fig. 2). The cameras converge at infinity and the resulting
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FIGURE 1 — In order to capture stereoscopic video, the cameras are set
up so that their axes converge on a particular object. This object will
appear in the plane of the 3-D screen.
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3-D scene appears to be entirely in front of the screen. Each
photographed object in this case is known to have a negative
horizontal parallax. This negative parallax occurs when the
left view of an object is located further to the right than the
right-view version of the same object. The three different
possible types of horizontal parallaxes (negative, zero, and
positive) are illustrated in Fig. 3.

It is commonly accepted that being exposed for a con-
siderable amount of time to objects that appear to be in
front of the screen (i.e., with negative parallax) makes view-
ers uncomfortable. As described above, when 3-D content
has been shot with two parallel cameras, all the objects have
negative parallax and, therefore, it is good practice to mod-
ify the content in order to reallocate the 3-D effect behind
the display. In order to do this, it is necessary to modify the
depth information that is produced when the 3-D content is
captured. One solution is proposed in Ref. 7, employing an
algorithm that modifies horizontal disparity in a non-linear
fashion by warping the input video streams. Unfortunately,

for image regions with frequent and strong changes in dis-
parity, this warping scheme can lead to visible distortions.
Another way of changing the depth information is by reduc-
ing the negative horizontal parallax of 3-D videos by shifting
the left frames towards the left and the right frames towards
the right. Although this action introduces black lines on the
vertical edges of the frames, this inconvenience can be side-
stepped by cropping the content (to match the aspect ratio)
and then scaling it up.

Developing a reliable objective quality metric for 3-D
content has proven to be very challenging.8,9 Therefore,
researchers have mainly relied on subjective evaluations
such as Refs. 10–14 to identify the key factors for producing
high-quality stereoscopic content.

In order to successfully assess user experience, the
opinion scores must be taken from an adequate sample of
typical users carrying out representative tasks in a realistic
context of use.15 Because of this, more meaningful results
will be obtained if the media employed for these tests
resembles content that is actually being shown on 3-D TVs
(i.e., featuring people and objects in ordinary surroundings
instead of an artificial lab setting). Testing both images and
video sequences is also desirable because spectators might
perceive quality differently for different types of content.

In this study, we tested the effect that different dis-
tances (measured from the 3-D camera setup to the photo-
graphed objects) have on the quality of the stereoscopically
captured images and videos when viewed on home 3-D TVs
and 3-D mobile devices. We have created our own stereo-
scopic image and video database that is comprised of scenes
depicting people and landscapes with various distances
between the cameras and the subjects. Our subjective
assessment exercise is comprised by three stages. During
the first stage, several viewers of different ages watched and
rated the stereoscopic images that we captured using vari-
ous distances between the cameras and the subjects. For the
second stage, the content consisted on stereoscopic video
sequences that were shot using the same combination of
distances as in the previous test. Viewers were asked again
to rate the 3-D quality of the content. Finally, we performed
subjective evaluations to verify and quantify the influence in
the 3-D quality of experience caused by the adjustment of
the horizontal parallax.

The rest of the paper is organized as follows. Section 2
describes the 3-D content acquisition and alignment proc-
esses. The subjective evaluation environment and parame-
ters are specified in Sec. 3. In Sec. 4, we present the
statistical analysis of the subjective test scores and discuss
the findings of the tests. We conclude the paper in Sec. 5.

2 Acquisition and alignment

2.1 Equipment
In order to capture stereoscopic video and images, we employed
two identical HD cameras with the same firmware and set-
tings. These cameras were aligned in parallel and attached

FIGURE 2 — Another  set-up  for capturing stereoscopic video.  The
cameras are parallel and their axes converge at infinity. All the
photographed objects appear to be in front of the screen.

FIGURE 3 — (a) Examples of negative, zero, and positive horizontal
parallaxes. The red objects are from the left view and the cyan objects
are from the right view; (b) when watching 3-D content, negative parallax
results in objects popping out of the screen, zero parallax positions
objects on the screen, and positive parallax results in objects appearing
behind the screen.
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to a bar that was specifically made for them. Subsequently,
the bar was secured to a tripod as shown in Fig. 4. Since
zoom lenses may differ,11 only an extreme end of the zoom
range was used. A single remote control was employed to
start both cameras simultaneously and obtain the best pos-
sible synchronization.

2.2 Image and video capturing
The stereoscopic video- and image-capturing process is
illustrated in Fig. 5. Both cameras capture slightly different
images of the same event. Each event on our database con-
sists mainly of a person or object standing in front of the
camera with a wall or a building as background. For all vid-
eos, the object of interest is the one that is closest to the
cameras. The camera is always kept still while the people
and some objects move moderately. There are four impor-
tant distances that need to be considered for every stereo-
scopic image or video pair. They are described in Table 1.

2.3 Temporal synchronization
Three out of 30 videos were unsynchronized by a few frames
and were manually synchronized before further processing.

2.4 3-D content alignment
Even though the cameras are carefully lined up, a small
amount of vertical disparity between the left and the right
views of a stereoscopic image/video is unavoidable. There-
fore, it is usually necessary to vertically align the left and
right views. This alignment process is performed for every
stereoscopic image and video pair in our database.

In addition, for the third stage of our quality-assess-
ment process, we also eliminate the negative horizontal par-
allax so that the photographed objects do not appear to pop
out of the screen. This alignment process involves horizon-
tal frame shifting. By eliminating all negative disparities we
avoid stereoscopic window violations3 (i.e., when objects
that pop out of the screen are only partially shown, thus
providing the brain with two conflicting depth cues). How-
ever, eliminating negative disparities through shifting may
result in large positive-disparity regions in the background
of a scene, which cause eye divergence. Since the back-
ground is usually not the point of interest, especially in the
case of video, such divergence does not have a strong nega-
tive impact on the quality of the content. This is later veri-
fied by the results of our subjective tests in Sec. 4.5.

Both vertical and horizontal alignments involve frame
shifting and are performed automatically using features that
are common to both left and right videos. The objective is
to be able to implement this method on 3-D TV displays and
achieve this “correction” in real-time. Our method uses the
Scale Invariant Feature Transform (SIFT) algorithm to
identify matching features on both views.16 Having the
coordinates to these common features allows us to compute
the parallax between the left and right views of the photo-

FIGURE 4 — Stereo camera  setup  consisting of two  identical HD
camcorders.

FIGURE 5 — Capturing a live-action event with two parallel cameras CL
and CR; dcam is the distance between the cameras, dmin is the distance
from the cameras to the closest point, dobj is the distance from the
cameras to the main object (usually a person), and dmax is the distance
from the cameras to the background.

TABLE 1 — Distances considered when capturing stereoscopic images
and videos for our database.
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graphed objects. The following steps describe in detail this
algorithm:

1. The first frame of both the left and right videos is
downsampled by a factor of 2 (horizontally and
vertically) to reduce the number of computations
in the next steps and allow real-time implementation.

2. The features of the downsampled left and right
frames are obtained using SIFT.

3. The features of the left frame are matched to the
features of the right frame. The top 10% of all
matching features, whose vertical disparities are
considerably different from the median disparity
value of all matching features, are detected as out-
liers. These outlier features are removed to ensure
the stability of the algorithm. The Cartesian coor-
dinates of rest of the matching features are stored.

4. ∆y, the amount of pixels that each original frame
will be shifted vertically, is found by computing the
median of all the y coordinates of matching points
between the two frames and then multiplying by 2
(to compensate for the downsampling).

5. ∆x, the amount of pixels that each original frame
will be shifted horizontally, is computed by finding
the largest negative value of all the x coordinates of
matching points between the two frames and then
multiplying by 2 (to compensate for the downsam-
pling). The negative number with the largest abso-
lute value of the x coordinates represents the
photographed point in space that is closest to the
cameras (dmin).

6. Finally, the shifted frames are cropped and then
enlarged using bicubic interpolation so that they
maintain the same size they had before the shifting
process (1080 × 1920 pixels).

An example of a 3-D video frame before and after the
shifting algorithm is shown in Figs. 6(a) and 6(b), respec-
tively. For illustration purposes, the stereoscopic frames are
displayed in anaglyph (red and cyan) mode. Notice how the
superimposed left and right frames are vertically misaligned
in Fig. 6(a). This problem has been solved in Fig. 6(b). In
addition, the two frames have been horizontally shifted to
produce a zero parallax for the closest object (in this case,
the photographed individual); the relative positions of the
objects behind the subject indicate positive parallax.

3 Evaluation environment

3.1 Displays
Our subjective tests were conducted on four different sizes
of stereoscopic displays, namely, a 2.8-in. 3-D camera dis-
play, a 22-in. 3-D LCD, a 55-in. 3-D LED TV, and a 65-in.
3-D plasma TV. The 2.8-in. display is an autostereoscopic
display that can be viewed without glasses, and the other
three displays are paired with different 3-D active shutter
glasses. The detailed specifications of the four displays are
listed in Table 2.

3.2 Database
The images have a resolution of 3840 × 2160 pixels, and the
videos have a resolution of 1920 × 1080 pixels and a frame
rate of 30 frames/sec (fps). The database includes 30 images
and 30 video sequences with various combinations of dmin,
dobj, and dmax, where dmin is in {0.5, 1, 2, 3} m, dobj is in {0.5,
1, 2, 3} m, and dmax is in {5, 10, 50, infinity} m. We also
prepared a different set of 10 images and four videos as
training sequences for our test. All images and videos were
shot in a natural environment rather than a lab setup. The
main objects in the scenes are often people, chairs, toys, and
buildings (see a sample in Fig. 7).

3.3 Observers
Nineteen observers participated in the first stage of our test,
including six females and 13 males. Their ages ranged from
23 to 59, with an average age of 33. In the second and third

FIGURE 6 — A stereoscopic video frame from an indoor sequence with
dmin = 3 m, dmax = 5 m, and presented in anaglyph mode for illustration
purposes: (a) without any vertical and horizontal shifting, (b) after both
vertical  and horizontal  shifting plus cropping  and  interpolation  to
preserve the 16:9 aspect ratio.

TABLE 2 — Properties of the 3-D displays used in our test.
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stages of our test, another 20 subjects participated, includ-
ing seven females and 13 males. The average age was 32. All
observers are non-expert in viewing 3-D images and videos,
and they were screened for visual acuity using the Snellen
chart and color vision using the Ishihara test.

3.4 Testing procedure
We set up the viewing conditions for the subjective assess-
ment according to Sec. 2.1 of the ITU-R BT.500-11.17 A
single stimulus method has been adopted for the subjective
quality evaluation. Before the subjective evaluation on each
display, we ran a training session to show to the subjects the
quality range of our stereoscopic images and videos, without
imposing the quality of the content.

In the first stage of our test, 30 test images were used
and were shown in a random order on three displays, i.e.,
the 2.8-in. 3-D camera display, the 22-in. 3-D display, and
the 55-in. 3-D TV. During the test, each stereoscopic image
was shown for 5 sec followed by a 5-sec interval of a 2-D
mid-gray image with the image index as a grading and
relaxation period. One to three observers participated in
each viewing session. In the second and third stages of our
test, 60 10-sec test video sequences were shown on the 65-
in. plasma TV, with a 4-sec break of a 2-D mid-gray image as
a grading and relaxation period. The 60 videos are two
versions of the 30 videos in our database. One version is
processed for vertical alignment, and the other is processed
by applying horizontal and vertical shifts so that the closest
object is at the depth of the screen. The order of the 60

videos is randomized so that videos with similar capturing
parameters are inconsecutive and the two versions of the
same video are kept far from each other. Two observers con-
ducted the test in each testing session. In all of our tests, the
viewers were seated in line with the center of the display,
and at the distances that were recommended by the manu-
factures of the displays.

4 Analysis and results

4.1 Detection of the outliers
Before analyzing the scores provided by the observers, we
first detect the outliers according to the subjective scores
they gave. The screening process is based on the guidelines
provided in Sec. 2.3.1 of annex 2 of ITU-R BT.500-11 rec-
ommendation.17 For each image or video, we first deter-
mine the normality of its score distribution by computing
the kurtosis coefficient, which is defined as the fourth
moment about the mean divided by the square of the second
moment about the mean of –3. In other words, the j-th kur-
tosis coefficient is:

where xij is the score of the j-th image or video from the i-th
observer and is the average score of the j-th image or
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FIGURE 7 — The left view of some images and video frames from our 3-D database.
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video over all M observers. The score distribution is consid-
ered normal if –1 ≤ kurtosisj ≤ 1, and non-normal otherwise.
To check if the i-th observer is an outlier, we initialize two
counters Pi and Qi to zeros. The counter values are then
updated based on the score xij (for all i), as follows:

where cj = 2, if the score distribution of the j-th image or
video is normal; and otherwise. σj is the standard
deviation of the scores of the j-th image or video. Finally, if
(Pi + Qi)/N > 0.05 and |(Pi – Qi)/(Pi + Qi)| < 0.3, where N is
the number of test images or videos, the observer i is con-
sidered as an outlier.

One out of 19 observers was detected as the outlier in
the first stage of our test, and another one out of 20 subjects
was detected as the outlier in the second and third stages.
All the scores of these outliers were eliminated from the
subsequent calculation. Therefore, the data analysis in the
three stages is based on the scores provided by 18, 19, and
19 valid observers, respectively.

4.2 Score computation

We take the average score across all valid observers for each
image or video as the mean opinion score. To assess the
credibility of the mean opinion score, we use confidence
intervals to indicate the reliability of an estimate. The Stu-
dent’s t-tests18 are used to compute confidence intervals
with the significance level being 95%.

4.3 Stage one: Influence of capturing
parameters to 3-D image quality
on three sizes of displays

We first analyze the quality scores from the first stage of our
experiment and reveal how the quality of 3-D images is
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FIGURE 8 — The mean opinion scores and their confidence intervals
versus different sizes of 3-D displays under different lighting conditions.

FIGURE 9 — The mean opinion scores and their confidence intervals
on different sizes of displays at various dmin (0.5 m, 1 m, 2 m, and 3 m).
Parts (a), (b), and (c) show the results associated with the 2.8-, 22-, and
55-in. displays, respectively. The four subplots correspond to the cases
when dmax are 5 m, 10 m, 50 m, and infinity.
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affected by the lighting condition, dmin, dmax, and dobj not
being the foreground object.
(1) Influence of lighting condition to image quality
Our 3-D image database includes eight sets of images. Each
set was captured with the same distance parameters (i.e.,
dmin, dobj, and dmax) but under two different lighting condi-
tions (outdoors on a sunny day and indoors). For every im-
age, our cameras provided the best exposure parameters.
However, indoor images tend to have a more uniform light
distribution whereas outdoor images have some bright
regions that contrast with some dark ones. We grouped
these images by their lighting conditions, and the mean
opinion scores of the indoor images and outdoor images are
compared in Fig. 8. Indoor lighting results in slightly higher
3-D quality than the outdoor lighting for all three sizes of
displays. The quality difference between these lighting con-
ditions, however, is insignificant. Therefore, in the following
subsections, the mean opinion score of each capturing-
parameter set is the average score over the indoor and out-
door scenes.
(2) Influence of dmin to image quality
We compared the subjective quality between images taken
at different dmin when dmin is the same as dobj. Figure 9
shows the mean opinion scores and confidence intervals vs.

dmin at different dmax distances. The figure indicates that for
the same dmax, the image quality increases with dmin and
levels off when dmin is beyond 2 m. The confidence intervals
when dmin is 0.5 m are smaller than those when dmin is large.
In other words, the observers consistently provided low
scores when the closest object was very close to the cameras.
Figure 9 shows the results based on scores from the three
displays. The quality trend affected by dmin is the same for
all three sizes of displays.
(3) Influence of dmax to image quality
We compared the quality scores between images with dif-
ferent dmax while keeping the same dmin. No clear trend is
observed from Fig. 10. Thus, we conclude that dmax does

FIGURE 10 — The mean opinion scores and their confidence intervals
with various dmax (that is, 5 m, 10 m, 50 m, and infinity) at different dmin
on three sizes of displays.

FIGURE 11 — Comparison of the mean opinion scores and confidence
intervals for four groups of content. Each group of content was captured
at the same dmax and dobj with different dmin. Group 1 was captured at
dmax = 10 m and dobj = 2 m, group 2 was captured at dmax = 10 m and
dobj = 3 m, group 3 was captured at dmax = infinity and dobj = 2 m, and
group 4 was captured at dmax = infinity and dobj = 3 m.
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not strongly affect the quality of 3-D content. Again, the
same conclusion can be drawn for different sizes of displays.
(4) Influence of dobj not being the foreground object
to image quality
We tested a few images where the object of interest is not
the closest object in the image, that is, when dobj is greater
than dmin. We compared image sets with the same dobj and
the same dmax, but various dmin. The mean opinion scores
and confidence intervals associated with different sizes of
displays are shown in Fig. 11. In each group of images, the
left most bar is associated with the image where dmin equals
dobj, and the other bars are associated with images where
dmin is less than dobj. Having compared the four sets of
images, we observe that the quality of most images is
impacted to certain extent when some foreground objects,
such as floor and ceiling, appear closer to the cameras than
the object of interest.

4.4 Stage two: Influence of capturing
parameters to 3-D video quality

Having discussed the influence of capturing parameters to
3-D image quality, we studied the influence of the same
parameters to 3-D video quality in the second stage of our
experiment. All 3-D videos in our database are with moder-
ate motion. The subjective test was performed on a 65-in.
3-DTV.
(1) Influence of lighting condition to video quality
The statistical results of video quality were compared between
the indoor and outdoor videos with the same set of parame-

ters. No significant difference is found between videos
taken under these lighting conditions. The conclusion is
consistent with that of stage one.
(2) Influence of dmin to video quality
In this comparison, we chose videos where dobj equals dmin.
These videos were divided into four groups according to the
value of dmax. The subjective quality between videos taken
at different dmin is compared in each group. Figure 12
shows the quality score versus dmin at different dmax dis-
tances. For the same dmax, the video quality increases with
dmin and levels off when dmin is greater than 2 m. The same
trend was found in stage one of our test.
(3) Influence of dmax to video quality
We examined the influence of dmax to the video quality
scores. Figure 13 shows the mean opinion scores of videos
with different dmax while keeping the same dmin. No clear
trend is found based on Fig. 13, although the quality scores
vary with dmax. The result is also consistent with that from
stage one.
(4) Influence of dobj not being the foreground object
to video quality

FIGURE 12 — The mean opinion scores and their confidence intervals
at various dmin (that is, 0.5 m, 1 m, 2 m, and 3 m). The four subplots
correspond to the cases when dmax are 5 m, 10 m, 50 m, and infinity.

FIGURE 13 — Comparison of the mean opinion scores at dmax equal to
5 m, 10 m, 50 m, and infinity, with different dmin.

FIGURE 14 — Frames from three groups of videos used to examine the
influence of dobj not being the foreground object.
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We chose three groups of videos. Within each group, the
videos are captured with the same dobj, the same dmax, and
different dmin. Sample frames of some of these videos are
shown in Fig. 14. The mean opinion scores and confidence
intervals of each group are shown in Fig. 15. Based on the
ratings of videos in group 3, we note that the grass being the
foreground is annoying to the observers. The patterned
floor in groups 1 and 2, however, increases 3-D quality. Most
observers prefer to watch videos with the patterned floor
popping out of the screen and appearing in front of the
object of interest.

Since the results presented in stage one and stage two
are mainly consistent, we conclude that the influence of cap-
turing parameters to 3-D image quality and video quality are
the same, providing no very fast motion is included in the
video. Therefore, in stage three, we will focus only on 3-D
videos.

4.5 Stage three: Influence of capturing
parameters to 3-D video quality after
horizontal parallax adjustment

The horizontal parallax adjustment was proposed to improve
the 3-D quality using simple post-processing. In this sec-
tion, we reveal how the parallax adjustment described in
Sec. 2.4 affects the quality of 3-D content.
(1) Influence of lighting condition to video quality after
horizontal parallax adjustment
Despite the quality changes brought by the horizontal par-
allax shifting, the influence of lighting conditions to 3-D
quality remains the same. In other words, there is still no
significant quality difference between indoor scene with

uniform artificial lighting and outdoor scene under direct
sunlight.
(2) Influence of dmin to video quality after horizontal
parallax adjustment
The quality of 3-D content after parallax adjustment is again
significantly affected by dmin. Figure 16 shows the quality
scores for videos with various dmin before and after horizon-
tal parallax adjustment. The quality increases with dmin and
it levels off at dmin equals 2 m for videos both before parallax
adjustment and after. The quality improvement by parallax
adjustment is significant, with an exception of one video
where dmax = 5 m and dmin = dobj = 3 m. This exception is
due to the fact that in this specific setup the depth bracket
(i.e., the amount of 3-D space used in a shot or a sequence)
is very small, hence there is little room for quality improve-
ment by parallax adjustment.

We can also conclude that although the horizontal par-
allax adjustment has greatly improved the quality of 3-D
content, very small dmin still leads to unsatisfactory quality
(i.e., the mean opinion score is below 50 on a 0–100 rating
scale in all four subplots in Fig. 16), and, hence, needs to be
avoided in the capturing process.

We computed the mean opinion scores of all 25 test
videos that dmin equals dobj, before and after horizontal par-
allax adjustment. The scores of all 25 video sequences indi-
cate that viewers perceive horizontally adjusted videos to
possess higher quality than non-adjusted ones, with an aver-
age quality-score gain of 19.86%.

FIGURE 15 — Comparison of the mean opinion scores and confidence
intervals for three groups of videos before horizontal parallax adjustment
on the 65-in. display. Each group of content was captured at the same
dmax and dobj with different dmin. Group 1 was captured at dmax = 10 m
and dobj = 2 m, group 2 was captured at dmax = 10 m and dobj = 3 m,
and group 3 was captured at dmax = infinity and dobj = 2 m.

FIGURE 16 — The mean opinion scores and their confidence intervals
at various dmin (that is, 0.5 m, 1 m, 2 m, and 3 m). In reading order, the
four subplots correspond to the cases when dmax are 5 m, 10 m, 50 m,
and infinity. The blue lines represent data before horizontal parallax
adjustment and the pink lines show the data after horizontal parallax
adjustment.

Journal of the SID 20/7, 2012 405



(3) Influence of dmax to video quality after horizontal
parallax adjustment
Figure 17 shows the influence of dmax to the quality of 3-D
after horizontal parallax adjustment. It is interesting to
know that the shape of Fig. 17 is very similar to Fig. 13,
except that the quality level of each curve is raised.

5 Conclusion and future work

We conducted comprehensive subjective tests to determine
the influence of a few capturing parameters (i.e., lighting
conditions, dobj, dmax, and dobj not being the foreground
object) to the quality of 3-D images, quality of 3-D videos,
and quality of 3-D videos after horizontal parallax adjust-
ment when viewed on 3-D TVs and 3-D mobile devices. The
influences of these parameters are consistent over different
sizes of displays and over images and videos before and after
horizontal parallax adjustment. Parameter dmin is the main
factor affecting the 3-D quality. Having dobj not being the
foreground object slightly degrades the 3-D quality,
whereas the lighting conditions and dmax do not severely
affect the 3-D quality. The automatic horizontal parallax
adjustment algorithm that we implemented has greatly
improved the 3-D quality of experience by 19.86%. Despite
such quality improvement, very small dmin still leads to poor
quality and hence needs to be avoided in the capturing process.

Our future work includes developing a smart parallax
adjustment method which incorporates a Visual Attention
Model (VAM) tailored for stereoscopic 3-D videos. This
VAM will use information from the 3-D content such as
motion, texture, color, and depth. This information will be
employed to adjust the parallax so that the important 3-D
content is within the comfort zone. We will also take into
consideration the sizes and aspect ratios of 3-D displays
when developing the algorithm. Although it is now common
to use short video sequences for subjective quality tests, we
plan to use longer video sequences. By doing this, we expect
that viewers will be able to provide more useful information
about the quality of their experience, especially regarding
visual fatigue.
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