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Abstract— The main challenge associated with the analysis with the frequency of the utility grid following the event of
of power systems via the computation of reachable sets is im- g |arge disturbance in the transmission network [17], [18].
proving the algorithmic efficiency to scale towards industially Early contributions applying reachability analysis for

relevant problem sizes. In this paper, we present a composital thi I f bl . t ted
algorithm that can drastically reduce the computational efort IS Class ol problems in power Sysiems were reporie

required to assess the dynamical response of power systemsin [12], [19], [20]. These algorithms rely on an Eulerian
during transients using reachability analysis. The main r@- scheme that employs level-set methods (LSMs) to compute
son for the algorithmic efficiency is that we reformulate the packward reachable sets starting from a target set. This is
transmission network into a set of subsystems, each consi®y 5 hieved via the formulation of a Hamilton-Jacobi-Isaacs
of a synchronous generator connected to a generator bus, . . . . o

whose algebraic constraints are unknown-but-bounded withn (HJ1) partlgl dlﬁerentlal _equat'ons (_PDES)' where it ippen
some confidence intervals. This makes it possible to paral- that the viscosity solution of the time-dependent HJI PDEs
lelize the computation of reachable sets for transient stabty  provides an implicit surface representation of the corttirsu
analysis and, more importantly, preserve the interaction ad  packward reachable set [21]. This makes it possible to
correlation between different machines connected to the @l agtimate a region of attraction from which one can identify

The applicability of the proposed compositional algorithm L .
is illustrated on several benchmark examples and compared the initial states of the post-fault scenario that convérgek

to other algorithms that compute the reachable set without t0 the equilibrium. Along the same lines, the contributions
employing any compositional techniques. presented in [22], [23] formulate power systems as a hybrid

Index Terms— Transient stability analysis, dynamic security automatan to compute forward reachable sets using tech-
assessment, power systems, reachability analysis niques based on LSMs for hybrid systems.
|. INTRODUGTION . The main drawbapk of this .class of technlqugs, hoyvever,
B ) is that the computational requirements grow rapidly with th
Recently, reachability analysis has emerged as an altemgsstem dimension due to the fact that no analytical solution

tive and promising technique for the analysis of power Syssyists for the set of PDEs. Thus, the state space has to be con-
tems. A general literature review about reachability asialy tinuously discretized, resulting in an exponential cominje

is found in [1]-[3]. Basically, reachability analysis maki¢ it respect to the number of continuous state variables.
possible to compute bounds of all system trajectoriesisgar s jimited the applicability of LSMs to the Single-Maclkein
from a set of unknown initial states, while simultaneouslyfinite-Bus (SMIB) and the Double-Machine Infinite Bus
considering the influence of parametric and input UNCe{pmIB) benchmark problems, in which only a maximum of
tainties. These uncertainties are typically associateth wifye state variables have been reported. Another limitation
variqus fault §cenarios, .and/or reqewable resources teat @ | SMs is that it only provides an accurate approximation
continuously integrated into the grid. of the reachable set, rather than a rigorous enclosure of it;
The applicability of reaqhabﬂny analysis in POWEr SYS+hence, it does not hold as a formal technique [21].

tems has been reported in a wide range of applications, the aiternative class of methods for reachability compu-
such as, cyber-security [4], [5], assessment of conveation,iio, is based on Lagrangian techniques, which compute
power plants [6] and wind turbines [7], load flow and statiGeachaple sets similar to numerical integration methotlis T
performance [8], [9], reachability-based control syniBes s achieved by propagating the set of reachable statesathste
[10], [11], estimation of stability regions [12], [13], and 4 only computing the solution for a single point in time.
transient stability analysis [14], the main focus of thiP@a  ajthough there exists a large variety of well-developedhmet

Transient stability analysis dates back to the 1920s [19g that consider nonlinear systems of ordinary diffeegnti
and is widely recognized technically and historically amon equations (ODESs), such as abstraction via local lineacizat
theorists and practitioners alike as thg most problemssics [24], [25] or Taylor models [26], there is, however, littleovk
when considering the dynamic security assessment of POWelyarding an efficient algorithmic procedure for comporati
systems [16]. Simply put, transient stability refers 1 theyt yeachable sets with rigourous bounds for power systems
ability of synchronous generators to remain in synchronisiescribed via the standard formalization using differnti

A. El-Guindy and M. Althoff are with the Institute of Roboticand ~@lgebraic equations (DAEs). One reason is that an extension
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In our previous work, we have developed a numerical pro- ’
cedure to compute reachable sets for the class of power sys-
tems modelled via DAEs. Although the proposed algorithm *|
has a polynomial complexit§?(n°), with n correspondingto  3r
the number of state variables, the computational requinégsne 2
were enormous for transient stability analysis of the IEEE ,|
30-bus benchmark problem [14]. The main contribution of |
this paper is a compositional algorithm for transient dtabi )
ity of power systems modelled by standard DAEs, whose
computational and associated memory requirements grow|
moderately with the system dimension, in comparison to our?|
previous contributions. The proposed methodology makes its-
possible to verify each subsystem in the grid separately,s : ] ‘ ‘ ] ‘ ‘
while preserving the interaction and correlation between
synchronous machines during fault scenarios. This allows

. . . Fig. 1. Basic operations performed on Zonotopes througtivaitpaper,
one t.O parallelize the computanqn of reachable sets, Wh'%ﬁh Z, and Z; as two zonotopic sets of equal dimensions. The gt
drastically reduces the computational efforts. results from the Minkowski sum ang, from the convex enclosure. The

black solid box denotes the interval enclosure of the zq®t®,.

Zy:=CH(Z4, 23)

Il. PRELIMINARIES

We denote byN™,R" the set of natural and real num- Note that both operations are closed and result in another se
bers with dimensionn. For two setsX,) c R", the described by a zonotope as well, which is one of the many
operators®, x return the Minkowski sum and Cartesian@dvantages of using zonotopes for reachability computatio
product, respectively. The convex hull enclosure of two 'Ne over-approximation of a zonotope using an interval
sets is denoted bgH(-) whereas the interval enclosure ishull is denoted by the operatdH (-), which returns an
IH(-). For two vectorsa,a € R™ with ¢ < @, a closed axis-aligned bounding box expressed by
multidimensional interval i€ = [a, ). H(Z3) == [1,7]

p1+p2 p1+p2 (4)

with n=cs— »_ 9571, T=cs+ > 195”1,
i=1 i=1

A. Basic Operations on Zonotopes

In this work, we use zonotopes to represent reachable
sets. A zonotope is a centrally-symmetric convex polytop

: : %ind the convex hull operat@H(-) required to enclose two
expressed using the G-representation as follows

zonotopes by another zonotope is

Z = (C, G)Z = {]} ER" :x=c®GB, B; € [_17 1]}, Zy = CH(Zl,Z3)

cl([c —|—c} [G +G G—GD ©)

(1) =9 1 31 1 3 1 3 =z

wherec € R"= is the zonotope center an@d € R"=*?  Note that this operation is computed in an over-
denotes the generator matrix, withe R?. approximative manner, since the convex enclosure of two

Now we present the basic operations performed on zongonotopes is generally not a zonotope [24]. Finally, the
topes, in order to compute reachable sets as we descrigrtesian product of two zonotopes is

later in Section IlI-B. These operations are the Minkowski

sum, linear transformation, convex and box enclosure, and Z1 X Z9 = < { @ } , { %1 C? ] ) , (6)

the Cartesian product. The aforementioned operations are 2 z

illustrated in Fig. 1. where0 is a matrix of zeros with proper dimensions.
We introduce the square matri¥ € R"=>*"= in addition

to two zonotopic sets of equal dimensiofis := (¢1,G1)z

C2

Remark 1. The reachability algorithm we will present later

X i . in Section 1lI-B is in principle applicable for all kinds of
and 2, := (¢, G2)z. The Minkowski sum of zonotopes is et representation, e.g. polytopes [28], ellipsoids [28id
defined by support functions [2]. However, we use zonotopes in par-
Zy:i=Z, B 2y C R ) ticulgr due to their computational advantgg_es. For example
the interval hull of zonotopes can be efficiently computed,
which is advantageous for the computation of the Lagrangian

= [cl +cz}, {gil), ey gi’”), gél), ceey gé’”)} , remainder, to bound the set of the linearization errors.
Moreover, zonotopes offer an excellent compromise between
Tes =:Gs z accuracy and efficiency compared to the aforementioned set
and the linear transformation of the resulting zonotopeepresentations, since the complexity of representing-pol
Z3 = (c3,G3)z by the matrixM is topes grows exponentially with the system dimension. Ellip
) (p1-p2) soids, on the other hand, are not closed under Minkowski
M-Z31=(M-C37M'[93 s oees 03 D ) sum.
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Fig. 2. lllustration of the compositional approach. In (a¢ tomplete power system is modelled using the set of DAE®s&ided in (7). This system is
reformulated into the compositional model (b) proposednagl®), and the transmission network (c), which solves a Bebolinear algebraic equations.
The interaction between synchronous machines is preseiried the algebraic constraints corresponding to eachrgens bus are not kept constant, but
rather are known to vary within some confidence intervalsesthintervals vary depending on the evolution of the symeius machine state variables
with respect to time and fault scenario.

B. Problem Formulation and Objective system (7) is obtained by aggregating the reachable set of
We consider power systems described by standard mod&i§ ¢ € {1,...,ny} subsystems, that is
formalized by a set of time-invariant, semi-explicit, nioAl R([0,t5]) := RV ([0,t4]) x --- x RTD([0,24]).  (9)

ear, index-1 DAEs [18], [30
L8], [30] Here it is worth noting that (8) corresponds to the ex-

i(t) = f(x(t),y(t)), (7) act reachable set, which is difficult or even impossible to
0=g(x(t),y(t)), compute [31]. Thus, an over-approximation including all
behaviours of the nonlinear system is evaluated as tightly

with f : R**™ — R™ andg : R*t™ — R™. Here, the
vector r € R"™ includes the dynamic states variables o
the synchronous machines, and the states constrained by the 1. COMPOSITIONAL ALGORITHM
algebraic variables are included in the vecjoe R™. The A partitioning of Power Systems

time dependency is often omitted for simplicity of notation . . i
The objective of this paper is to assess the stability of the We assume that the system in (7) contaijsbuses asso

. . : jated with the buses connected to a synchronous generator
power system during transients by computing the reachable . ; (i) ” o
: . : ._with the dynamic variables:\”’ € R™=. Moreover, it is
set of the dynamic states variables of (7) over a time horizon ; ,
: ! - assumed that the algebraic variables at thebuses are
t € [0,tf] starting from a set of consistent initial statesunknown but-boundedhat is, their values are known to
R(0) and a set of possible inputy. Due to the fact !

) . lie within some confidence intervals around some nominal
that power systems contains hundreds of states variables . .

, : ; values. These basic assumptions allow one to reformulate
the computational efforts associated with the reachalle sg, ) .

. . . " ) into the following compositional model

computation can be drastically reduced using composition
techniques. That is, each subsystem in (7) can be verified (V) () = ¥ (x(l)(t),y(l)(t)) D) e ym
separately by computing its reachable set described by

fs possible.

R0, t4]) := '
(10, 24D) 0 (1) = o) (xmg)(t),y(ng)(t)) Ly (1) € yno)

{x(“(t) eR™ : 20(t) = /0 (i) (), 4 (7)), (10)

with ¥ : R*%=*t"y — R and) C R™ as the set bounding
the uncertainty of the algebraic constraints. An illustnat

#900) € RO©), 400 € Y9, € 0.0} @
of the proposed compositional approach is shown in Fig. 2.

where the superscript corresponds to thei-th sub-
system whose dynamics are modelled by the nonline&emark 2. Here it should be stressed that (10) is a refor-
function (). The reachable set of the complete powemulation rather than being considered as a simplification of



the original DAE system (7). While, this formalization mayderivatives of the functior(?)(.)

not seem substantial at first, it has several advantages: 02w (20 92w () (21)
1) The computation of the state variables for each sub- ‘ 01 o Omb,
systemi can be parallelized. HOP) = : . : , (13)
2) The verification of each subsystem is evaluated sep- 92w (V) 2w (29)
arately, which is a much easier task compared to the Ozn,0z1 77 97,
verification of the complete power system. with the subscripp corresponding to the-th coordinate.

3) Most importantly, the correlation between all machine
connected to the grid is still preserved. This is du
to the fact that the network interactions are include
within the set of uncertainty arising from the algebraicth
constraints associated with thg generator buses.

Remark 3. Here it should be noted that the system is contin-
ously abstracted around a nominal value determined along
e trajectory enclosed by the reachable set. Furthermore,
e linear differential inclusion (11gncloses all possible
nonlinear trajectoriesof the compositional model, since we
include the set of Lagrangian remainders, which considers
B. Abstraction to Linear Differential Inclusions all linearization errors which can take place due to the

Our reachability algorithm is based on abstractingl)meanzatlon of (10) withinr, in an over-approximative way.

the differential equations of the compositional modefc. Computation of Over-Approximative Reachable Sets
(10) into linear differential inclusions for each consec- After definingr := t;., — t, and ufj) as the center of

utive time interval g = [tk tit1]. After introducing /() the reachable set of the dynamic® = A,(f)Aerug),
the vector: " 1‘=T[CC(?)TZJ@ J” € R™= and the linearization enclosed by the differential inclusion (11), is based on the
point z,S) = [a:,(j) y,gl) |7, one can express the inclusion ofwell-known solution of linear state-space equations

the i-th generator using a first order Taylor expansion with

i AW ros (i i
the Lagrangian remainder R (trar) = e RO (1) © RV (), (14

whereeAi " is the matrix exponential, ar@'” (r) is the set

Vt € [tr, tpe] : that over-approximates the particular solution of thedmne
, < QW) (2(0) ; , state-space equation, according to [3, Theorem 3.1]. The
(1) e G O] (@) ' ’
#9(t) € Z 920 oo Az ®UT(T) (11)  reachable sets at the next point in time., and for the
=1 J K time intervalr, = [t, tr+1] are evaluated as follows
—. A i i i i
= A A RO (tes1) = RE (ten) @ RY (7). (15)
with Az(®) := 2 — 2V andt,, := k-r such that: € N, and R (7;) = CH (R(l) (te), R (tkﬂ)) &R &R (r),
r € R corresponds to the time step and the time increment, (16)

respectively. Hered|” e R™=*"= is the system matrix of \here the operatoEH(-) returns the convex hull as in (5),
the i-th machine at the time step, andU? is the set of g the seR'™) considers enlargement of the convex hull
uncertain inputs expressed as enclosure, in order to account for the assumption that tra-
jectories overr, are straight lines. Finally, the reachable set
R (r) accounts for the uncertainty of the input gt

The evaluation of the following setst(?, Rﬁ) (r), o,

U (r,) = {u@) eR™ : ul) =00 (") @ LY (1)
andR{” (r) are derived in our previous work [3, Ch. 3].

Ny 8\:[](1) ; ; i ) ) . .
=Y #’()Z) . W — g\, y e YO 3 D. Estimating the Set of Uncertain Inputs
j=1 9Yj = So far we have presented the computation of the reachable

. , . ) o set of thei-th synchronous machine under the assumption
with £)(r;) as the set of possible linearization errorspat the set of uncertain inputs is known in advance. How-
(Lagrangian remainder) expressed in an over-approximatgger, this is not the case due to the mutual dependence

manner withinr;, according to [32]: between the algebraic and differential variable as ilatsl
in Fig. 2.
; ; ; 1 NT 17(i ; First, we denotg/* as the roots of the nonlinear algebraic
L@ @ cRrre . [0 = ZALO" g@).(p) Az®) L, ¢ i
{ < P 97 (©), Az, equations) = g(z,y) at the time stefk. The solution may

i i i be evaluated using a variety of techniques, e.g. Newton-
X0 € RO(m), ¢ € H (RS )(T’“))}’ (12) Raphson’s method. Then, based g we make an initial
, ] ) guess that bounds the algebraic constraints associatéd wit
with Az := 2@ — 21 and IH (") returning the interval each subsystemusing a multidimensional interval
hull of R(7), which denotes the reachable set within the SG) 1) ()
time intervalr;,. Here H®-(®) p e {1 ... n,} is the set of Vo= [2 0t ‘
Hessian matrices, corresponding to the second-ordemparti  with y(® = 5" — () @ — x4 0

)

(17)



where~ is a user-defined factor. With the knowledge of the Load C
uncertain input set, one can compute the reachable set

R(my) = R(l)(m) X e X R("-")(Tk), (18) 8

where the setR()(r4),i € {1 ...n,} were evaluated as
described earlier in Section III-B. -5 6=

Then, similar to (11), after introducing the vectors=
[T yT] and 2z, = [zT y[]T, we express the nonlinear 4 |
equations of the algebraic variables using a first orderdrayl
expansion

Yj Gl

. =: Wiy (19) Fig. 3. The 3-machine 9-bus benchmark [18, Ch. 2].

- J - W ) i
+ 9(2k) = Jwr — Wiyk A. Modelling of Power Systems

In this work, the dynamics synchronous machines are
where J, € R™*™ and W, € R™*™ are the matrices of expressed by the swing equation

the linearized functio® = g(x, y). Note that the matrix?

is always invertible due to the index-1 property of (7), thus
(19) can be reformulated as dwifqr = 1/p (P™ — P? — Dj(w; — wy)), (22)

v = Wi (o + ). (20) with: PP = BVi|Y?|cos(©F + 3, — 0,) — V2|Y?| cos(6?),

Finally by replacing the state variables by their correwhered is the rotor angle and is the angular velocity. The
sponding reachable s&(r;,) within the time intervalr,, Subscripti represents the-th generator. It is assumed that

one can estimate the set of algebraic constraints using the mechanical poweP™ and the generator voltage are
kept constant, which can be justified for studies involving

V() = {y ER™ :y=-W;' (o @ Jk:'R(Tk:))} (21) transient stability analysis [17]. The constarts, D, w,,

Y9, and©Y correspond to the rotational inertia, the damping
of the generator shaft, the reference synchronous speed, th
absolute value, and the phase angle of the admittance from
the generator to its connected bus, respectively.

=:Yo

ddifat = w; — wy,

state variables. In the event that : V() () ¢ Y, one
must further enlarge the initial gue3g?, vi € {1,...,n,}
and recompute the reachable set.

E. Overall Algorithm Algorithm 1 Compositional(R(0),...)

The complete procedure to compute reachable sets I%quire: The initial setsR(0), i € {1...n,}, the time
power systems modelled by (7), using the proposed compo- incrementr. user-defined faétov 9
sitional approach, is outlined in Alg. 1. First, the Cardesi Ensure: U k(Tk)
product of the initial sets for each synchronous generator,. funCtiorFIZICOMF;OSITIONAL_REACHABILITY
is computed and the set of uncertainty due to the algebrai(é: k=0, tp =0, trp1 = tx + 7 andmy = [r, tst]
constraints is estimated. Then, the algorithm examines twq,. R(tk),é R(U,(t,;) S R(,”N(tk)l s Uk

loops: the first loop computes the reachable set for the do

specified fault scenario and determines if the reachabl do

set converges back to the equilibrium/stability regioneTh : P(r) Se. IIlD Estimate(R (), )

second loop parallelizes the computation of the reachable7_ parfbr i1 .n do E,Parallel
sets of the synchronous machines at each time stegnd B Computation

RO (ty41), RO (7,) SELB

reach(R (tx), Y9 (73,))

verifies if the set of algebraic constraints at eachbus is
enclosed by the initial guess.

IV. RESULTS o: R(1) — RW (1) x - -+ x R™) (1)
This section illustrates the application of our proposed® end pag(l))r
compositional algorithm on three benchmark examples. AlL: Vie(Tie) & Rie(7h) ~
computations are performed in MATLAB2014b on a stan-12: while ¥i : Vi (1) € Y (7,)
dard computer. Our algorithm computes forward reachabl&s: tey1 =t +7,andk =k +1
sets using the CORA toolbox [33]. We compare the comi4:  while R(tx41) € R(0) > States converged to
putational time with the algorithm described in our preou the equilibrium point

contribution [14]. 15: end function




TABLE |
COMPARISON OF THECPUTIME FOR DIFFERENT BENCHMARK EXAMPLES

Benchmark example

Computational time State variables
Proposed algorithm  Algorithm in [14] Dynamic  Algebraic

1-machine 2-bus [17, Ch. 12] 9.78s
2-machine 3-bus [34, Example 3] 24.2s
3-machine 9-bus [18, Ch. 2] 50.72s

10.14s 2 4
51.73s 4 8
20 min 6 35

The constraints/ and 0, denoting the bus voltage and an infinite bus whose voltage and phase angle are known
phase angle, respectively, are associated with the grigl algand kept constant. The SMIB system consists of six state
braic equations. They are calculated using the power flowariables: two variables correspond to the generator dymam

equations
pj =Py — P,
b
=V; > Vi|Vik|cos(O — O — 0;),  (23)
k=1
Qj = ng - ;‘lv

b
==V, Y V[Vie| sin(©x — O — 0;),  (24)
k=1

states appearing in (22) and four algebraic variables assoc
ated with the constraints at the generator bus. The second
system is the DMIB system [34, Example 3], which is
slightly larger than the SMIB system. This system consists
of two synchronous machines connected to an infinite bus
via a three bus transmission network resulting in a total of
12 state variables. The final system to consider is the WSCC
9-bus test case as illustrated in Fig. 3. The system repiesen
a simple approximation of the Western System Coordinating
Council (WSCC) to an equivalent system with 9 buses and

where P and Q denote the active and reactive power injec-

tions at thej-th bus, respectively. The superscriptienotes

the power demand from constant loads. Finally, the line

admittance is expressed by the absolute valuand the
phase angl®.

B. Examples

We consider three common benchmark examples to show- 0
case the applicability and scalability of our proposed algo
rithm. The first system is the so-called SMIB system [17, -0.01}
Ch. 12] consisting of a synchronous generator connected to

01} R(0)

0.05
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o
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Fig. 4. Projection of the dynamic state variable of the SMyBtem. The
projections show a comparison between the reachable sef & proposed
compositional technique (gray area), outlined in Alg. 1d #mse computed
using our algorithm presented in [14] (dark gray area). Tl set of the
generator dynamic state variab/®(0) is the white box. The computation
of the reachable sets are performed ufi{t;) C R(0) to prove that all
states were attracted by the stability region.
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02
Fig. 5. Chosen projections of the dynamic state variables of

the WCSS 9-bus benchmark. The projections show a compabietween
the reachable set using the proposed compositional taohr(igray area),
outlined in Alg. 1, and those computed using our algorithrespnted in
[14] (dark gray). The initial set of the generator dynamiatetvariables
R(0) is the white box. The considered fault scenario is the losthef
transmission line connecting the buses 5 and 7. The linedsnrected
after the clearance at the fault, and the reachable set ipwteoh until all
states are enclosed 13(0).
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Fig. 6. Projection of selected differential and algebraiciables for the WCSS 9-bus power system. The dark gray ateas the reachable set during
faults. The considered fault scenario is the loss of thestrassion line connecting the buses 5 and 7. The line is rexxted after the clearance at the
fault, and the reachable set is computed until all stateeactsed byR (0). The solid lines present random simulation results sgufiiom the edges of
the initial reachable seR(0).

3 generators [18, Ch. 2] with a total of 41 state variables.the reachable sets. The computational times for the three
The fault scenario we consider for the benchmark exanfbenchmark examples are listed in Table I. It is obvious that
ples is the loss of one transmission line, followed by itéhe computational resources are drastically reduced when
reconnection to the network following the clearance of theomputing the reachable set in a compositional way for
fault. The PQ-loads of the 9-bus power systems are modell¢he 3-machine 9-bus system; however, the CPU time when
as constant impedances and in transient response, th&dmputing the set of the SMIB system is comparable, due to
dynamics are modelled by constant admittances [30, p. 258fe simplicity of the system. The computational time for the
DMIB using the exact algorithm is still feasible even though
C. Computation of Reachable Sets it is clearly outperformed by the new algorithm.

Fig. 4, Fig. 5, and Fig. 6 illustrate the computed reachable Our proposed algorithm, however, introduces some con-

set according to the proposed algorithm outlined in Alg. 1servat|sm, which can be considered a tradeoff between

To validate our results, we compare the resulting reachalf&curacy and Eff'c"?”cy- This conse_:rva‘usm_ results from the
sets to those obtained when considering the full system, j gncertainty of the input set associated with the algebraic

no compositional techniques are applied. The reachabiI:‘%PnStra'ms at trt'_% g;artfrator br?ssls' Tht's _Ieads o furth%r
algorithm used in the comparison is described in detail in o Vver-approximation of the réachablé Set since we consider

previous contribution [14] and considers powersystems-mot’i‘II possible values taken by the bus voltage and phase

elled by the original set of nonlinear DAEs (7) Moreoverangle’ even the unrealistic ones. It should be noted that the

we simulate the DAE system (7) using tRIE-15s to verify conservatism does not affect the security assessmentgdurin

and ensure if the nonlinear trajectories are enclosed by tH nsient response, however, it can degrade the perfomar_lc
computed reachable set. The computation of the reachafiet"® system, if the computed reachablg set intersects with
sets is performed until all states are enclosed by the Iinitigafewl'm'ts’ €.g., bus voltage exceeding limits definedrizy

set to guarantee that all state variables converged to tﬂgd opera}tors. Reducmg angl even ehmmatmg the regiltin
equilibrium point. conservatism will be further investigated in future work.

It can be seen that our proposed compositional algorithm
provides fairly accurate results compared to the reachable
sets computed for the exact DAE system (7). Furthermore, We presented a new algorithm for compositional transient
the nonlinear trajectories of the dynamic and algebraistability analysis of power systems via the computation of
variables of the simulated DAE system are enclosed hyachable sets. Using our proposed technique, we dragtical

V. CONCLUSION



reduced the computational time required to compute the4]
reachable set compared to our previous contribution [14].
The main reason for the improved algorithmic efficiency i$r15]
that we reformulate the complete power system into a set
of subsystems, each consisting of a synchronous machine
. 16
connected to a generator bus, whose algebraic constra|HI§
are unknown-but-bounded within some confidence intervals.
This makes it possible to parallelize the computation of
the reachable set for each synchronous generator, whi[g,]
most importantly, preserving the interaction between dif-
ferent machines connected to the grid during faults. Thé8l
applicability of the algorithm was illustrated on variousy;g,
benchmark examples, and the tradeoff between accuracy
and algorithmic efficiency is demonstrated by validating ou

results against the results of our previous work [14]. [20]
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