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Abstract—In this paper, we formulate a joint optimization
problem for resource allocation and scheduling in full-duplex
multiple-input multiple-output orthogonal frequency division
multiple access (MIMO-OFDMA) relaying systems with amplify-
and-forward (AF) and decode-and-forward (DF) relaying proto-
cols. Our problem formulation takes into account heterogeneous
data rate requirements for delay sensitive and non-delay sensitive
users. We also consider a theoretically optimal hybrid relaying
scheme as a performance benchmark, which allows a dynamic
selection between AF relaying and DF relaying protocols with
full-duplex and half-duplex relays. We show that under some
mild conditions the optimal transmitter precoding and receiver
post-processing matrices jointly diagonalize the MIMO-OFDMA
relay channels for all considered relaying protocols transforming
the resource allocation and scheduling problem into a scalar
optimization problem. Dual decomposition is employed to solve
this optimization problem and a distributed iterative resource
allocation and scheduling algorithm with closed-form power
and subcarrier allocation is derived. Simulation results not only
illustrate that the proposed distributed algorithm converges to
the optimal solution in a small number of iterations, but also
demonstrate the potential performance gains achievable with full-
duplex relaying protocols.

Index Terms—MIMO-OFDMA, amplify-and-forward relays,
decode-and-forward relays, full-duplex relaying, loop interfer-
ence, dual decomposition, distributed resource allocation, mul-
tiuser diversity.

I. INTRODUCTION

MULTIPLE-input multiple-output (MIMO) and orthog-
onal frequency division multiple access (OFDMA)

[1]-[3] are important techniques for high data rate wireless
multiuser communication systems, such as 3GPP Long Term
Evolution (LTE) and IEEE 802.16 Worldwide Interoperability
for Microwave Access (WiMAX), not only because of its
flexibility in resource allocation, but also because of its ability
to exploit multiuser diversity. On the other hand, cooperative
relaying for wireless networks has received considerable in-
terest, as it provides coverage extension and reduced power
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consumption without incurring the high costs of additional
base station (BS) deployment. There are two main types of
relaying schemes, namely half-duplex (HD) relaying and full-
duplex (FD) relaying. In the literature, a large amount of
work has been devoted to HD relaying [4]-[8] as it enables
a low-complexity relay design. Nevertheless, HD relaying
systems require additional resources (time slots or frequencies)
to transmit data in a multi-hop manner which results in a
loss of spectral efficiency. Even though there exist several
approaches for minimizing/recovering the spectral efficiency
loss associated with HD relaying, such as non-orthogonal re-
laying [9], [10] and two-way relaying [11]-[13], these schemes
do not solve the problem fundamentally since the associated
protocols are still using HD relaying [14]. On the contrary,
although FD relaying suffers from inherent loop interference
which was considered impractical in the past, it has regained
the attention of both industry [15], [16] and academia [14],
[17]-[22]. Recent research shows that FD relaying is feasi-
ble by using interference cancellation techniques and trans-
mit/receive antenna isolation [19], [22]. Several prototypes of
FD transceivers using different self-interference cancellation
techniques have been built to demonstrate the feasibility of
FD relaying and the expected performance gains compared
to HD relays [23]-[26]. However, efficient resource allocation
and scheduling algorithms for MIMO-OFDMA FD relaying
systems with interference cancellation error have not been
studied, yet.

Next generation wireless communication systems are re-
quired to support heterogeneous data rate services and guar-
antee certain quality of service (QoS) requirements. The
combination of MIMO, OFDMA, and relaying provides a
viable solution for addressing these issues. In [4]-[8] and [27]-
[29], best effort resource allocation for homogeneous users
in OFDMA HD relaying systems and MIMO HD relaying
systems were studied for different system configurations,
respectively. However, QoS requirements are driven by het-
erogeneous applications and different users may demand dif-
ferent data rates, which best effort resource allocation cannot
guarantee. On the other hand, FD relaying could provide a
substantial performance gain and should not be overlooked
in the system design. Furthermore, existing works focus on
centralized resource allocation at the BS. As the numbers of
users/relays and subcarriers in the system increase, brute force
optimization of resource allocation may overload the BS which
limits the system’s scalability. Therefore, a distributed resource
allocation algorithm, which enables the exploitation of the
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benefits of different relaying protocols and duplexing schemes,
fulfills heterogeneous QoS requirements, and converges fast to
the optimal solution is needed for practical implementation.

In this paper, we address the above issues. For this purpose,
we formulate the scheduling and resource allocation problem
for MIMO-OFDMA FD-relaying systems as an optimization
problem. A theoretically optimal hybrid relaying scheme,
which dynamically selects between amplify-and-forward (AF)
relaying and decode-and-forward (DF) relaying with FD and
HD relays, is also considered in the problem formulation
and serves as a performance benchmark. By exploiting the
structure of the optimal transmitter precoding and receiver
post-processing matrices, the considered problem can be trans-
formed into a scalar optimization problem. This optimization
problem is further decomposed into a master problem and
several subproblems by dual decomposition, which leads to a
distributed iterative resource allocation and scheduling algo-
rithm with closed-form power and subcarrier allocation. The
BS solves the master problem with a gradient method and
updates the dual variables through the concept of pricing,
while each relay solves its own subproblem by utilizing the
dual variables and its local channel state information (CSI)
without any help from other relays.

II. MIMO-OFDMA RELAY NETWORK MODEL

A. Notation

For a square-matrix S: det[S], diag(S), eig(S), tr(S),
(S)−1, and (S)1/2 denote the determinant, diagonal element
vector, eigenvalue vector, trace, inverse, and square root of
matrix S, respectively; S � 0 means that S is a positive
semi-definite matrix. (S)H and rank(S) denote the conjugate
transpose and the rank of matrix S, respectively. Matrix IN
denotes the N × N identity matrix. E{·} denotes statistical
expectation. CN×M and (R+

0 )
N×M represent the space of

N × M matrices with complex and non-negative real en-
tries, respectively. The distribution of a circularly symmetric
complex Gaussian (CSCG) vector with mean vector x and
covariance matrix Σ is denoted by CN (x,Σ), and ∼ means
“distributed as". (x)+ = max{0, x}. Operator μi(·) returns
the i-th largest eigenvalue of an input matrix. O(g(x)) rep-
resents an asymptotic upper bound, i.e., f(x) = O(g(x)) if
lim
x→∞| f(x)g(x) | ≤ N for 0 < N < ∞.

B. System Model

We consider a relay assisted MIMO-OFDMA downlink
packet transmission network with nF subcarriers, one BS, M
relays, and K mobile users which belong to one of two cat-
egories, namely, delay sensitive users and non-delay sensitive
users. Delay sensitive users require a minimum constant data
rate while non-delay sensitive users require only best-effort
service. The BS, relays, and users are assumed to be equipped
with N antennas, respectively. A cell is modeled by two con-
centric ring-shaped discs as shown in Fig. 1. The cell coverage
is divided into M areas corresponding to the M relays and
each user is assigned to one relay. In this paper, we focus
on resource allocation and scheduling for heterogeneous users
who need the help of relays, i.e., cell edge users in the shaded

Relay

Relay

Relay

MobileMobile

Mobile

Mobile

Mobile

MobileMobile

Mobile

Base Station

Fig. 1. Relay assisted MIMO OFDMA packet transmission system model
with K = 8 users and M = 3 relays. Each transceiver is equipped with
N = 4 antennas. The shaded area contains the users who require the help of
relays.

region of Fig. 1. We assume that there is no direct transmission
between the BS and the mobile users due to heavy blockage
and long distance transmission. A distributed algorithm is
derived for resource allocation and scheduling purposes. Based
on the CSI of the users, the algorithm selects between four
transmission strategies t on a per subcarrier basis for hybrid
relaying, namely: t = 1, decode-and-forward full-duplex (DF-
FD) relaying; t = 2, decode-and-forward half-duplex (DF-
HD) relaying; t = 3, amplify-and-forward full-duplex (AF-
FD) relaying; and t = 4, amplify-and-forward half-duplex
(AF-HD) relaying.1 A time-division channel allocation with
two time slots is used to facilitate transmission. In the first
time slot, the BS broadcasts a data packet to the relays. Then,
in the second time slot, if subcarrier i is using full-duplex
(FD) relaying, the corresponding relay decodes/amplifies the
previously received signal on subcarrier i and forwards it to
the corresponding user while the BS transmits the next packet,
cf. Fig. 2. If half-duplex (HD) relaying is used on subcarrier i,
the relays perform the same signal processing on subcarrier i
as for FD transmission, however, the BS remains silent during
the second time slot. In this paper, we assume a slowly time-
varying time-division-duplex (TDD) system where channel
reciprocity holds within the coherence time2. CSI can be
obtained by exploiting the pilots of previously received packets
or via handshaking signals. Hence, local CSI is available at
both the relays and the base station.

C. Amplify-and-Forward Full-Duplex Relaying Channel
Model

The channel impulse response is assumed to be time-
invariant within a scheduling slot. The data symbol vector
s
[i]
k ∈ CN×1 on subcarrier i ∈ {1, . . . , nF } using trans-

mission strategy t ∈ {1, . . . , 4} for user k ∈ {1, . . . , K}
is linearly precoded at the BS as

x
[t,i]
m,k = B

[t,i]
m,ks

[i]
k , (1)

1The hybrid relaying serves as a theoretical upper bound of the system
performance and provides useful system design insights such as the operating
region of each transmission strategy. As can be seen in the following sections,
we can always restrict the proposed algorithm to select only one of the
considered relay protocols for a practical implementation.

2In practice, the coherence time depends on the mobility of the users. For
example, the coherence time is roughly 200 ms with a central carrier frequency
of 2.5 GHz and a user mobility of 2 km/h [30].
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Fig. 2. Block diagrams for AF and DF full-duplex relaying with loop interference cancellation.

where B
[t,i]
m,k ∈ CN×N is the transmit precoding matrix on

subcarrier i. In the first time slot, if the AF-FD relaying
protocol is used for transmission, i.e., t = 3, the (frequency
domain) received vector symbol on subcarrier i at relay
m ∈ {1, . . . , M} for user k is given by

y
[i]
SRm,k = H

[i]
SRm

x
[t,i]
m,k +H

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k + z[i]m , (2)

where H
[i]
SRm

is the N × N MIMO channel matrix between
the BS and relay m on subcarrier i and captures the ef-
fect of both multi-path fading and path loss, H

[i]
LIm

is the

N ×N loop interference channel matrix, and F
[t,i]
m,k ∈ CN×N

is a post-processing matrix used at relay m. q
[t,i]
m,k is the

N × 1 accumulated loop interference signal vector at relay
m on subcarrier i caused by AF-FD relaying. z[i]m ∈ CN×1

is the additive white Gaussian noise (AWGN) vector with
distribution CN (0,Σm) on subcarrier i at relay m, where
Σm ∈ (R+

0 )
N×N is a diagonal covariance matrix with each

main diagonal element equal to N0. The relay subtracts vector
c
[t,i]
m,k = Ĥ

[i]
LIm,k

F
[t,i]
m,kq

[t,i]
m,k from y

[i]
SRm,k for loop interference

cancellation which yields

ỹ
[i]
SRm,k = y

[i]
SRm,k − c

[t,i]
m,k

= H
[i]
SRm

x
[t,i]
m,k +ΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k + z[i]m , (3)

where Ĥ
[i]
LIm,k

and ΔH
[i]
LIm

∼ CN (0,Ξ
[i]
m) denote, respec-

tively, the estimated loop interference channel and the corre-
sponding estimation error, which are mutually uncorrelated.
Ξ

[i]
m is a diagonal covariance matrix with each main diagonal

element equal to σ2
e .

In the second time slot, relay m multiplies the received
signal vector on subcarrier i by F

[t,i]
m,k and forwards the

processed signal vector to user k on subcarrier3 i. Then, the

3Note that subcarrier pairing is not considered in this paper since it would
increase the computational complexity of the resource allocation algorithm.
The interested reader is referred to [5] and [31] for different approaches to
optimal subcarrier pairing.

signal vector received at user k on subcarrier i from relay m
using AF-FD relaying is given by

y
[t,i]
Rm,k

= H
[i]
Rm,kF

[t,i]
m,k

(
H

[i]
SRm

x[t,i]+ΔH
[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k + z[i]m

)
+n

[i]
k

= H
[i]
Rm,kF

[t,i]
m,kH

[i]
SRm

B
[t,i]
m,ks

[i]
k︸ ︷︷ ︸

Desired signal

+ H
[i]
Rm,kF

[t,i]
m,kΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k︸ ︷︷ ︸

Amplified loop interference

+H
[i]
Rm,kF

[t,i]
m,kz

[i]
m︸ ︷︷ ︸

Amplified noise

+n
[i]
k , (4)

where n
[i]
k ∈ CN×1 is the AWGN vector at user k on

subcarrier i with distribution CN (0,Σk). Σk ∈ (R+
0 )

N×N

is a diagonal matrix with each main diagonal element equal
to N0. In order to simplify the subsequent mathematical
expressions and without loss of generality, we assume in
the following a normalized noise variance of N0 = 1 at
all receive antennas of the relays and the users. Assuming
a linear receiver is employed at user k, the estimated data
vector symbol ŝ[i]k ∈ CN×1 on subcarrier i is given by

ŝ
[i]
k = (T

[t,i]
m,k)

Hy
[t,i]
Rm,k, (5)

where T
[t,i]
m,k ∈ CN×N is a post-processing matrix used for

subcarrier i at user k for transmission strategy t. Assuming
E{s[i]k (s

[i]
k )H} = IN , the mean square error (MSE) matrix for

the transmission on subcarrier i via relay m at user k is given
by

E
[t,i]
m,k = E{(̂s[i]k − s

[i]
k )(̂s

[i]
k − s

[i]
k )H}

= (T
[t,i]
m,kΓ

[t,i]
m,k − IN )(T

[t,i]
m,kΓ

[t,i]
m,k − IN )H

+ (T
[t,i]
m,k)

HΘ
[t,i]
m,k(T

[t,i]
m,k), (6)

where Γ[t,i]
m,k is the effective MIMO channel matrix between the

BS and user k via relay m on subcarrier i using transmission
strategy t, and Θ

[t,i]
m,k is the corresponding equivalent noise
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C
[t,i]
m,k=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

min
{
− log2

(
det[Δ

∗[1,i]
m,k ]

)
,− log2

(
det[E

∗[1,i]
m,k ]

)}
, for t = 1; DF-FD

1
2 min

{
− log2

(
det[Δ

∗[2,i]
m,k ]

)
,− log2

(
det[E

∗[2,i]
m,k ]

)}
, for t = 2; DF-HD

− log2

(
det[E

∗[3,i]
m,k ]

)
, for t = 3; AF-FD

− 1
2 log2

(
det[E

∗[4,i]
m,k ]

)
, for t = 4; AF-HD

(18)

covariance matrix. These matrices are given by

Γ
[t,i]
m,k = H

[i]
Rm,kF

[t,i]
m,kH

[i]
SRm

B
[t,i]
m,k and

Θ
[t,i]
m,k =

(
H

[i]
Rm,kF

[t,i]
m,k

)
K

[t,i]
m,k

(
H

[i]
Rm,kF

[t,i]
m,k

)H

+ IN with

K
[t,i]
m,k = E{(ΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k)(ΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k)

H}+ IN

= L
[t,i]
m,k + IN , (7)

where L[t,i]
m,k = E{(ΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k)(ΔH

[i]
LIm

F
[t,i]
m,kq

[t,i]
m,k)

H}
denotes the interference cancellation error matrix. Thus, the
optimal post-processing matrix which minimizes the MSE for
transmission strategy t = 3 and the corresponding minimum
MSE (MMSE) matrix are given by

T
∗[t,i]
Rm,k = (Γ

[t,i]
m,k(Γ

[t,i]
m,k)

H +Θ
[t,i]
m,k)

−1Γ
[t,i]
m,k and

E
∗[t,i]
m,k =

[
IN + (Γ

[t,i]
m,k)

H(Θ
[t,i]
m,k)

−1(Γ
[t,i]
m,k)

]−1

, (8)

respectively. If AF-HD relaying is selected on subcarrier i,
equations (1)-(8) are still valid if we set t = 4 and σ2

e = 0.

D. Decode-and-Forward Full-Duplex Relaying Channel
Model

If the DF-FD relaying protocol is selected on subcarrier
i, i.e., t = 1, the received signal vector after interference
cancellation at relay m for users k on subcarrier i in the first
time slot is given by

ỹ
[t,i]
SRm,k = y

[t,i]
SRm,k − c

[t,i]
m,k

= H
[i]
SRm

x
[t,i]
m,k +ΔH

[i]
LIm

r
[t,i]
m,k + z[i]m, (9)

where r
[t,i]
m,k is the concurrent transmitted signal vector from

relay m to user k when DF-FD relaying is selected and c
[t,i]
m,k =

Ĥ
[i]
LIm,k

F
[t,i]
m,kr

[t,i]
m,k. The received signal vector in the first hop

on subcarrier i at relay m is multiplied by an intermediate
post-processing matrix R

[t,i]
m,k for extracting the original signal

vector. The estimated vector symbol at the relay, s̃[i]k ∈ CN×1,
is given by

s̃
[i]
k = (R

[t,i]
m,k)

H ỹ
[t,i]
SRm,k. (10)

Thus, the optimal MMSE post-processing matrix and the
corresponding MMSE matrix at relay m can be written as

R
∗[t,i]
m,k = (Φ

[t,i]
m,k(Φ

[t,i]
m,k)

H +Υ
[t,i]
m,k)

−1Φ
[t,i]
m,k and

Δ
∗[t,i]
m,k =

[
IN + (Φ

[t,i]
m,k)

H(Υ
[t,i]
m,k)

−1(Φ
[t,i]
m,k)

]−1

, (11)

respectively. Φ[t,i]
m,k and Υ

[t,i]
m,k are the equivalent MIMO chan-

nel matrix of the BS-relay links for DF relaying on subcarrier

i and the noise covariance matrix at relay m on subcarrier i
given by

Φ
[t,i]
m,k = H

[i]
SRm

B
[t,i]
m,k and

Υ
[t,i]
m,k = E

{(
ΔH

[i]
LIm

r
[t,i]
m,k

)(
ΔH

[i]
LIm

r
[t,i]
m,k

)H}
+ IN .(12)

Assuming error-free decoding4 at relay m, in the second time
slot, the decoded signal vector at relay m on subcarrier i

is encoded again with a new precoding matrix F
[t,i]
m,k and

forwarded to user k. The re-encoded signal vector is given
by

r
[t,i]
m,k = F

[t,i]
m,ks

[i]
k (13)

and the received signal vector at user k from the BS via relay
m on subcarrier i is given by

y
[t,i]
Rm,k = H

[i]
Rm,kr

[t,i]
m,k + z

[i]
k . (14)

Similar to AF-FD relaying, user k multiplies the received
signal vector with a post-processing matrix to extract the
original signal vector. The estimated symbol vector ŝ[i]k at user
k on subcarrier i can be expressed as

ŝ
[i]
k = (T

[t,i]
m,k)

Hy
[t,i]
Rm,k. (15)

Then, the optimal linear receiver post-processing matrix is
given by

T
∗[t,i]
Rm,k = (H

[i]
Rm,kF

[t,i]
m,k(H

[i]
Rm,kF

[t,i]
m,k)

H + IN )−1H
[i]
Rm,kF

[t,i]
m,k

(16)

with the corresponding MMSE matrix

E
∗[t,i]
m,k =

[
IN + (H

[i]
Rm,kF

[t,i]
m,k)

H(H
[i]
Rm,kF

[t,i]
m,k)

]−1

. (17)

The signal model for DF-HD relaying is obtained by setting
in (9)-(17) t = 2 and σ2

e = 0.

III. RESOURCE ALLOCATION AND SCHEDULING DESIGN

A. Instantaneous Channel Capacity and System Throughput

Given perfect CSI at the receiver (CSIR), the channel
capacity C

[t,i]
m,k between the BS and user k via relay m on

subcarrier i are function of MSEs of the adopted transmission
strategies [33], [34] and are given by (18) at the top of this
page where the pre-log factor 1

2 in (18) for t = 2 and t = 4
is due to the two channel uses necessary for transmitting one
packet in HD relaying.

4This assumption is justified since the data rate of the scheduled users is
always less than the instantaneous channel capacity. Thus, an arbitrarily small
error probability can be achieved with a powerful error correcting code [32].
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Now, we define the instantaneous throughput (bit/s/Hz suc-
cessfully delivered) for user k who is served by relay m as

ρ(k)m =
1

nF

nF∑
i=1

4∑
t=1

s
[t,i]
m,kC

[t,i]
m,k, (19)

where s
[t,i]
m,k ∈ {0, 1} is the subcarrier allocation indicator. The

average weighted system throughput is defined as the total
average number of bit/s/Hz successfully decoded at the K
users via the M relays and given by

UTP (P ,S) =
M∑

m=1

∑
k∈Um

wkρ
(k)
m , (20)

where P = {B[t,i]
m,k,F

[t,i]
m,k} and S are the precoding matrices

and subcarrier allocation policies, respectively, Um is the set
of users served by relay m, and wk is a positive constant,
which is specified in the media access control (MAC) layer
and allows the resource allocator to prioritize the users so as
to achieve certain fairness objectives.

B. Problem Formulation

The optimal precoding matrices, P∗ = {B[t,i]∗
m,k ,F

[t,i]∗
m,k }, and

subcarrier allocation policy, S∗, are given by

(P∗,S∗) = argmax
P,S

UTP (P ,S)

s.t. C1:
M∑

m=1

∑
k∈Um

4∑
t=1

nF∑
i=1

s
[t,i]
m,k

(
tr
(
B

[t,i]
m,k(B

[t,i]
m,k)

H
)

+ tr
(
G

[t,i]
m,k

))
≤ PT ,

C2: ρ(k)m ≥ R(k) ∀k ∈ Dm,

C3:
M∑

m=1

∑
k∈Um

4∑
t=1

s
[t,i]
m,k ≤ 1 ∀i,

C4: s
[t,i]
m,k∈{0, 1} ∀m, i, t, k,

C5: B
[t,i]
m,k,F

[t,i]
m,k � 0 ∀m, i, k, t, (21)

where tr
(
G

[t,i]
m,k

)
is the total power transmitted by relay m

on subcarrier i for user k using transmission strategy t and is
given by

tr
(
G

[t,i]
m,k

)
= tr

(
F

[t,i]
m,k

(
H

[i]
SRm

B
[t,i]
m,k(B

[t,i]
m,k)

H(H
[i]
SRm

)H

+K
[t,i]
m,k

)
(F

[t,i]
m,k)

H
)

for AF and

tr
(
G

[t,i]
m,k

)
= tr

(
F

[t,i]
m,k(F

[t,i]
m,k)

H
)

for DF (22)

where K
[t,i]
m,k = IN for AF-HD relaying, i.e., t = 4. In (21),

Dm is the set of delay sensitive users associated with relay m.
C1 is a joint power constraint for the BS and the relays with
total maximum power PT . Although in a practical system the
BS and the relays have separate power supplies, a joint power
optimization provides useful insight into the power usage of
the whole system rather than the per hop required power.
Moreover, for separate power constraints for the BS and the
relays, obtaining a globally optimal solution in polynomial
time does not seem possible due to the non-convexity of the
problem. C2 specifies the minimum required data rate, R(k),

for delay sensitive users which are chosen by the application
layer. Constraints C3 and C4 are imposed to guarantee that
each subcarrier is only used by one user with one transmission
strategy. In other words, intra-cell interference due to multiple
access does not exist in the system. C5 is due to the fact that
the precoding matrices B[t,i]

m,k and F
[t,i]
m,k must be positive semi-

definite.

C. Transformation of the Optimization Problem

In general, the considered problem is a mixed combinatorial
and non-convex optimization problem. The combinatorial na-
ture comes from the integer constraint for subcarrier allocation
while the non-convexity is caused by the precoding matrices in
the objective function. Thus, a brute force approach is needed
to obtain the global optimal solution. However, such method
is computationally infeasible for a large system and does not
provide useful system design insight.

In order to obtain an insightful solution for scheduling and
resource allocation purposes, we first define the following
matrices before stating an important theorem and proposition.
By singular value decomposition (SVD), matrices H

[i]
SRm

and

H
[i]
Rm,k can be written as

H
[i]
SRm

= U
[i]
SRm

Λ
[i]
SRm

(V
[i]
SRm

)H and

H
[i]
Rm,k = U

[i]
Rm,kΛ

[i]
Rm,k(V

[i]
Rm,k)

H , (23)

respectively, where U
[i]
SRm

∈ CN×N ,V
[i]
SRm

∈
CN×N ,U

[i]
Rm,k ∈ CN×N , and V

[i]
Rm,k ∈ CN×N are unitary

matrices. Λ
[i]
Rm,k ∈ (R+

0 )
N×N and Λ

[i]
SRm

∈ (R+
0 )

N×N

are diagonal matrices with diagonal element vectors

diag(Λ[i]
SRm

) =
[√

γ
[i]
SRm,1

√
γ
[i]
SRm,2 . . .

√
γ
[i]
SRm,N

]
and

diag(Λ[i]
Rm,k) =

[√
γ
[i]
RDm,k,1

√
γ
[i]
RDm,k,2 . . .

√
γ
[i]
RDm,k,N

]
,

respectively. The elements in diag(Λ[i]
SRm

) and diag(Λ[i]
Rm,k)

are assumed to be arranged in ascending order. Variables
γ
[i]
SRm,n and γ

[i]
RDm,k,n represent the equivalent signal-to-noise

ratio (SNR) on spatial channel n in subcarrier i of the BS-to-
relay m link and the relay m-to-user k link, respectively. We
are now ready to introduce the following theorem.

Theorem 1: Assume that5 rank(B[t,i]
m,k) = rank(F[t,i]

m,k) =

rank(H[i]
SRm

) = rank(H[i]
Rm,k) = N . For both MIMO AF-

FD relaying and MIMO DF-FD relaying with linear MMSE
receivers implemented at the users, if the loop interference
cancellation errors are spatially uncorrelated6, the optimal
linear precoding matrices used at the BS and relay jointly
diagonalize the BS-relay-user channels on each subcarrier. The
optimal precoding matrices B

[t,i]
m,k and F

[t,i]
m,k are given by

B
[t,i]
m,k = V

[i]
SRm

Λ
[t,i]
Bm,k and

F
[t,i]
m,k =

{
V

[i]
Rm,kΛ

[t,i]
Fm,k(U

[i]
SRm

)H , for t = 3, 4

V
[i]
Rm,kΛ

[t,i]
Fm,k, otherwise,

(24)

5In practice, the full rank assumption can be achieved by placing the
antennas sufficiently far apart such that all antennas experience uncorrelated
fading.

6If the cancellation errors are spatially correlated, i.e., L[t,i]
m,k in (7) is not a

diagonal matrix, we can always perform pre-whitening of the received signals
at relay m to decorrelate the loop interference cancellation errors.
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respectively. Matrices Λ
[t,i]
Bm,k ∈ CN×N and Λ

[t,i]
Fm,k ∈

CN×N are diagonal matrices with diagonal element vectors

diag(Λ[t,i]
Bm,k) =

[√
P

[t,i]
SRm,k,1

√
P

[t,i]
SRm,k,2 . . .

√
P

[t,i]
SRm,k,N

]
,

and diag(Λ[t,i]
Fm,k) =

[√
P

[t,i]
RDm,k,1√

P
[t,i]
RDm,k,2 . . .

√
P

[t,i]
RDm,k,N

]
, respectively, which are as-

sumed to be arranged in ascending order. Variables P
[t,i]
SRm,k,n

and P
[t,i]
RDm,k,n are, respectively, the equivalent transmit powers

of the BS-to-relay m link and the relay m-to-user k link on
spatial channel n in subcarrier i for transmission strategy t.

Proof: Please refer to Appendix A.
By Theorem 1, the MIMO FD-relaying channel on sub-

carrier i is converted into N parallel spatial channels if
the optimal precoding and post-processing matrices are used.
Therefore, the capacity between the BS and user k via relay m
on subcarrier i of the considered transmission strategies can
be restated as [5], [17]:

For t = 1, DF-FD relaying is selected and C
[1,i]
m,k =

N∑
n=1

log2

(
1+min

{ P
[1,i]
SRm,k,nγ

[i]
SRm,n

γ
[i]
LIm,nP

[1,i]
RDm,k,n+1

,P
[1,i]
RDm,k,nγ

[i]
RDm,k,n

})
;

for t = 2, DF-HD relaying is selected and C
[2,i]
m,k =

N∑
n=1

1

2
log2

(
1+min

{
γ
[i]
SRm,nP

[2,i]
SRm,k,n, P

[2,i]
RDm,k,nγ

[i]
RDm,k,n

})
;

for t = 3, AF-FD relaying is selected and C
[3,i]
m,k =

N∑
n=1

log2

(
1+

P
[3,i]
SRm,k,n

γ
[i]
SRm,n

P
[3,i]
RDm,k,n

γ
[i]
LIm,n+1

P
[3,i]
RDm,k,nγ

[i]
RDm,k,n

1 + P
[3,i]
RDm,k,nγ

[i]
RDm,k,n +

P
[3,i]
SRm,k,n

γ
[i]
SRm,n

1+P
[3,i]
RDm,k,n

γ
[i]
LIm,n

)
;

for t = 4, AF-HD relaying is selected and C
[4,i]
m,k =

N∑
n=1

1

2
log2

(
1+

γ
[i]
SRm,nP

[4,i]
SRm,k,nP

[4,i]
RDm,k,nγ

[i]
RDm,k,n

1 + γ
[i]
SRm,nP

[4,i]
SRm,k,n + P

[4,i]
RDm,k,nγ

[i]
RDm,k,n

)
;

where variable γ
[i]
LIm,n denotes the instantaneous residual

loop interference power of spatial channel n of relay m on
subcarrier i.

Although (25) shows that the considered problem in (21)
is now transformed into an equivalent scalar optimization
problem, this scalar problem is still non-convex which is an
obstacle in deriving an efficient resource allocation algorithm.
Therefore, we introduce the following proposition for a further
transformation of the scalar problem.

Proposition 1 (Equivalent Capacity): Without loss of gen-
erality, we define a new variable P

[t,i]
m,k,n such that P [t,i]

m,k,n =

P
[t,i]
SRm,k,n +P

[t,i]
RDm,k,n, which represents the power consump-

tion in subcarrier i on spatial channel n for user k via relay
m using relaying protocol t. Let Γ[t,i]

m,k,n be the corresponding
equivalent received SNR or signal-to-interference-plus-noise
ratio (SINR) of spatial channel n at user k on subcarrier i via
relay m using transmission strategy t. Then, the maximized
sum channel capacity on subcarrier i for user k via relay m
of each transmission strategy is summarized in Table I.

Proof: Please refer to the Appendix B.
Hence, we substitute the capacity equations of the different

relaying protocols from Table I into the original objective

TABLE I
CAPACITY AND EQUIVALENT SNR/SINR OF DIFFERENT RELAYING

PROTOCOLS

VARIABLES: Ψ[i]
m,k,n = γ

[i]
LIm,nγ

[i]
RDm,k,nγ

[i]
SRm,n AND

Υ
[i]
m,k,n = γ

[i]
SRm,n + γ

[i]
RDm,k,n .

Transmission Strategy Capacity Equation C
[t,i]
m,k

t = 1, DF-FD relaying
∑N

n=1 log2

(
1 + Γ

[1,i]
m,k,n

)
t = 2, DF-HD relaying

∑N
n=1

1
2
log2

(
1 + Γ

[2,i]
m,k,n

)
t = 3, AF-FD relaying

∑N
n=1 log2

(
1 + Γ

[3,i]
m,k,n

)
t = 4, AF-HD relaying

∑N
n=1

1
2
log2

(
1 + Γ

[4,i]
m,k,n

)
Transmission Strategy Equivalent SNR/SINR Γ

[t,i]
m,k,n

t = 1, DF-FD relaying

√
(Υ

[i]
m,k,n

)2+4Ψ
[i]
m,k,n

P
[1,i]
m,k,n

−Υ
[i]
m,k,n

2γ
[i]
LIm,n

t = 2, DF-HD relaying P
[2,i]
m,k,n

γ
[i]
SRm,n

γ
[i]
RDm,k,n

Υ
[i]
m,k,n

t = 3, AF-FD relaying

√
γ
[i]
RDm,k,n

γ
[i]
SRm,n

P
[3,i]
m,k,n

2

√
γ
[i]
LIm,n

t = 4, AF-HD relaying
P

[4,i]
m,k,n

γ
[i]
SRm,n

γ
[i]
RDm,k,n

(

√
γ
[i]
SRm,n

+

√
γ
[i]
RDm,k,n

)2

function in (21), to obtain a new objective function. Note that
the above theorem and proposition are the two key steps to
simplify the considered problem. Theorem 1 transforms the
original matrix optimization problem into a scalar optimization
problem, while Proposition 1 transforms the objective function
into a concave function with respect to (w.r.t.) the new opti-
mization variables P

[t,i]
m,k,n for all transmission strategies. The

next step is to handle the combinatorial subcarrier assignment
constraint. We follow the approach in [35] and relax s

[t,i]
m,k in

constraint C4 to be a real value between zero and one instead
of a Boolean. Then, s[t,i]m,k can be interpreted as a time sharing
factor for the K users to utilize subcarrier i through relay m
with different transmission strategies. It can be shown that the
relaxation is optimal [36] for large numbers of subcarriers.
Thus, the optimization problem can be rewritten as

(P∗,S∗) = argmax
P,S

M∑
m=1

∑
k∈Um

4∑
t=1

nF∑
i=1

wks
[t,i]
m,kC̃

[t,i]
m,k

s.t. C1:
M∑

m=1

∑
k∈Um

4∑
t=1

nF∑
i=1

N∑
n=1

P̃
[t,i]
m,k,n ≤ PT ,

C2, C3, C5,

C4: 0 ≤ s
[t,i]
m,k ≤ 1 ∀m, i, t, k, (25)

where P̃
[t,i]
m,k,n = P

[t,i]
m,k,ns

[t,i]
m,k = P̃

[t,i]
SRm,k,n + P̃

[t,i]
RDm,k,n,

P̃
[t,i]
SRm,k,n = P

[t,i]
SRm,k,ns

[t,i]
m,k, and P̃

[t,i]
RDm,k,n = P

[t,i]
RDm,k,ns

[t,i]
m,k

are auxiliary power allocation variables which represent the
corresponding transmitted powers for time-sharing. C̃ [t,i]

m,k =

C
[t,i]
m,k|P [t,i]

m,k,n=P̃
[t,i]
m,k,n/s

[t,i]
m,k

is the time-shared channel capacity

for each transmission strategy. It can be shown that (25) is
now jointly concave w.r.t. all optimization variables and the
duality gap is equal to zero under some mild conditions [37].
Hence, solving the dual problem is equivalent to solving the
original primal problem.
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TABLE II
OPTIMAL WATER-FILLING POWER ALLOCATION

VARIABLES: Θ[i]
m,k,n =

√
λ ln(2)

(wk+δk)
(8Ψ

[i]
m,k,n +

λ ln(2)
(wk+δk)

Y
[i]
m,k,n), Y

[i]
m,k,n = (Υ

[i]
m,k,n − 2γ

[i]
LIm,n)

2 , Ω[i]
m,k,n = λ

(wk+δk)
ln(2)(2γ

[i]
LIm ,n −Υ

[i]
m,k,n),

Υ
[i]
m,k,n = γ

[i]
SRm,n + γ

[i]
RDm,k,n , AND Φ

[i]
m,k,n =

√
4( λ

(wk+δk)
)2 ln2(2)(γ

[i]
LIm ,n)

2 + 2 ln(2)λ
(wk+δk)

Ψ
[i]
m,k,n .

Transmission Strategy Optimal P [t,i]∗
m,k,n Optimal P [t,i]∗

Rm,k,n

t = 1
[ 4Ψ

[i]
m,k,n

(Θ
[i]
m,k,n

+Ω
[i]
m,k,n

)2
− (Υ

[i]
m,k,n

)2

4Ψ
[i]
m,k,n

]+ [Υ
[i]
m,k,n

−
√

4Ψ
[i]
m,k,n

P
[1,i]∗
m,k,n

+(Υ
[i]
m,k,n

)2

2γ
[i]
LIm,n

γ
[i]
RDm,k,n

]+
t = 2

[
wk+δk
2λ ln(2)

− γ
[i]
SRm,n

+γ
[i]
RDm,k,n

γ
[i]
SRm,n

γ
[i]
RDm,k,n

]+ [ (wk+δk)γ
[i]
SRm,n

2λ ln(2)
(
γ
[i]
RDm,k,n

+γ
[i]
SRm,n

) − 1

γ
[i]
RDm,k,n

]+

t = 3
Ψ

[i]
m,k,n(

2λ/(wk+δk) ln(2)γ
[i]
LIm,n

+Φ
[i]
m,k,n

)2

√
P

[3,i]∗
m,k,n

γ
[i]
SRm,n

γ
[i]
LIm,n

γ
[i]
RDm,k,n

t = 4
[

wk+δk
2λ ln(2)

−
(√

γ
[i]
SRm,n

+

√
γ
[i]
RDm,k,n

)2

γ
[i]
SRm,nγ

[i]
RDm,k,n

]+ [ γ
[i]
SRm,n

−
√

γ
[i]
SRm,n

γ
[i]
RDm,k,n

γ
[i]
SRm,n−γ

[i]
RDm,k,n

]+

D. Dual Problem Formulation

In this subsection, we formulate the dual problem of the
transformed optimization problem. For this purpose, we first
need the Lagrangian function of the primal problem. Upon
rearranging terms, the Lagrangian can be written as

L(λ, δ,β,P ,S)

=

M∑
m=1

∑
k∈Um

nF∑
i=1

4∑
t=1

(wk + δk)s
[t,i]
m,kC̃

[t,i]
m,k

−λ
M∑

m=1

∑
k∈Um

nF∑
i=1

4∑
t=1

P̃
[t,i]
m,k,n −

K∑
k=1

R(k)δk

−
M∑

m=1

∑
k∈Um

nF∑
i=1

4∑
t=1

βis
[t,i]
m,k + λPT +

nF∑
i=1

βi, (26)

where λ is the Lagrange multiplier corresponding to the joint
power constraint and β with elements βi, i ∈ {1, . . . , nF }, is
the Lagrange multiplier vector associated with the subcarrier
usage constraints. δ with elements δk, k ∈ {1, . . . , K}, is
the Lagrange multiplier vector corresponding to the data rate
constraint. Note that δk = 0 for non-delay sensitive users,
i.e., k /∈ D. The boundary constraints C4 and C5 in (25) will
be absorbed into the Karush-Kuhn-Tucker (KKT) conditions
when deriving the optimal solution in Section III-E.

Thus, the dual problem is given by

min
λ,δ,β≥0

max
P,S

L(λ, δ,β,P ,S). (27)

E. Distributed Solution - Subproblem for Each Relay

By dual decomposition, the dual problem in (27) can be
decomposed into a master problem and several subproblems.
The dual problem can be solved iteratively where in each
iteration each relay solves its own subproblem without using
CSI from the other relays and passes its local solution to the
BS for solving the master problem. The subproblem to be

solved at relay m is given by

max
P,S

Lm(λ, δ,β,P ,S) with Lm(λ, δ,β,P ,S)

=
∑
k∈Um

nF∑
i=1

4∑
t=1

(wk + δk)s
[t,i]
m,kC̃

[t,i]
m,k

−λ
∑
k∈Um

nF∑
i=1

N∑
n=1

4∑
t=1

P̃
[t,i]
m,k,n −

∑
k∈Um

nF∑
i=1

4∑
t=1

βis
[t,i]
m,k, (28)

where the Lagrange multipliers λ, δ, and β are provided by
the BS.

Using standard optimization techniques and the KKT con-
ditions, the optimal power allocation for subcarrier i on
spatial channel n via relay m for different transmission
strategies can be obtained as summarized in Table II. On the
other hand, P

[t,i]∗
SRm,k,n can be calculated from P

[t,i]∗
SRm,k,n =

P
[t,i]∗
m,k,n − P

[t,i]∗
RDm,k,n, ∀t, n. To obtain the optimal subcarrier

allocation, we calculate the marginal benefit Q
[t,i]
m,k [38] of

each transmission strategy by solving ∂Lm

∂s
[t,i]
m,k

∣∣∣
P

[t,i]
m,k,n=P

[t,i]∗
m,k,n

=

Q
[t,i]
m,k − βi

wk+δk
, which yields

Q
[1,i]
m,k=C

[1,i]∗
m,k −

N∑
n=1

P
[1,i]∗
m,k,nγ

[i]
RDm,k,nγ

[i]
SRm,n/(1 + Γ

[1,i]∗
m,k,n)

ln(2)(2Γ
[1,i]∗
m,k,nγ

[i]
LIm,n +Υ

[i]
m,k,n)

,

Q
[t,i]
m,k = C

[t,i]∗
m,k −

N∑
n=1

Γ
[t,i]∗
m,k,n

2 ln(2)(1 + Γ
[t,i]∗
m,k,n)

, t = 2, 3, 4, (29)

where C
[t,i]∗
m,k and Γ

[t,i]∗
m,k,n are obtained by substituting the

optimal powers into the corresponding capacity equations and
SNR/SINR expressions in Table I, respectively. Thus, the
subcarrier selection determined by relay m is given by

s
[t,i]∗
m,k=

{
1 if Q[t,i]

m,k = max
a,b

Q
[a,i]
m,b and Q

[a,i]
m,b ≥ βi

wb+δb

0 otherwise.
(30)

The dual variables βi act as the global price in using
subcarrier i in the system. On the other hand, dual variables
δk and wk not only affect the power allocation by changing
the water-level of user k in the power allocation equations in
Table II, but also force the scheduler to assign more subcarriers
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to delay sensitive users and higher priority users by lowering
the price in the selection process. It can be seen from Table II
and (30) that relay m, m ∈ {1, . . . ,M}, only requires the CSI
of its own BS-to-relay link, the CSI of its own relay-to-user
links, and the dual variables λ, βi, i ∈ {1, . . . , nF }, and δk,
k ∈ {1, . . . ,K}, supplied by the BS.

F. Solution of the Master Dual Problem at the BS

For solving the master problem at the BS, each relay
calculates the local resource usage and passes this information,
i.e., C [t,i]∗

m,k , P
[t,i]∗
SRm,k,n, and P

[t,i]∗
RDm,k,n, to the BS. The gradient

method is used to solve the minimization in the master
problem in (27)

βi(j + 1)=

[
βi(j)− ξ1(j)×

(
1−

M∑
m=1

∑
k∈Um

4∑
t=1

s
[t,i]
m,k

)]+

, ∀i

λ(j + 1)=
[
λ(j) − ξ2(j)×

(
PT

−
M∑

m=1

∑
k∈Um

nF∑
i=1

4∑
t=1

N∑
n=1

P̃
[t,i]
m,k,n

)]+

,

δk(j + 1)=
[
δk(j)− ξ3(j)×

(
ρ(k)m −R(k)

)]+
, ∀k ∈ Dm,

(31)

where j is the iteration index, ξ1(j), ξ2(j), and ξ3(j) are pos-
itive step sizes. Convergence to the optimal solution is guar-
anteed if the chosen step sizes satisfy the general conditions
stated in [39, Chapter 1.2]. By combining the gradient update
equations at the BS and the subcarrier selection criterion in
(30) at the relays, a selected subcarrier will be occupied by
one user with one transmission strategy only eventually.

G. Algorithm Complexity and Optimization Problem Feasibil-
ity

Algorithm Complexity: According to Theorem 1, the opti-
mum transmitter precoding and receiver post-processing ma-
trices diagonalize the MIMO-OFDMA relay channels into N
parallel channels. Then, by exploiting the properties of the
parallel channels, we transform the original problem into a
concave optimization problem with respect to the optimization
variables. As a results, dual decomposition can be used
to solve the transformed problem. Thus, the computational
complexity of the proposed algorithm can be expressed as
[40], [41]: O(N3×nF ×K)+O(N ×K×nF × ttot× liter).
Variables ttot and liter are the total number of transmission
strategies and the number of iterations, respectively. The terms
O(N3×nF ×K) and O(N ×K×nF × ttot× liter) represent
the complexity of the SVD operation and the complexity of
solving the dual problem in (27), respectively. Note that even
with the optimal diagonal structure, the complexity of the
original optimization problem in (21) is O(N3 × nF ×K) +
O(N × tK

nF

tot ), which is prohibitively high compared to the
complexity of the transformed problem.

Optimization Problem Feasibility: The considered problem
becomes infeasible if the resource allocator is unable to meet
the data rate requirements of at least one of the delay sensitive
users. In other words, the feasibility of optimization problem

(21) is directly related to the question whether the total system
power PT satisfies the condition PT ≥ Pmargin, where
Pmargin is the minimum total power needed to guarantee the
required rates Rk of all delay sensitive users, in the absence of
non-delay sensitive users [42], [43]. On the other hand, finding
Pmargin is equivalent to the well known margin adaptation
problem [35], [43]. Different algorithms have been proposed
for finding Pmargin for multi-carrier systems [35], [43] and
can be used for verifying the feasibility of our problem.

IV. SIMULATION RESULTS

In this section, we evaluate the system performance using
simulations. Each cell is modeled as two concentric ring-
shaped discs as shown in Fig. 1. The outer boundary and the
inner boundary have radii of 1 km and 500 m, respectively.
There are M = 3 relays equally distributed on the inner
cell boundary for assisting the transmission and K active
users are uniformly distributed between the inner and the
outer boundaries. Unless specified otherwise, there are 3
delay sensitive users with data rate requirement R(k) = 0.1
bit/s/Hz in the system, while the remaining users are non-delay
sensitive. The number of subcarriers is nF = 128 with carrier
center frequency 2.5 GHz, system bandwidth B = 5 MHz, and
wk = 1, ∀k. Each subcarrier has a bandwidth of 39 kHz and a
noise variance N0 = −128 dBm. The 3GPP path loss model
is used. The small scale fading coefficients of the relay-to-user
links are modeled as independent and identically distributed
(i.i.d.) Rayleigh random variables. On the other hand, a strong
line of sight communication channel between the BS and the
relays is expected since they are placed in relatively high
positions in practice and the number of blockages between
them are limited. Hence, the small scale fading coefficients
of the BS-to-relay links are modelled as i.i.d. Rician random
variables with Rician factor κ = 6 dB. The weighted average
system throughput is obtained by counting the number of
packets which are successfully decoded by the users averaged
over both macroscopic and microscopic fading.

A. Convergence of Distributed Algorithm

Figs. 3 and 4 illustrate the evolution of the Lagrange
multipliers λ and δ1 of the distributed algorithm over time
for different maximum transmit powers PT , K = 15 users,
M = 3 relays, N = 4 antennas, and an average loop
interference power E{γ[i]

LIm,n} = 29 dB. Positive constant
step sizes ξ1(t), ξ2(t), and ξ3(t), which were optimized for
fast convergence, were adopted. The results in Figs. 3 and 4
were averaged over 1000 independent adaptation processes.
For a practical transmit power region, it can be observed
that the distributed iterative algorithm converges fast and
typically achieves above 95% of the optimal value within 5
iterations. Note that for finding the optimal dual variables in
Figs. 3 and 4, we assume that there is a central unit in which
global CSI is available. Since the dual problem is convex in
nature, numerical solvers can be used to find the optimal dual
variables. Two commonly used methods are gradient based
algorithms (with sufficiently large number of iterations) and
the ellipsoid method. Besides, the duality gap between the
solution of the primal and the dual of the considered problem
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Fig. 3. Lagrange multiplier λ versus number of iterations for N = 4
antennas, K = 15 users, and M = 3 relays.

is negligible since the transformed problem is convex, cf.
Fig. 5.

B. Transmission Strategy Selection Probability

Figs. 6 and 7 illustrate the transmission strategy selection
probability versus PT for different loop interference power
levels. The number of iterations for the proposed distributed
algorithm is 5. For a weak to moderate average loop inter-
ference power, i.e., E{γ[i]

LIm,n} ≤ 26 dB, as demonstrated in
Fig. 6, DF-FD relaying, i.e., t = 1, dominates the system
performance when there are N = 4 antennas. This is because
DF-FD relaying has a better spectral efficiency by allowing the
BS and the relays to transmit simultaneously in two phases,
while the HD relays use two phases to transmit one message.
However, when N = 1, DF-HD relaying becomes more
attractive since DF-FD relaying with a single antenna is more
likely to suffer from both strong interference and weak desired
channel gain, compared to the case of multiple antennas. On
the other hand, when the average loop interference is strong,
E{γ[i]

LIm,n} = 29 dB, as depicted in Fig. 7, DF-HD relaying
becomes the dominant strategy and the selection probability
of DF-FD relaying drops dramatically, since interference is
avoided in DF-HD relaying by sacrificing spectral efficiency.
Besides, it can be observed that DF relaying is more attractive
than AF in the considered practical operating region as the DF
protocol avoids noise and/or self-interference amplification by
signal regeneration.

C. Average System Throughput Versus Transmit Power

Fig. 8 depicts the average weighted system throughput ver-
sus the total transmit power for a total of 15 users with strong
average residual loop interference. The number of iterations
for the proposed iterative resource allocation algorithm is 5
and 10. It can be seen that the performance difference between
5 iterations and 10 iterations is negligible which confirms
the practicality of our proposed iterative resource allocation
algorithm. On the other hand, the system performance scales
with the number of antennas almost linearly. This is because
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LIm,n} = 29 dB.

the multiple antennas in the transceivers provide extra degrees
of freedom for resource allocation. Nevertheless, the perfor-
mance gain due to multiple antennas is limited in the low
transmit power regime, where the loop interference dominates
the system performance.

Fig. 9 shows the individual performances of DF-FD, DF-
HD, AF-FD, and AF-HD relaying. The resource allocation
algorithms for these relaying protocols can be obtained by
restricting the hybrid relaying resource allocation algorithm to
select the corresponding objective function only. The number
of iterations is 5. It can be observed that DF-FD and DF-HD
relaying outperform the AF relaying protocols for moderate to
strong loop interference powers. This is because the AF relays
not only amplify the thermal noise power in the case of HD
relaying, but also the loop interference in case of FD relaying.
On the other hand, AF-FD and DF-FD relaying outperform
HD relaying for weak to moderate average loop interference
powers ( e.g. E{γ[i]

LIm,n} ≤ 26 dB), which suggests that a
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Fig. 6. Transmission strategy selection probability versus total transmit power
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loop interference power at each relay, i.e., E{γ[i]

LIm,n} = 26 dB.

35 40 45 50 55
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Total transmit power P
T
 (dBm)

T
ra

ns
m

is
si

on
 s

tr
at

eg
y 

se
le

ct
io

n 
pr

ob
ab

ili
ty

 

 

DF−FD relaying, N = 4

DF−HD relaying, N = 4

AF−FD relaying, N = 4

AF−HD relaying, N = 4

DF−FD relaying, N = 1

DF−HD relaying, N = 1

AF−FD relaying, N = 1

DF−FD relaying, N = 1

DF−HD relaying, N =1

DF−HD relaying, N = 4

DF−FD relaying, N = 4

AF−HD relaying

AF−FD relaying

Fig. 7. Transmission strategy selection probability versus total transmit power
for K = 15 users and different numbers of antennas N for a strong average
loop interference power at each relay, i.e., E{γ[i]

LIm,n} = 29 dB.

large performance gain can be achieved by DF-FD relaying if
the average loop interference can be sufficiently reduced.

D. Average System Throughput Versus Number of Users

Fig. 10 shows the average system throughput versus the
number of users for different numbers of antennas N and
different data rate requirements for the delay sensitive users.
The number of iterations for the proposed algorithm is 5. It
can be observed that the average system throughput increases
with the number of users. This is because as the number of
users increase, the proposed distributed algorithm has a higher
chance to select users who have strong channels in both hops.
This effect is known as multi-user diversity (MUD). However,
the scheduler looses degrees of freedom for scheduling and
resource allocation as the data rate requirements of the delay
sensitive users become more stringent, since most of the
resources are consumed by these users regardless of their
possibly poor channel qualities.
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V. CONCLUSIONS

In this paper, we formulated the dynamic resource allocation
and scheduling design for MIMO-OFDMA system with full
duplex and hybrid relaying as a non-convex and combinatorial
optimization problem, in which heterogeneous users and the
loop-interference cancellation error were taken into considera-
tion. By exploiting the structures of the optimal precoding and
post-processing matrices, the matrix optimization problem was
decomposed into scalar optimization problems. An efficient
iterative distributed resource allocation algorithm with closed-
form power and subcarrier allocation policies was derived
by dual decomposition. Simulation results not only showed
that the performance of the proposed iterative algorithm ap-
proaches the optimal performance within a small number of it-
erations, but also demonstrated the possible performance gains
obtained by FD MIMO-relaying compared to HD relaying.
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APPENDIX

A. Proof of Theorem 1

Without loss of generality, we consider vectors x ∈ RN and
y ∈ RN with elements x(1) ≥ x(2) ≥ . . . ≥ x(N) and y(1) ≥
y(2) ≥ . . . ≥ y(N) sorted in descending order, respectively.
We first state some known results from majorization theory.

Definition 1: [44, Chapter 1.A.1] For any x,y ∈ RN , y
majorizes x if

k∑
i=1

x(i) ≤
k∑

i=1

y(i), 1 ≤ k ≤ N − 1 and (32)

N∑
i=1

x(i) =

N∑
i=1

y(i), (33)

which can be denoted by x ≺ y.
Definition 2: [44, Chapter 1.A.2] For any x,y ∈ RN , y

weakly majorizes x if

k∑
i=1

x(i) ≤
k∑

i=1

y(i), 1 ≤ k ≤ N, (34)

which can be represented by x ≺w y.
Theorem 2: [44, Chapter 9.B.1] For an N ×N Hermitian

matrix A,

diag(A) ≺ eig(A). (35)

Lemma 1: [44, Chapter 9.H.2] Let Z and Y be two N×N
matrices and M = ZHYZ. Then the following is true:

σM ≺w (σZ 
 σY 
 σZ), (36)

where σM, σZ, and σY denote N × 1 vectors containing
the singular values of matrices M, Z, and Y, arranged in
descending order, respectively. 
 denotes the element-wise
Schur product operation of two vectors.

Lemma 2: [44, Chapter 9.H.1.h] Let Z and Y be two N ×
N matrices, then

tr(ZY) ≥
N∑
i=1

μi(Z)μN−i+1(Y). (37)

Furthermore, we define the following matrices for the sake
of notational simplicity:

H
[i]
SRm

B
[t,i]
m,k = UAΛ

1
2

AQA, (38)

H
[i]
Rm,kF

[t,i]
m,k = X

[t,i]
m,k(A

[t,i]
m,k +K

[t,i]
m,k)

−(1/2)
, (39)

A
[t,i]
m,k = H

[i]
SRm

B
[t,i]
m,k(B

[t,i]
m,k)

H(H
[i]
SRm

)H = UAΛAU
H
A ,(40)

X
[t,i]
m,k = H

[i]
Rm,kF

[t,i]
m,k(A

[t,i]
m,k +K

[t,i]
m,k)

(1/2)
=UXΛXVH

X,(41)

where UAΛ
1
2

AQA, UAΛAU
H
A , and UXΛXVH

X are the SVDs
of matrices H

[i]
SRm

B
[t,i]
m,k ∈ C

N×N , A
[t,i]
m,k ∈ C

N×N , and

X
[t,i]
m,k ∈ C

N×N , respectively. UA, UX , and VH
X are C

N×N

unitary matrices. QA ∈ CN×N is an arbitrary unitary matrix
which can be varied by rotating precoding matrix B

[t,i]
m,k. In

the first part of the proof, we follow a similar approach as in
[45]. We prove that the optimal precoding and post-processing
matrices used at the BS and relays, respectively, should
jointly diagonalize the MIMO channels on each subcarrier for
minimizing the end-to-end MMSE. Then, based on the optimal
structure of the end-to-end MMSE matrix, we construct the
optimal precoding and post-processing matrices used at the
BS and relays.

The following proof exploits with matrix inversion lemma,
i.e., (A+BCD)

−1
= A−1 − A−1 B(DA−1B +

C−1)−1DA−1 [46].
1) The Optimal Precoding and Post-Processing Matrices

for AF-FD Relaying: The MMSE matrix E
∗[3,i]
m,k for t = 3

can be written as E
∗[3,i]
m,k

=
(
IN + (Γ

[3,i]
m,k)

H(Θ
[i]
m,k)

−1Γ
[3,i]
m,k

)−1

= IN − (Γ
[3,i]
m,k)

H
(
Γ
[3,i]
m,k(Γ

[3,i]
m,k)

H +Θ
[i]
m,k

)−1

Γ
[3,i]
m,k

= IN − (Γ
[3,i]
m,k)

H
(
H

[i]
Rm,kF

[3,i]
m,k

(
A

[3,i]
m,k +K

[3,i]
m,k

)
(F

[3,i]
m,k)

H

×(H
[i]
Rm,k)

H + IN

)−1

Γ
[3,i]
m,k

= IN − (H
[i]
SRm

B
[3,i]
m,k)

H(A
[3,i]
m,k +K

[3,i]
m,k)

− 1
2 (X

[3,i]
m,k)

H

×
(
X

[3,i]
m,k(X

[3,i]
m,k)

H + IN

)−1

×X
[3,i]
m,k(A

[3,i]
m,k +K

[3,i]
m,k)

− 1
2 (H

[i]
SRm

B
[3,i]
m,k)

= IN − (H
[i]
SRm

B
[3,i]
m,k)

H(A
[3,i]
m,k +K

[3,i]
m,k)

− 1
2

×VXΛXUH
X

(
X

[3,i]
m,k(X

[3,i]
m,k)

H + IN

)−1

×UXΛXVH
X(A

[3,i]
m,k +K

[3,i]
m,k)

− 1
2 (H

[i]
SRm

B
[3,i]
m,k)

= IN−(H[i]
SRm

B
[3,i]
m,k)

H(A
[3,i]
m,k +K

[3,i]
m,k)

− 1
2VX

×((ΛX)−2 + IN )−1VH
X (A

[3,i]
m,k +K

[3,i]
m,k)

− 1
2 (H

[i]
SRm

B
[3,i]
m,k)

= IN −QH
AΛ

1
2

A(ΛD)UH
AVX

(
(ΛX)−2 + IN

)−1

×VH
XUA(ΛD)Λ

1
2

AQA

= IN −QH
AΛ

1
2

A(ΛD)QH
F

(
(ΛX)−2 + IN

)−1

QF (ΛD)Λ
1
2

AQA

= IN −PAF , (42)

where QH
F = UH

AVX , ΛD = (ΛAm,k + K
[3,i]
m,k)

− 1
2 , and

PAF = QH
AΛ

1
2

A(ΛD)QH
F

(
(ΛX)−2+IN

)−1

QF (ΛD)Λ
1
2

AQA
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is an N×N matrix. Now, we apply Theorem 2 to matrix PAF

which yields

diag(PAF ) ≺ eig(PAF ). (43)

If we set QH
A = IN and QH

F = IN such that PAF is
a diagonal matrix, then by applying Lemma 1, (43) can be
further expressed as

diag(PAF ) ≺ eig(PAF ) = σPAF ≺w (σDB 
 σDA 
 σDB )

= diag(D2
BDA), (44)

where DA =
(
(ΛX)−2 + IN

)−1

and DB = Λ
1
2

AΛD. In
other words, the sum of diagonal elements of matrix PAF is
maximized if PAF is a diagonal matrix. Therefore, by setting
QH

A = IN and QH
F = IN , the sum of diagonal elements of

the MMSE matrix is minimized.
On the other hand, using the SVD matrix of H[i]

SRm
(23) in

(38), the transmit power at the BS for user k in subcarrier i
using transmission strategy t is given by

tr(B[3,i]
m,k(B

[3,i]
m,k)

H)

= tr
(
(Λ

[i]
SRm

)−2(U
[i]
SRm

)HUAΛAU
H
AU

[i]
SRm

)
× tr

(
(Λ

[i]
SRm

)−2ΛA

)
, (45)

where (45) is obtained from Lemma 2 which suggests that the
transmit power is minimized if UA = U

[i]
SRm

. So, the optimal

matrix B
[3,i]
m,k can be expressed as

B
[3,i]
m,k = V

[i]
SRm

(Λ
[i]
SRm

)−1Λ
1
2

AQA = V
[i]
SRm

Λ
[3,i]
Bm,k,(46)

where QA = IN and Λ
[3,i]
Bm,k = (Λ

[3,i]
SRm

)−1Λ
1
2

A. Similarly, for
calculating the optimal precoding matrix used at the relays,
we substitute (23) into (38), which yields

F̃
[3,i]
m,k (47)

= (V
[i]
Rm,k)

HF
[3,i]
m,k]

= (Λ
[i]
Rm,k)

−1(U
[i]
Rm,k)

HUXΛXVH
X (A

[3,i]
m,k +K

[3,i]
m,k)

−1/2
.

The power consumed at relay m on subcarrier i can be written
as

tr
(
F̃

[3,i]
m,k(A

[3,i]
m,k +K

[3,i]
m,k)(F̃

[3,i]
m,k)

H
)

= tr
(
F

[3,i]
m,k(A

[3,i]
m,k +K

[3,i]
m,k)(F

[3,i]
m,k)

H
)

= tr
(
(Λ

[i]
Rm,k)

−2(U
[i]
Rm,k)

HUXΛ2
XUH

XU
[i]
Rm,k

)
= tr

(
(Λ

[i]
Rm,k)

−2Λ2
X

)
, (48)

where the last equality in (48) is obtained by applying Lemma
2 which reveals that minimal power transmission is obtained
if UX = U

[i]
Rm,k and VH

X = UA = U
[i]
SRm

. So, the optimal

matrix F
[3,i]
m,k is given by

F
[3,i]
m,k = V

[i]
Rm,k(Λ

[i]
Rm,k)

−1ΛXVH
X(A

[3,i]
m,k +K

[3,i]
m,k)

−1/2

= V
[i]
Rm,k(Λ

[i]
Rm,k)

−1ΛXΛD(U
[i]
SRm

)H

= V
[i]
Rm,kΛ

[3,i]
Fm,k(U

[i]
SRm

)H . (49)

Clearly, B[t,i]
m,k and F

[t,i]
m,k as given in (46) and (49) diago-

nalize the end-to-end equivalent channel.

2) The Optimal Precoding and Post-Processing Matrices
for DF-FD Relaying: For DF-relaying protocols, the channel
capacity on subcarrier i is always limited by its bottleneck
link. The MMSE matrix at the relay in (11) can be written as

Δ
∗[1,i]
m,k

= IN − (H
[i]
SRm

B
[1,i]
m,k)

H
(
H

[i]
SRm

B
[1,i]
m,k(H

[i]
SRm

B
[1,i]
m,k)

H +

Υ
[1,i]
m,k

)−1

H
[i]
SRm

B
[1,i]
m,k

= IN −QH
AΛ

1
2

AU
H
A

(
UAΛAU

H
A +Υ

[1,i]
m,k

)−1

UAΛ
1
2

AQA

= IN −QH
AΛ

1
2

AΛA+ΥΛ
1
2

AQA = IN −QH
AΛZQA

= IN −PDF , (50)

where PDF = QH
AΛ

1
2

AΛA+ΥΛ
1
2

AQA, ΛA+Υ = ΛA +Υ
[1,i]
m,k,

ΛZ = Λ
1
2

AΛA+ΥΛ
1
2

A, and Υ
[1,i]
m,k is a diagonal matrix which

was defined in (12). By applying the same technique as in (44),
the diagonal elements of matrix PDF are majorized if QH

A =
IN such that PDF is a diagonal matrix. In other words, the
MSE is minimized if PDF is a diagonal matrix. On the other
hand, we can treat the link of relay m to user k as a point-to-
point MIMO communication channel due to the intermediate
decoding and re-encoding processes at relay m. Therefore, we
can directly apply the results in [33] to diagonalize the user
channels with the help of F[t,i]

m,k.
By following the same steps as in (45), we find that

the optimal structure of precoding matrix B
[t,i]
m,k for DF-

FD relaying has the same form as in (46), i.e., B
[t,i]
m,k =

V
[i]
SRm

Λ
[t,i]
Bm,k. On the other hand, for the link of relay m

to user k on subcarrier i, the optimal structure of F
[t,i]
m,k

should contain the N eigenvectors of H
[i]
Rm,k(H

[i]
Rm,k)

H for

channel diagonalization, i.e., F
[t,i]
m,k = V

[i]
Rm,kΛ

[t,i]
Fm,k, where

Λ
[t,i]
Fm,k ∈ CN×N is a diagonal matrix with diag(Λ[t,i]

Fm,k) ={√
P

[t,i]
RDm,k,1

√
P

[t,i]
RDm,k,2 . . .

√
P

[t,i]
RDm,k,N

}
, which repre-

sents the transmit power in each eigenchannel for the relay
m to user k link on subcarrier i.

Remark 1: To prove Theorem 1 for AF-HD relaying, we
can follow the proof in [45] or use the same approach as
above and set the interference cancellation error to σ2

e = 0.

B. Proof of Proposition 1

For t = 1, i.e., DF-FD relaying, by varying the power
allocation variables in each hop, the maximum capacity for
t = 1 on subcarrier i on spatial channel n is achieved
when the amounts of information received at the relay

and the destination are identical, i,e.,
P

[1,i]
SRm,k,nγ

[i]
SRm,n

γ
[i]
LIm,nP

[1,i]
RDm,k,n+1

=

P
[1,i]
RDm,k,nγ

[i]
RDm,k,n. Therefore, we can set P

[1,i]
SRm,k,n =

P
[1,i]
m,k,n − P

[1,i]
RDm,k,n in the above equality and solve for

P
[1,i]
RDm,k,n which yields

P
[1,i]
RDm ,k,n =

√
(Υ

[i]
m,k,n)

2 + 4Ψ
[i]
m,k,nP

[1,i]
m,k,n −Υ

[i]
m,k,n

2γ
[i]
LIm,nγ

[i]
RDm,k,n

. (51)
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Then, the effective SINR can be calculated by multiplying
P

[1,i]
RDm,k,n in (51) with γ

[i]
RDm,k,n. C [2,i]

m,k can be obtained in a
similar manner. On the other hand, for the AF protocol, we
assume a high SNR in order to obtain a tractable result. Then,
the SINR/SNR for t = 3, 4 can be approximated as

Γ
[3,i]
m,k,n ≈

P
[3,i]
SRm,k,nγ

[i]
SRm,n

P
[3,i]
RDm,k,nγ

[i]
LIm,n

P
[3,i]
RDm,k,nγ

[i]
RDm,k,n

P
[3,i]
RDm,k,nγ

[i]
RDm,k,n +

P
[3,i]
SRm,k,nγ

[i]
SRm,n

P
[3,i]
RDm,k,nγ

[i]
LIm,n

and

Γ
[4,i]
m,k,n ≈ γ

[i]
SRm,nP

[4,i]
SRm,k,nP

[4,i]
RDm,k,nγ

[i]
RDm,k,n

γ
[i]
SRm,nP

[4,i]
SRm,k,n + P

[4,i]
RDm,k,nγ

[i]
RDm,k,n

, (52)

respectively. Now, we use P
[t,i]
SRm,k,n = P

[t,i]
m,k,n − P

[t,i]
RDm,k,n

in the SINR/SNR expressions and take the derivative of
Γ
[t,i]
m,k,n w.r.t. P [t,i]

SRm,k,n for t = 3, 4. Again, we can express

P
[t,i]
RDm,k,n in terms of P

[t,i]
m,k,n and the channel coefficients,

e.g. P [4,i]
RDm ,k,n =

P
[4,i]
m,k,n(γ

[i]
SRm,n−

√
γ
[i]
SRm,nγ

[i]
RDm,k,n)

γ
[i]
SRm,n−γ

[i]
RDm,k,n

for t = 4.

Then, C [4,i]
m,k can be obtained by substituting the new expres-

sion for P
[t,i]
RDm,k,n into (52) for t = 4. For deriving C

[3,i]
m,k in

Table I, we follow the same steps as for t = 4, and further
approximate the resulting SINR as

Γ
[3,i]
m,k,n ≈ (P

[3,i]
m,k,n)

2γ
[i]
SRm,nγ

[i]
RDm,k,n

P
[3,i]
m,k,nγ

[i]
SRm,n + 2

√
(P

[3,i]
m,k,n)

3Ψ
[i]
m,k,n

≈
√
γ
[i]
RDm,k,nγ

[i]
SRm,nP

[3,i]
m,k,n

2
√
γ
[i]
LIm,n

(53)

for P
[3,i]
m,k,n → ∞ to make the power allocation tractable.
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