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Abstract—A dynamic reservation time division multiple access A major issue related to the realization of WATM networks is
(DR-TDMA) control protocol that extends the capabilities of the selection of a medium access control (MAC) protocol that
asynchronous transfer mode (ATM) networks over the wireless ;| efficiently and equitably allocate the scarce and valuable

channel is proposed in this paper. DR-TDMA combines the di di th ti bile stati hil
advantages of distributed access and centralized control for radio medium among the competing mobiie stations while re-

transporting constant bit rate (CBR), variable bit rate (VBR), and ~ Specting the quality-of-service (QoS) requirements of each ad-
available bit rate (ABR) traffic efficiently over a wireless channel. mitted connection. For compatibility with the wired ATM net-
The contention slots access for reservation requests is governed bywork, the WATM MAC protocol must support the standard ATM
the framed pseudo-Bayesian priority (FPBP) Aloha protocol that - gepyice classes: constant bit rate (CBR), variable bit rate (VBR),

provides different access priorities to the control packets in order . . .
to improve the quality-of-service (QoS) offered to time sensitive and available bit rate (ABR) traffic. In the past years, several

connections. DR-TDMA also features a novel integrated resource Projects have developed MAC protocols for wireless ATM net-
allocation algorithm that efficiently schedules terminals’ reserved works [3]-[10], and most of these protocols are designed to sup-
access to the wireless ATM ch_annel by consic_iering their requested port multimedia ATM traffic. Among the known allocation al-
bandwidth and QoS. Integration of CBR, voice, VBR, data, and 44 ithms for WATM, we can underline the protocols presented

control traffic over the wireless ATM channel using the proposed . .
DR-TDMA protocol is considered in this paper. Simulation results in [5], [8]-[10] as being the most complete and efficient. In [5]

are presented to show that the protocol respects the required @nd [10], the proposed allocation algorithms require an explicit
QoS of each traffic category while providing a highly efficient transmission of the current requirement of each active connec-

utilization of approximately 96% for the wireless ATM channel.  tion from the mobile to the base station. This produces a large
Index Terms—MAC protocols, performance evaluation, wireless Overhead and results in a throughput reduction. In this paper,
ATM. we use a novel predictive approach where the base station es-

timates from a limited number of parameters the current re-
quirements of the connections. A similar predictive approach
has been proposed in [9] for VBR traffic. However, with the
N RECENT years, we have seen a rapid proliferation efiethod that we are proposing in this paper, by forcing the VBR
high performance portable computers, and an increasiggurce to be rate-controlled, we are able to significantly in-
popularity of multimedia applications. We can therefore expecitease the performance. Our method also employs a cell con-
an emerging demand to connect these devices to the fixesl algorithm that complies with the ATM Forum specifica-
network to transfer voice, video, data, and multimedia traffitions, which has not been accomplished before for the wireless
The wireless network will be required to be compatible witenvironment. Another area where most of the previously pro-
the wired broad-band communication network. Asynchronog®sed protocols present some pitfalls is related to the random ac-
transfer mode (ATM) was recommended by ITU-T to be theess protocols employed for initial access. They either limit the
transfer protocol of the emerging broadband integrated serviegsgay-throughput performance [5], [8], [9] or restrict the number
digital network (B-ISDN) [1] and the concept of wireless ATMof users [10]. Generally they do not offer access priorities be-
(WATM) was introduced to extend the capabilities of ATMween different service classes. In the MAC protocol presented
over the wireless channel [2]. in this paper, we adopt a new random access protocol that allows
usto increase the throughput performance while maintaining the
required QoS, by enabling appropriate control traffic access pri-
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Fig. 1. DR-TDMA frame structure.
the FPBP protocol dynamically adjusts the number of uplink TABLE |
(mobile to base station) control slots as a function of the traffic DR-TDMA MAC FRAME PARAMETERS
load to optimize the _channel utlllzgtlon. A key feature _of our Channel bit rate 8.528 Mbps
DR-TDMA protocol is the bandwidth allocation algorithms durati )
used to distribute the bandwidth among the CBR, voice, Frame duration ms
VBR, data, and control traffic. These include, in particular, Uplink data slot size 60 bytes
an efficient rate-based allocation algorithm for VBR traffic, Uplink control slot size 20 bytes
which incorporates a cell control algorithm to enforce the Preamble size 16 bytes
conformance of a VBR flow with the connection’s declared Frame header 16 bytes
traffic parameters (sustained cell rate, peak cell rate, and
. . . Number of slots per frame 35
burst tolerance). A method to integrate the different allocation Nummber of | minialot ot 3
algorithms to provide ubiquitous wireless ATM services is umber of control mini-sots per s'o

described. We present simulation results to illustrate the perfor-

mance of the DR-TDMA protocol under a wide range of traffie@ frame period and which mobile stations will receive or send
conditions. These results show that the protocol proposedormation using the data slots. System parameters adopted for
in this paper outperforms, under similar traffic conditionghe DR-TDMA protocol are according to the literature [2], [9]

previous protocaols. and are summarized in Table I. It should be noted that the only
The paper is organized as follows. Section Il gives gparameters that directly influence the MAC protocol efficiency
overview of the DR-TDMA protocol. In Section Ill, the are: the frame duration, the number of control and data slots per

source models are presented. In Section IV, we describe freme, and the ratio of data slot size to control slot size.
resource allocation algorithms. An evaluation of DR-TDMA )
performance by simulations is presented in Section V. Finalf§; Protocol Mechanisms

Section VI concludes the paper. In the uplink channel, control slots provide a communication
mechanism for a mobile station to send a reservation request

II. DYNAMIC RESERVATION TDMA PROTOCOL during the contention phase of the connection, while the data

slots supply it with contention-free bandwidth resources during
A. Frame Structure the data transmission phase. An uplink control packet is sent

A DR-TDMA protocol is adopted to multiplex multimediawhenever a mobile station needs to signal the base station and it
ATM connections over a single time division duplex (TDD)Xoes not have an assigned data slot. Uplink control packets pro-
radio channel. Fig. 1 illustrates the frame structure employegitle the base station with the traffic characteristics and source
by the DR-TDMA protocol. The fixed length DR-TDMA frame status of the corresponding mobile stations’connections. Up-
is time-duplexed into an uplink and downlink channel and tHak control packets are sent in contention-mode according to
boundary between these two parts is dynamically adjusted afhe FPBP protocol described in Section 11.C. This protocol as-
function of the traffic load. The downlink and uplink channelsigns contention access priorities to mobile stations according to
are dynamically divided into control and data transmission ptte required QoS of their connections. The contention delays of
riods, each consisting of an integer number of slots where edtthe sensitive control packets are thus reduced. Feedback for the
slot has the same length as a data packet. Slots assigned for opfink control packets is sent in the downlink control packets in
trol purposes are further divided into three control minislotshe next frame. Mobile stations which control packets have ex-
each carrying a control packet. The base station has absojgeienced a collision will repeat the contention process in sub-
control in determining the number of each type of slots durirepquent frames until they are successful.
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After completing the contention procedure, the mobile statidar (each priority clasg)
can use the data slots assigned by the base station without un-
dergoing further contentions. While a mobile station has access i—1
to reserved data slots, traffic parameters and status informationj; = min | 2;/K*, 1 — Z o

e.g., specifying requirements for additional data slots, can be j=1
sent piggybacking on the data packets. The base station will use P

these traffic parameters to allocate uplink data slots to each fe= 1 — Z At

serving station according to the allocation algorithms presented i=1

in Section IV. When a connection has successfully sent its e (each priority class)
guest, it enters the data transmission phase and monitors down- P y

link control slots in each subsequent frames to receive its slot by
. . . . . . A? — A? ? L
assignments, which identify the uplink data slots in the current ¥ =% + — .
frame in which the mobile station should send its packets. Z A
j=1

C. Contention Access Scheme
In a reservation MAC protocol such as DR-TDMA, before

obtaining contention free access to the channel, a mobilegych \wajting control packetis then independently transmitted
must wait for its request packet to be successfully sent t0 thne uplink control period of frameaccording to the transmis-
base station in contention with control packets from othefsn probabilityg! of the priority class it belongs to. Transmis-

connections. Therefore, the contention phase that a conneclighh, probabilities are computed centrally in the base station as
goes through before obtaining contention-free packet traggows:

missions has a major effect on the delay QoS of a reservation

MAC protocol. As the QoS of some classes of traffic is more ) S
sensitive to the contention delay than others, this calls for the % = mm<1’ ﬁ_gK ) :
design of a contention access scheme that provides a lower

contention delay to time sensitive control packets while beirla control packet is transmitted in a given frame, one of the
adapted to the structure of DR-TDMA. The FPBP protocalvailable uplink control minislots is independently chosen with
described in detail in [11] has been designed to satisfy thedgual probability for its transmission. Using this algorithm, the
requirements, and is employed by mobile stations to accesgtrol traffic throughput is maintained closed to its optimum
uplink control mini-slots. This protocol is an extension ofalue ofe~! while high priority control packets enjoy a higher
Rivet's pseudo-Bayesian Aloha stabilization algorithm [123ccess probability.

that provides multiple levels of access priorities and is adapted

to the frame structure of DR-TDMA. I1l. SOURCE MODELS

We now summarize the control traffic access algorithm. Sup-_l_he source models presented in this section are not only

t ini- i i t
pose thatic™ control mini slpts are avallgble in frame K useful for the performance analysis of the DR-TDMA protocol;
is computed each frame using the algorithm presented in Sec-

; . L . e resource allocation algorithm proposed in Section IV is
tion IV-D. There arep different control priority classes with ar- : )
o - . also partially based on the selected source models. The voice
rival intensitiesA, ..., A,. A; is the average number of con-

trol packet arrivals per frame of priority clagrom all mobile and data source models do not require any traffic policing from

. . . o he transmitting mobile stations. On the other hand, traffic
stations and is computed using a moving time-average of the .= ™

) - shaping is mandatory for the VBR sources, and allows the
number of successful uplink control packet transmissions fram

classi per frame. A lower index corresponds to a hiaher ric)rit|mplementation of an efficient VBR allocation algorithm which
P : P gherp theets the QoS specifications defined by the ATM Forum. The
class for the control packets. . L .
cell control algorithm is similar to what would be required from

_Let nne De the number of idle control slots or control S.IOt% VBR source connected to an ATM network, and the source
with successful access, and the number of control slots with

collisions in framet — 1. At the beginning of each frarme for rate control is in conformance with the structure of a typical

L . , o .. video coder such as MPEG.
each priority clasg, an estimaté:; of the number of waiting
control packets is updated froff ="', 4!~ (the effective pri-

ority parameter)K*—* and the feedback(,. andn.) for frame

)

A. Voice Source Model

t — 1 according to the rule [11]: A voice source generates a signal that follows a pattern of
s talkspurts separated by silent gaps. A speech activity detector
Al = A + 1. max <0 n, =~ ,Aﬁ_l) can be used to detect this pattern. Voice packets (cells) are thus
oo "KL transmitted only during periods of speech activity to reduce the
ﬁz_l fy;—l traffic and enable statistical multiplexing. Therefore, a voice
e <Kt1 c_ 2) (1) source can be described by ar/oFF model: the source alter-

nates between than state where the source generates packets at
The effective priority parametér of each class is then com-rate 2, the encoder bit rate, and tber state where no packets
puted using the following prorating algorithm [11]: are generated. Durations ol and OFF states are modeled by



FRIGONet al: DYNAMIC RESERVATION TDMA PROTOCOL FOR WIRELESS ATM 373

TABLE I state in the VBR source. Fortunately, real VBR sources such as
VOICE SOURCEMODEL PARAMETERS MPEG video encoders do not generate traffic flows which con-
0 1.00 5 tinuously vary with time. Inste:_;ld, their bit rates typically vary
oo L35 ¢ among a fixed number of possible rates [14], [15]. Also, a gen-

eral VBR traffic flow can be rate-controlled using such algo-

Activity ratio | 0.426 rithms as presented in [16]. We therefore consider a discrete

R, 24 Kbps rate VBR model that gives the basis for efficient slot sched-
T, 16 ms uling with a minimal amount of control traffic. In this model,
MTD 16 ms the source traffic flow when cel arrives has an instantaneous
Priority high cellrateR. = [°R,, whereR,, is the basic source cell rate. After

the arrival of cellc, the cell arrival rate changes to the value
Ry = IR,

TABLE Il The above discrete rate VBR model can be modeled
DATA CONNECTION PARAMETERS . ..
mathematically by a superposition df ON/OFF sources,
Data source bit rate 19.2 Kbps similarly to what was proposed in [17]. EaciN/OFF source
Average interarrival time between data burst (¢;) | 100 ms s (S =1 S) alternates between then and OFF states.

Durations ofon andoFF states are assumed to be exponentially

Beta parameter of the gamma function () 3 distributed with meang;®* and ¢, respectively. Although
Mean burst length () 5 cells this mathematical model is not representative of every types of
Maximum transfer delay (MTD) 60000 ms VBR sources, it provides an easy means to evaluate the effi-
Priority low ciency of the proposed protocol and demonstrate its properties.

It should be stressed that thisy/oFF model is only used for
S . performance evaluation purposes. The allocation algorithm
exponential distributions with mean valugsand;, respec- proposed in Section IV-C is, therefore, not based ondNi®FF
tively. This model is similar to the “slow” speech activity desodel but on the general rate-controlled VBR source model
tector model described in [13], and we have therefore seleciggkribed in the previous paragraph.

the same values for parametéyandt;. A voice source is also  \when a VBR connection is admitted in the WATM network,
characterized by the packetization delay to assemble a pagk! required to specify the parameters of its traffic flow. Cells
payloadT,,. If a voice packet is not sent within its maximumy, ot conform to the specified traffic contract receive a high
transfer delay (MTD), it should be dropped. In our voice sourg§,s, while nonconforming cells are served on a best-effort
model, the MTD is set equal to the packetization défai-e., pasis without any QoS guarantee. Nonconforming cells are

one voice packet is buffered). Table Il summarizes the voicgy necessarily discarded in order to take advantage of unused
source model parameters. resources in the network.

When a packet (cell) arrives from the VBR rate-controlled
B. Data Source Model source, the cell control algorithm shown in Fig. 2 determines

Data sources are represented by a model in which batche¥ dfie packet conforms with the VBR traffic parameter. An ar-
packets (ATM cells) arrive in the mobile station buffer at a ceriving packet is considered to be in compliance with the speci-
tain rate. This model is in accordance with the ATM adaptatidied traffic parameter if, when the packet arrives from the source,
layer AALS used for ABR and UBR data traffic, which segthere is a token in the guaranteed token pool. In this case, a token
ments packets received from the upper layer into 48-byte AT removed from the guaranteed token pool and the packet is
cells. Itis reasonable to assume that these cells arrive in the datgged as a guaranteed packet and will receive priority service
buffer of a mobile station at approximately the same time.  which guarantees a high QoS. Otherwise, the packet is tagged as

The interarrival time between groups of packets is assumg®est effort packet and will receive a low QoS. Cells are queued
to be exponentially distributed with meap. The number of in the output buffer until the mobile station receives a slot allo-
packets in each batch arrival is given by= [z], wherez is  cation for their transmissions over the wireless channel. Tokens
gamma distributed with parametefsand¢. Using a random arrive at a constant rate 9f2, and are queued in the guaranteed
number generator, we find thathas a meap, approximately token pool, which can store a maximumf tokens. Tokens
given by1/6 4 0.5 and a mode value df3 — 1/46) 4- 0.5. We  arriving at the guaranteed token pool when it is full are lost.
have selected this model instead of the usual geometric mottak above cell control algorithm is similar to the virtual sched-
because the latter one has a mode value of one which is otwg algorithm considered by the ATM Forum [18]. Similarly
realistic for ATM data traffic. The data parameters used in this voice packets, VBR packets are discarded when they exceed
paper are presented in Table III. their MTD.

C. VBR Source Model

AVBR source generates a traffic flow at a rate that varies with
time. If the transmission rate varies continuously in an uncon-The main objective of a WATM bandwidth allocation algo-
trolled manner, it would require much control traffic from theithm is to efficiently exploit statistical multiplexing while pro-
mobile station to keep the base station updated about the buffieling the negotiated QoS to each admitted connection in the

IV. BANDWIDTH ALLOCATION ALGORITHMS



374 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 2, FEBRUARY 2001
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Fig. 2. Cell control algorithm.

network. In this paper, we only consider the bandwidth allocatots, it transmits packets that are waiting in its buffer on a

tion for uplink transmissions since downlink transmissions cdinst-in-first-out basis.

be scheduled in the same manner as in a wired ATM switch.

For our DR-TDMA protocol, the base station scheduler decidds; Slot Allocation Algorithm for VBR Traffic

based on its current knowledge of the buffer states in the mo-The rate-based VBR allocation algorithm that we propose

bile stations and the connection traffic parameters, how to assigaintains in the base station a virtual status of each admitted
data slots to each connection and the number of slots to allocaBR connection and allocates slots according to the specified

for the control traffic. QoS and the virtual state of the VBR connection in the base sta-
tion. Information about the current cell arrival rate of a VBR
A. Slot Allocation Algorithm for Voice and CBR Traffic source is transmitted from the mobile station to the base station

A CBR connection is a special case of a voice connection COEES:;dplgg)t/r?:Csﬁde:j% I?erdt?)ta rF::zj(i:lgtetthc: E)TJ f?e(iosrt];rt%lsp;ctt]e;’;?f_j
sisting of a single period of activity lasting for the whole con- y P

nection time. We can therefore use the allocation algorithm t %%C:'O?f (ntumb'er Iotf packets, tg pesfcif Eackgts—guar?nt(ejetdkand
we will describe for voice connections to allocate slots for CBRC > c oL affiva times, number o [okens In guaranteed token

connections. At the beginning of a talkspurt, the mobile senagob' These predictions are done by reproducing the source ar-

a high priority control packet to the base station and the coﬁy\?\llﬁgﬁczisew ?I??Rbizﬁr?;i?i% isscz(;j;tl)ﬁ;he d. the mobile sta-
nection is then considered as active. For each active connection : o N
t(l)%rj sends a high priority control packet using the FPBP pro-

the scheduler predicts the packet arrivals using the declared c . ; !
P b 9 ocol. This packet contains the VBR source traffic parameters.

stant bit rate provided in the initial control packet. The slot a—urin the connection. each data packet carries a MAC field
location algorithm for voice traffic uses a time-to-expiry (TTE) . g the ' P .
hich indicates the packet type and the change in source rate

approach in which the connection which voice packet will be | th ket's d ture f the VBR :
discarded first receives the next slot allocation [19]. At the eri‘a\r/e uio?c itie pac ?t;c ﬁparlcure_rhromv rﬁ dr so?rrc:ja f("re"
of a talkspurt, the mobile sets a flag in the last voice packet@ packe s equa — [). The overhead required fo

indicate to the scheduler that the connection is no longer actit c aII(_)cat|0r_1 al_gonthm in data packets IS thus relatively small.
ne bit can indicate the packet type while the rate change can

. ) i be encoded in a small number of bits. For example, if we limit

B. Slot Allocation Algorithm for Data Traffic the variations of the source parametéito an absolute value

For the data traffic allocation algorithm, the base statimmaller than 15, then five bits are enough for this MAC field.
records the buffer length status of each connection using thdf a rate change occurs for one of the predicted packets,
control information transmitted by the mobile. When a batcthen subsequent predictions will be erroneous. However, when
of packets arrive at a mobile, it sends the number of packete base station subsequently receives the packet with the rate
in the new batch arrival either piggybacked to a data paclkatange indication, the newly received information as well as
or in a low priority control packet. After the buffer lengthinformation stored with each virtual packet (current arrival
status of data connections has been updated in the base statate, arrival time, guaranteed token buffer status) allows
the scheduler allocates slots to the connections using a thie virtual buffer status prediction to be updated correctly
bandwidth allocation algorithm [19]. When a mobile receivestarting from this packet. However, when the cell arrival rate
its slots allocation from the scheduler in the downlink contraé equal to zero, or a packet with a nonzero rate change field
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is dropped in the mobile station (a packet can be dropped Allocate slots for _

the mobile station due to its MTD being exceeded or because Agfi,g?f{;%% NRS: ﬁﬂ,";f,’i;“ requested siots for control

is a best-effort packet that cannot be transmitted in sequenc NCS: Number of allocated slots for control
the base station can no longer correctly predict cell arriva v NS: Nfrtﬁrt?:rs ceafslots in the frame

and buffer status. In this case, the information required by th  compute the number mggS“m:q%g;%ﬂg%g@; 4 to CBR traffc
scheduler is transmitted in control packets. of backlagged control NVS: Number of slots allocated to voice

. ket: d NRS
At the end of each frame, the base station updates the v PaNGS < NRS

tual status prediction of each VBR connection based on tff NAS=NAS-NRS
H H H f : Tmax: Maximum time between control slots
connecgon pqrameters and the information repewed_ during tl 3 GR: Number of control mini-slots per slot
frame either piggybacked to a data packet or directly in a contr, Al i' f K: Number of control mini-slots in the frame
H H H ocate slots for voice
packet. Note that the scheduler only predicts arrival 0cCUrTiN ang guaranteed VBR traffic
before the beginning of the frame for which the slot allocatio NAS = NAS - NVS

will be done. When the virtual status of all the connections he

and guaranteed VBR traffic
NDS: Number of slots allocated to data
and best-effort VBR traffic

been updated in the base station, the scheduler allocates s .
to the VBR connections according to the virtual buffer statu -~ nas>o0? N
and QoS of each connection. The slot allocation algorithm | ‘ o
divided into two parts: guaranteed allocation and best-effort a Yes
location. First, the scheduler allocates the available slots to tl ;
VBR connections that have waiting guaranteed packets USil  Time since last - No
the time-to-expiry algorithm. Then, if there are still available . control siot > Tmax ? - i
slots, the scheduler allocates the remaining slots to the VB
connections with best-effort packets in their virtual queue ac Ves
cording to the fair bandwidth allocation algorithm. )

When the allocations for guaranteed and best-effort packe NCS=NCS+1
have been made, the base station announces in the downl NAS=NAS-1
control slots the number of slots allocated to each mobile st
tions. Each VBR connection will transmit the packets in the—— r
same order as they arrived in its buffer, with priority given tq , 4jocae sois fordata =
guaranteed packets. If, in the current frame, a best-effort pack(  NAS=NAS-NDS

cannot be transmitted but a guaranteed packet with a later i
rival time is transmitted, then the best-effort packet is dropp
to preserve packet sequencing. Technical details of the im;j NCS=-NCS+NAS
mentation of the VBR prediction algorithm are available in [19°
and [20].

Compute effective priority
parameter and |

| i i transmission probabilities
D. Allocation Algorithm for Control Traffic mission pobabiites

The number of slots allocated to control traffic is computed
using the estimate of the number of backlogged control packets 3. Traffic integration flow chart.
determined by the FPBP algorith@h"?_, 7!). Let CR be the

number of control mini-slots per slot, and CSmax the maximum g, 1hermore, before allocating slots for best-effort traffic, if

number of slots that can b? allocated for controlipurposgs. T{Pl% time since the last allocated control slot exceeds a param-
goal of the allocation algorithm for control traffic is to estimate o, Tmax. then a control slot is allocated for the next frame.
the minimum number of control slots, smaller than the maxps hrocess ensures that a contention period will be regularly
imum allowed by CSmax, such that every control packetwaiting ,jjaple to allow potentially time sensitive control packets to

a dynamic adjustment of the number of control slots to obtaif,ne a1l unused slots are allocated to the contention period for
a compromise between a small number of control slots ang g, packets.

low transmission delay. The number of uplink control slots re-

A H .
quested for frame, r*, is determined as follows: E. Traffic Integration

We have described above how slot allocations are indepen-

if &0 Ak >1) dently managed for each type of traffic. However, since the
different WATM services share the same resources, an effective

. ) b oat interaction between the allocation algorithms is needed to
"= mln<[ CR w ’ CSma>9 maximize the utilization efficiency of the shared resources.

Fig. 3 shows the algorithm used to integrate the different
else types of traffic for uplink transmissions using the DR-TDMA
= 0. protocol. The available slots are distributed first to CBR traffic,
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second to control traffic, then to voice and VBR guaranteed TABLE IV
traffic, and finally to data and VBR best-effort traffic. If there VBR CONNECTION PARAMETERS
are any slots left over, they will be assigned to control slots. ;
; 0 . S C t b 1 2
This order of allocation is based on the different priorities and onfecon e # #
Connection Bit Rate 250 Kbps | 667 Kbps

QoS requirements of the ATM services.
The allocations for voice and VBR guaranteed traffic are Basic source cell interarrival (1/R;) | 7.68 ms 3.6 ms
made jointly by maintaining a single list of the active voice con- Number of ON/OFF sources (S) 15 25
nections and VBR connections with queued guaranteed packets  average ON state length (£%7) 100 ms 100 s
in increasing order of TTE. Connections are then allocated
slots in order of increasing TTE. This allows guaranteed VBR

Average OFF state length (/") 200 ms 300 ms

. \ . teed ¢ 5  |5,10and 25
packets and voice packets to receive the same QoS according—o-ranteed parameter (g) ) D an

to their traffic parameters. Similarly, the algorithm maintains _Guaranteed token pool depth (W) | 1 and 10 !

a single list containing the active data connections and the Maximum transfer delay (MTD) 50 ms 50 ms

VBR connections with queued best-effort packets, and the fair
bandwidth allocation algorithm is executed with this list.
For control slots, the number of backlogged control packdi@ffic sent at the connection admission, which will further
at the beginning of the frame, and accordingly the number duce the achievable throughput.
required uplink control slots, is computed using the feedback
from the previous frame’s control slots. After the allocations fat. Performance With Integrated Traffic
CBR, control, voice, VBR, and data traffic have been made, thea first set of simulations have been run with 100 voice con-

number of control slots available in the current frame is knowRections with parameters presented in Section IlI-A, 100 data
and the transmission probabilities can then be computed. Egnnections characterized by the parameters in Table Ill, and
nally, the slot allocations and the contention parameters (NUmR&R connections with parameters in Table IV (we used for
of control slots and transmission probabilities) are announcedhs set of simulation VBR connections #1 withi = 1). The
downlink control slots. number of VBR connections is a varying parameter to illustrate
the performance of the integrated system.
Fig. 4 presents the voice and VBR cell loss rates as functions
of the number of VBR connections. It is apparent that the inte-
A C++ simulator has been written to evaluate the performangeated allocation algorithm meets the VBR and voice QoS (i.e.,
of the proposed DR-TDMA protocol. The simulator exactly im19% cell loss rate [21]) for all the traffic conditions. We note that
plements the scheduling algorithm described in Section IV. Thtee cell loss rate of VBR traffic is higher than for voice traffic;
results therefore reflect the impact of signaling delay and inats is due to the fact that a portion (on average 14%) of the VBR
curate instantaneous prediction on the protocol performancetraffic receives a best effort service. The VBR total cell loss rate
this section we only present a subset of the simulation resutisludes both guaranteed and best-effort packet losses. On the
that have been obtained (see [19] for additional results). other hand, even if voice and VBR guaranteed traffic receives
To focus on the MAC performance, we consider a perfettie same service, the voice cell loss rate is higher than that of
radio channel without errors and fading, i.e., we assume praptaranteed VBR cells because of voice cell losses caused by de-
erly designed signaling and channel coding schemes which miismyed control packets, which is not a performance determining
imize transmission errors. Each simulation was run for a mifactor for guaranteed VBR traffic. In fact, no loss of VBR guar-
imum simulation time of 5000 seconds to ensure accuracy of theteed packet have been observed in the simulations. Even for
results. For the FPBP access protocol, the number of priordythroughput of 99%, as indicated by Fig. 5, the QoS of voice
levelsp is set equal to 2. Voice and VBR control packets ar@and VBR traffic is maintained at the expense of data QoS.
assigned priority level 1 and data control packets are assignedhe flattening of the voice cell loss rate between 13 and 14
priority level 2. The length of the window used for computing/BR connections can be explained by the fact that the per-
the moving time average of the number of successful contformance of voice traffic is mainly determined by contention
packet transmissions for each traffic class is set to 100 framgaffic, which in turn is influenced by the volume of voice and
CSmax has been set to 2 and Tmax to 12 ms. We have assuntegd control traffic and the number of control slots available.
an infinite buffer at each mobile station such that cell losses afhen the number of VBR connections increases, the number
only due to exceeding the MTD. of available control slots decreases causing an increase in con-
In order to evaluate the efficiency of the uplink MAC pro+ention which contributes to the initial increasing cell loss rate.
tocol, we assume that downlink control slots do not consuriéhereas before the flat the voice and data control traffic is al-
any transmission bandwidth. The throughput is defined asost constant, when the number of VBR connections reaches
the ratio of the average number of slots used for data packé&t we see from the delay results in Fig. 6 that the data delay
transmissions per frame (excluding control packets) to the tothmatically increases. At this point, the datatroltraffic de-
number of slots available per frame (35 slots). The offered loadeases because the buffers in the corresponding mobile stations
and achieved throughput thus include cell headers but do moé seldom empty, such that an increasing number of requests
include control packets. Therefore, control traffic contributeare sent to the base station piggybacked to data packets. There-
to a throughput reduction. We also did not consider preambtee, the two opposing effects result in the flat. Beyond this

V. PERFORMANCEEVALUATIONS
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point, the decreasing number of available control slots caug#ains the fact that there is a minimum transmission delay of
further increases in the voice cell loss rate. one frame (2 ms). On the other hand, data traffic information
We can observe from Fig. 6 that the minimum VBR celdbout batch arrivals can only be transmitted in the frame fol-
delay is 2 ms and for data traffic there is a minimum delay ddwing their arrival, therefore adding an additional one frame
4 ms. These minimum delay results from the allocation algdelay for a minimum transmission delay of two frames (4 ms).
rithm since the base station does not predict future arrivals at~ig. 6 shows that the VBR cell delay remains approximately
the mobile station but arrivals that has occurred before the cat-its minimum value of 2 ms for all throughput values. On the
rent frame. Therefore, VBR slot allocation in the current framether hand, data traffic experiences a minimum delay of 4 ms
are for packets that arrived in the previous frames, which ewhile the throughput is below 80%. When the offered load in-
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Fig. 7. Voice loss rate as a function of the number of data connections with 100 voice connections.
creases further, the allocation algorithm can maintain a reasoste results presented in Fig. 7 show that, whereas in the non-

able data traffic delay below 100 ms up to a throughput of 96@6iority case (when voice and data control packets are assigned
(with 14 VBR connections). For higher offered loads, the dathe same priority in the FPBP protocol) the cell loss rate would

QoS rapidly decreases. become high enough to degrade the voice performance as data
) ) ] load increases, the FPBP protocol keeps the voice cell loss rate
B. Performance with Voice and Data Traffic to an acceptable level such that it is not a limiting factor of the

Another set of simulations have been run with only voice arldR-TDMA protocol performance. Therefore, if the number of
data connections to illustrate the specific impact of the FPBice connections is such that the voice cell loss rate is accept-
protocol on the QoS offered to voice connections. The cell logble, any number of data connections can be admitted without
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Fig. 8. VBR cell loss rate as a function of the number of VBR connections #2.

degrading the voice QoS. The decrease in the voice cell I@ghe base station scheduler and the real status of the respective
rate beyond a certain data load is due to the same reasonrambile station. Furthermore, a high&E will allow the system
plained in Section V-A (i.e., an increasing number of data rés support more data traffic. For the simulated conditions we
guests are piggybacked on data packets, resulting in a reductiane obtaine@dE values superior to 99%. However, we have to

of the overall contention traffic and hence a decrease in the volze careful in the interpretation of this number. The allocation ef-
cell loss rate). Furthermore, the voice cell loss rate performarft@ency is not the same as the prediction accuracy (i.e., we don’t
improvement due to the FPBP protocol does not affect the déi@ve a 99% prediction accuracy). Under light traffic conditions,
delay, and a throughput of 96.5% can be sustained while keepmgrent traffic information can be transmitted to the base station
the data delay below 250 ms and a voice cell loss rate lower thaith a low delay. Therefore, prediction of arrivals that occurred

1% [19]. before the current frame are mostly accurate. On the other hand,
under heavy traffic conditions the prediction will not be as accu-
C. Performance with VBR Traffic rate. However, when a slot is allocated to a mobile, it is highly

likely that a packet is waiting for transmission. Therefore, the

Finally, we have simulated the DR-TDMA protocol withallocated slot is not wasted even if the prediction was not accu-
VBR connections only to evaluate the performance of the novelte.
VBR resource allocation algorithm that we have presented inFor performance comparison purposes, the connection and
this paper. Figs. 8-10, respectively, show the VBR cell loghannel parameters used for the simulations with the VBR con-
rate, delay, and throughput as a function of the number of VBRction #2 have been set similar to those used by Raychaudhuri
connections; 667 kb/s VBR connections (i.e., VBR connectioes al. to evaluate their MAC protocol in [9]. The results pre-
#2) with the parameters in Table IV were used for this set génted in Figs. 9 and 10 can thus be compared to the results
simulations. We can see that the total cell loss rate remains Imgported in [9]. At low throughput, both protocols show a stable
(below 1%) for an offered load below 90% to 97% dependingelay around 2 ms. However, if we take a target transmission
on the guaranteed traffic paramegekVe observe that when thedelay of 5 ms, the maximum throughput of the protocol in [9]
parametel is decreased, the total loss rate increases slighttyaround 64%, while DR-TDMA attains a throughput of 83%.
but, as expected, there is a significant improvement of the ld¥ste that in this comparison, our throughput values have been
rate of guaranteed cells. It should be noted thatyfer 5, no modified from the previous results to take into account the 8%
loss of guaranteed cells has been observed, hence the lack déwnlink control traffic overhead considered in [9]. Similarly, if
corresponding curve in Fig. 8. These results confirm that ou target a 10-ms delay, the maximum throughput that the pro-
protocol is able to deliver a better QoS to guaranteed traffic. tocol in [9] can achieve is 72%, while our DR-TDMA protocol

Another useful performance measure introduced in [9] is tlan reach a throughput in the range of 86%—-88% depending on
allocation efficiency AE) defined as the fraction of slots allo-the value ofg. For the AE performance, our DR-TDMA pro-
cated to VBR traffic that are actually used for transmissions. t&col shows a performance superior to 99.1%, while the protocol
high AEindex indicates a good match between the virtual statirs[9] has an AE varying between 75% and 80%. From these
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results, we can see that our DR-TDMA MAC protocol outpe®R-TDMA can take advantage of periods of low control traffic
forms the bandwidth allocation algorithm proposed in [9] foro increase the bandwidth available to VBR traffic. Second, in
VBR traffic. [9], only the nature of the buffer length change (increase or de-
Although both the DR-TDMA protocol and the protocol increase) is transmitted from the mobile to the scheduler. This
[9] use in-band signaling to predict in the scheduler the mobitaly requires two bits of packet overhead. On the other hand,
requirements, they differ in several ways. First, the protocol DR-TDMA transmits the exact change of the instantaneous bit
[9] has a 15% fixed overhead for uplink control traffic, whilerate. Therefore, the scheduler has a more accurate information
DR-TDMA dynamically adjusts the amount of slots allocated tof the current status of each mobile station. However, this re-
uplink control traffic as explained in Section IV-D. Thereforequires a slightly bigger overhead (approximately 6 bits as es-
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timated in Section IV-C) which results in a throughput loss ahaximum burst length can help the user to improve the QoS by

less than 1% compared to [9]. Also, the VBR source needs tolbetter defining the VBR traffic characteristics.

rate-controlled for our algorithm, while no constraintisimposed )

by the protocol in [9]. However, this is not a big disadvantadge- Discussion

since most of VBR sources are expected to be rate-controlled aBR-TDMA has a structure similar to previously proposed

explained in Section I1I-C. Furthermore, our protocol is able tgrotocols, especially [3], [8], and [9]. For example, they all

enforce the conformance of the VBR flow with the connection'sse a TDD-TDMA reservation structure. Control packets and

parameter which is not accomplished in [9]. in-band signaling are used to transmit partial mobile status in-
In the previous simulations, we have used a guaranteed tolé@fnation to the base station scheduler to enable prediction of

pool depthi¥ of one token. The paramet& allows a better the bandwidth requirements of the sources. However, there are

adjustment of the guaranteed traffic characteristics: whieis ~2S0 major differences between DR-TDMA and previously pro-

set to one, no bursts of guaranteed traffic is allowed, whereaB@s€d WATM MAC protocols, such as the following:

larger value of#” allows for bursts in the guaranteed traffic. We ¢
have therefore simulated the DR-TDMA protocol with the pa- *
rameters of the VBR connection #1 in Table IV. We have used a
sustainable guaranteed cell rate paramgt#rs to compare the

cell control algorithm with token pool depffy of 1 and 10 to- .
kens. Fig. 11 shows the cell loss rate performance for these two
values of token pool depth. Willv = 10, the guaranteed traffic
is higher, therefore the total cell loss rate is slightly improved *

dynamic adjustment of the number of uplink control slots;
contention access priorities provided through the FPBP
protocol to improve QoS of real-time connections by ex-
pediting the respective control packets;

use of both minimal in-band and out-of-band signaling to
estimate the mobile traffic requirements in the scheduler;
rate-controlled traffic flow enforced for VBR sources; and
VBR scheduling offering high QoS to conforming traffic.

while the guaranteed cell loss rate increases similarly to whettese differences allow DR-TDMA to offer a higher throughput
was observed previously wherwas increased. We should notevhile maintaining the required QoS.

again thatfoM” = 1, no cell loss has been observed for guaran- On the other hand, DR-TDMA has some disadvantages com-
teed packets and therefore the corresponding curve is missipared to other WATM MAC protocols. First, the proposed al-
Furthermore, for a total cell loss rate of 1%, the offered load @dcation algorithm may require more memory and processing
26 VBR connections #1 corresponds to a throughput of 92%power in the base station scheduler. However, this problem is
While the impact of the guaranteed token pool depth value being minimized by continued cost reductions and speed in-
the cell loss rate is small for these traffic conditions, we shoutdteases in memory and processors. Also, although DR-TDMA
recall that the goal of the paramet&Tis to offer more flexibility requires more overhead bits in data packet for in-band signaling
on the definition of the guaranteed traffic characteristics. Thmirposes, we have shown in Section IV-C that the overhead can
oN/oFFmodel used to characterized the VBR sources is knovae reduced to 6 bits. Although this overhead has not been re-
to be slowly varying which explains the small impact@f For flected in the results previously presented, the 6 overhead bits
burstier traffic, the flexibility thafi?” offers to characterize the per WATM cells reduce the net data slot utilization by only
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1.25%, which is quite small compared to the throughput ini=PBP protocol can maintain the voice cell loss rate at under
provements that result from providing more accurate status 86 regardless of the data traffic loads, whereas the voice
formation to the base station using these overhead bits (see $ed-loss rate would become unacceptable without contention
tion V-C). access priority. We have also presented results to demonstrate
Alternately, should the structure of the WATM packet nothe efficiency of the VBR allocation algorithm. A throughput
allow for in-band signaling, then the DR-TDMA protocol perof 90% with a VBR cell loss rate below 1% was obtained
formance may be reduced, but its main features can still be pvéth a number of 666 kb/s VBR connections accessing the
served, provided that the single bit used by each VBR pack#link using the DR-TDMA protocol.
to indicate whether the packet is guaranteed or best-effort re-
mains. In this case, all the other in-band signaling information
needs to be transmitted in control packets, resulting in increased
latency and possibly overallocation of data slots. These factors,
together with the increase in control traffic, tend to reduce the[1] D. Bertsekas and R. GallageData Networks 2nd ed. Englewood
system throughput. On the other hand, the increased controﬂ2 Cliffs, NJ: Prentice-Hall, 1992. .

. . . . ] D. Raychaudhuri and N. D. Wilson, “ATM-based transport architecture
traffic could enhance the Impact of the control traffic priority for multiservices wireless personal communication networlEZE J.
mechanism offered by the FPBP protocol. Select. Areas Commywol. 12, pp. 1401-1414, Oct. 1994.

In the evaluation of the protocol, we have assumed an[3] D. Raychaudhuri, L. J. French, R. J. Siracusa, S. K. Biswas, R. Yuan,

f t . h L Alth h the b tati P. Narasimhan, and C. A. Johnston, “WATMnet: A prototype wireless
error-iree transmission channel. oug € base stalion  ary system for multimedia personal communicatiolEEE J. Select.

prediction algorithms are sensitive to packets losses, they only  Areas Communvol. 15, pp. 83-95, Jan. 1997.
affect the short term accuracy of the status predictions. The4l M.J. Karol, Z. Liu, and K. Y. Eng, “Distributed-queueing request update

. . . . multiple access (DQRUMA) for wireless packet (ATM) networks,” in
predicted mobile station status will be correctly updated as new - ICC'95 June 1995, pp. 1224-1231.,

packets are received or corrupted packets are retransmitted. [5] F. Bauchokt al, “MASCARA: A MAC protocol for wireless ATM,” in
In this paper, we have proposed a per-connection allocation  Proc. ACTS Mobile SummiGranada, Spain, Nov. 1996, pp. 17-22.

; ; _nAl6]l O. Kubbar and H. T. Mouftah, “Multiple access control protocols
algorithm. Alternately, data slots may be assigned on a per-mo for wireless ATM: Problems definition and design objectivelEE

bile basis. This reduces the downlink overhead for allocation  commun. Mag.vol. 35, pp. 93-99, Nov. 1997.
announcements, and allows the mobiles to make local decisiong] J. Sanchez, “A survey of MAC protocols proposed for wireless ATM,”

about allocations for its connections depending on their actual_ 'EEE Networkvol. 11, pp. 52-62, Nov. 1997.
. . P . g . I[ H. Xie, P. Narasimhan, R. Yuan, and D. Raychaudhuri, “Data link con-
status. However, this approach is useful mainly for mobile plat- trol protocols for wireless ATM access channels,’Hroc. ICUPC’95

forms supporting a fairly large number of users and their con-  Tokyo, Japan, Nov. 1995, pp. 753-757.

nections so that some degree of statistical multiplexing can bd®l S K. Biswas, B. Reininger, and D. Raychaudhuri, "UPC base bandwidth
. . . . . allocation for VBR video in wireless ATM,” presented at the ICC'97,
achieved locally at the mobile. For single user mobile stations  \;ni¢al PO, Canada, June 1997.
with typically a small number of connections, the advantage of10] X. wu, S. Wu, H. Sun, and L. Li, “Dynamic slot allocation multiple
this approach could be minimal. access protocol for wireless ATM networks,” presented at the ICC'97,
Montréal, PQ, Canada, June 1997.
[11] J. F. Frigon and V. C. M. Leung, “A pseudo-Bayesian Aloha algorithm
with mixed priorities,” ACM/Baltzer Wireless Networksol. 7, pp.
55-63, 2001.
VI. CONCLUSION [12] R. L. Rivest, “Network control by Bayesian broadcasgEE Trans.
. . Inform. Theoryvol. IT-33, pp. 323-328, May 1987.
In this paper, we have presented a MAC protocol that eff"[l3] S. Nanda, D. J. Goodman, and U. Timor, “Performance of PRMA: A
ciently integrates multiple BISDN traffic classes over a wire- packet voice protocol for cellular system$ZEE Trans. Veh. Technol.

less ATM link. The motivation behind the development of this _ Vol. 40, pp. 584-598, Aug. 1991.

. . . . . 14] H. Heeke, “Atraffic-control algorithm for ATM networks|EEE Trans.
protocol was to obtain a high throughput efficiency while re- Circuits Syst. Video Technolol. 3, pp. 182-189, June 1993.

specting the QoS requirements of the ATM traffic classes. Weis] J. Ribas-Corbera and S. Lei, “Rate control in DCT video coding for
have introduced the application of the FPBP protocol to manage low-delay communications [EEE Trans. Circuit Syst. Video Technol.
the control slot access so as to improve the QoS oftime-sensitiﬁe] pp. 172-185, Feb. 1999.

. A | b d I . | ith K. Joseph and D. Reininger, “Source traffic smoothing and ATM net-
connections. novel rate-based resource allocation agorlt work interfaces for VBR MPEG encoders,” Proc. ICC'95 vol. 3,

for VBR traffic as well as a companion cell control algorithm Seattle, WA, June 1995, pp. 1761-1767.
have been proposed to increase the VBR allocation efficiencht?] B. Maglaris, D. Anastassiou, P. Sen, G. Karlsson, and J. D. Robbins,

- . . . _ “Performance models of statistical multiplexing in packet video com-
and to facilitate user specification of the VBR traffic character munications, 1EEE Trans. Communyol. 36, pp. 834-844, July 1988.

iStiCS_- Finally, an im?grate_d resource allopation algori_thm thatig] The ATM Forum, “The ATM Forum traffic management specification,”,
provides slot allocation priorities to the different services has  vol. 4.0, 1996.
been described. [19] J. F. Frigon, “Dynamic Reservation TDMA Medium Access Control

. . . Protocol for Wireless ATM Networks,” master's thesis, Univ. British
We have presented simulation results that illustrate the Columbia, Aug. 1998.

performance of the DR-TDMA protocol under a wide variety [20] J. F. Frigon, H. C. B. Chan, and V. C. M. Leung, “A variable bit rate

of traffic conditions. The results indicate that DR-TDMA can resource allocation algorithm for wireless ATM,” presented at the
; ; 0 o limiti Globecom’99, Rio de Janeiro, Dec. 1999.

provide throughput 6:’8 high as 96,/0 while limiting Ce,” loss [21] D.J. Goodman, R. A. Valenzuela, K. T. Gayliard, and B. Ramamurthi,

rates to less than 1% for both voice and VBR traffic, and” ~ «packet reservation multiple access for local wireless communications,”

data delay to less than 100 ms. We have also shown that the IEEE Trans. Communvol. 37, pp. 885-890, Aug. 1989.
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