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Abstract—The current wireless cellular networks can be used
to provide machine-to-machine (M2M) communication services.
However, the Long Term Evolution (LTE) networks, which are
designed for human users, may not be able to handle a large
number of bursty random access requests from machine-type
communication (MTC) devices. In this paper, we propose a
scheme that uses both access class barring (ACB) and timing
advance information to prevent random access overload in M2M
systems. We formulate an optimization problem to determine
the optimal ACB parameter, which maximizes the expected
number of MTC devices successfully served in each random
access slot. Hence, the number of random access slots required
to serve all MTC devices can be minimized. To reduce the
computational complexity and improve the practicability of the
proposed scheme, we propose a closed-form approximate solution
to the optimization problem and present an algorithm to estimate
the number of active MTC devices requiring access in each
random access slot. The correctness of the analytical model
and the accuracy of the estimation algorithm are validated via
simulations. Results show that both numerical and approximate
solutions provide the same performance. Our proposed scheme
can reduce nearly half of the random access slots required to
serve all MTC devices compared to the existing schemes, which
use timing advance information only, ACB only, or cooperative
ACB.

Index Terms—Machine type communications, LTE random
access, random access overload.

I. INTRODUCTION

AMACHINE-to-machine (M2M) communication system
consists of a large number of machine-type commu-

nication (MTC) devices, which can communicate with the
remote server or other MTC devices in a peer-to-peer manner.
M2M is leading us to the Internet of Things. Its applications
include smart metering, remote security sensing, health care
monitoring, and fleet tracking. It is expected that more than
3.2 billion MTC devices will be deployed by 2019 [1].

Since potential M2M applications usually require seamless
coverage over a large area, one approach to provide M2M
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services is via the existing wireless cellular networks. Mean-
while, the 3rd Generation Partnership Project (3GPP) Long
Term Evolution (LTE) networks allow MTC devices to connect
to remote servers or devices in other network domains [2].
However, the LTE networks, which are designed for human-to-
human (H2H) communications, may not be optimal for M2M
traffic. M2M communications differ from H2H communica-
tions in several aspects [3]. For M2M traffic, the data payload
can be only several bytes, which is much smaller than the
payload in H2H traffic. Bursty random access requests from
many MTC devices may be sent to the same base station or
evolved node B (eNB) simultaneously. Since the number of
MTC devices can be much larger than the number of human
users, contention among MTC devices for random access,
which seldom happens in H2H communications, can occur
in the M2M context. This type of contention is called random
access overload [4].

To understand how random access overload may degrade
the performance of LTE networks, we now summarize the
procedures of random access for a user equipment (UE) or
an MTC device. A UE first synchronizes its downlink by
listening to the synchronization signals sent by eNB. Then,
the master information block is received, which guides the
UE to receive the system information blocks (SIBs). The
SIBs help UEs to locate the reference signal, obtain valid
random access preambles, and locate random access slots [5].
Random access preambles in LTE networks use Zadoff-Chu
(ZC) sequences [6]. The aforementioned SIBs specify the
64 ZC sequences used for random access in the cell. ZC
sequences are used as random access preambles since an
eNB can distinguish each ZC sequence from the overlapping
received signal and can determine its propagation delay. This is
because the discrete autocorrelation of a ZC sequence creates
an impulse, while two different ZC sequences are considered
to be orthogonal [7].

Consider three UEs n1, n2, and n3 in Fig. 1 (a) as an
example. Without loss of generality, two propagation paths are
assumed for each UE due to multipath effect. UEs n1, n2, and
n3 transmit random access preambles A1, A2, and A3, respec-
tively. The cyclic prefix (CP) is included for transmission of
each random access preamble [8]. Due to different propagation
distance from the UEs to the eNB and the multipath effect,
more than one copy of each preamble with different fractions
of CP are captured by the eNB in its observation interval
in Fig. 1 (b). The captured signal at eNB is the summation
of all signals received as shown in Fig. 1 (c). The eNB
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Fig. 1. Preamble detection and propagation delay evaluation in random
access of LTE networks. UEs n1, n2, and n3 are aware of the 64 random
access preambles used in the cell. They select preambles A1, A2, and
A3 and transmit them with cyclic prefix (CP) to the eNB. By calculating
the correlation between the overlapping cyclic shifted preamble sequences
and each of the 64 preambles, the preambles A1, A2, and A3 and their
propagation delay can be determined.

determines whether the captured signal contains a specific
preamble by calculating its discrete correlation with each of
the 64 preambles. The signal contains a specific preamble as
long as its discrete correlation contains an impulse in time
domain. More than one impulse with different energy for
a preamble may exist since copies of the same preamble
with different fractions of CP are contained in the captured
signal. The impulse with the largest amplitude determines the
propagation delay as shown in Fig. 1 (d).

Fig. 2 presents the first three steps of random access in LTE
networks. After receiving the random access (RA) preamble
transmitted by a UE in Step 1, the preamble index and its
associated propagation delay are determined. Then, the eNB
sends a random access response (RAR) to acknowledge the
UE. An RAR contains the following fields: a) a number to
identify a random access slot, b) the index of the preamble
received, c) the timing advance command [8] [9], and d) the re-
source allocation information. With the aforementioned fields
in an RAR, a) and b) are used together to address an RAR to
the UEs. The timing advance command in c) takes an index
value called timing advance to convey the propagation delay
by a multiple of 16 Ts, where Ts denotes the basic time unit
and is equal to 1/

(
3.072× 107

)
second [6]. In other words,

the propagation delay determined in Fig. 1 (d) is quantized to
an index value with the granularity of 16 Ts. Timing advance
command synchronizes the uplink by informing the UE the
amount of time that its data should be transmitted in advance
so that the data will arrive at eNB at the anticipated time.
The resource allocation information in d) is used to schedule
the transmission of L2/L3 message in Step 3 for the receiver
of the RAR. Some UEs may send the same preamble via
the same random access slot. Thus, these UEs will receive
the same RAR and send their L2/L3 messages over the same
wireless channel. This may cause packet collisions at the eNB
as shown in Fig. 2. Compared to H2H, the probability of this
kind of packet collisions increases in the M2M random access

91 8JA=F>EA

91 9AKIHGKA +919,

5/-50 6AKK=BA

A72<4 HJ 6;3 @AMD?A

NCAJA ?HEEDKDHGK
F=O C=IIAG

:LAI .

:LAI /

:LAI 0

Fig. 2. The first three steps of random access in LTE networks. Multiple UEs
or MTC devices may receive the same RAR if they send the same preamble
in the same random access slot, so their L2/L3 messages may be transmitted
on the same wireless channel and packet collisions may occur at the eNB.

overload scenario since the number of MTC devices requiring
access to an eNB is much larger than the number of UEs.
Thus, random access overload of MTC devices may degrade
the performance of LTE networks.

Various works have been proposed to improve the per-
formance of LTE networks serving MTC devices [10]. Lee
et al. in [11] study the throughput issue and propose to split the
random access preambles into two sets to serve conventional
data applications of UEs and short data applications of the
MTC devices separately. With the group paging approach,
Wei et al. in [12] propose a model to estimate the number
of successful and collided MTC devices in each random
access slot. Liu et al. propose a hybrid medium access control
protocol for MTC devices in [13]. The MTC devices contend
for the transmission opportunities in the first period. Only
successful MTC devices are assigned a time slot for their data
transmissions in the second period.

MTC devices can be grouped with some MTC gateway
devices [14]. Tu et al. in [15] and Fu et al. in [16] notice that
those non-rechargeable MTC devices have limited energy and
propose mechanisms to aggregate several short data packets
at the gateway MTC device and send them together in an
energy-efficient manner. Zhou et al. in [17] use a semi-Markov
chain to determine the optimal number of short packets in an
aggregated packet with a given packet collision rate.

Access class barring (ACB) can be used to reduce random
access overload in LTE networks by broadcasting an ACB
parameter b, where 0≤b≤1, to all MTC devices via SIBs [18].
When an MTC device wants to connect to an eNB, it first
generates a random number between [0, 1] uniformly. It joins
the random access contention only if the generated value is less
than the ACB parameter b broadcasted by the eNB. Lien et al.
in [19] propose a cooperative ACB scheme to control the ACB
parameters on multiple eNBs to serve MTC devices efficiently.
Chou et al. in [20] propose to estimate the ACB parameters
by predicting the number of MTC devices requiring random
access. Duan et al. in [21] propose to dynamically update
the ACB parameter based on the number of packet collisions
occurred in the past.

For a stationary MTC device, since its propagation delay
to the eNB is a constant, the timing advance information in
RARs sent in multiple random access slots is identical. A ran-
dom access protocol for stationary MTC devices is proposed
in [22]. Each MTC device stores the timing advance received
in a successful random access, and compares the stored value
to the timing advance in subsequent random access. It sends



its L2/L3 message only if the same timing advance is received.
By comparing the timing advance information, the probability
of packet collisions in Step 3 of random access is reduced
because not all MTC devices transmit their L2/L3 messages
after they receive the same RAR. However, timing advance is
an index value obtained by quantizing the propagation delay
in a granularity of 16 Ts. It may be identical for two MTC
devices if the difference between their propagation distance to
the eNB is less than 16 cTs, i.e., 156 m, where c is the speed
of light. Thus, only comparing the timing advance information
may not be sufficient to reduce the random access overload
since more MTC devices may have the same timing advance
information when the density of MTC devices increases.

In this paper, we propose a scheme that jointly uses ACB
and timing advance information to reduce random access
overload. Our contributions are as follows:
• We formulate an optimization problem to find the optimal

ACB parameter, which maximizes the expected number
of MTC devices successfully served in each random
access slot. Different from our previous work in [23],
the interval analysis is used in this paper to determine
the numerical solution of the optimization problem.

• To reduce the computational complexity and improve
the practicability of our proposed scheme, we propose
a closed-form approximate solution for the optimization
problem. We further present an algorithm to estimate the
number of MTC devices that require access to an eNB
in each random access slot.

• Our system model is validated via simulations. Simula-
tion results show that the approximate solution obtains
the same performance as the numerical solution with the
proposed scheme in reducing random access overload.
Furthermore, almost 50% random access slots can be
reduced by the proposed scheme when compared to the
existing schemes that use timing advance information
only [22], ACB only [21], or cooperative ACB [19].

The rest of the paper is organized as follows. In Section II,
we introduce our system model and problem formulation. The
numerical and closed-form approximate solutions for the for-
mulated problem and the algorithm to estimate the number of
MTC devices are presented in Section III. Section IV presents
the simulation results. Conclusions are given in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a set of stationary MTC devices N within the cov-
erage of an eNB in LTE networks, where N = {1, 2, . . . , N}.
MTC devices that require access to an eNB send their random
access preambles in periodic random access slots. Since the
MTC devices are stationary, the propagation delay for each
MTC device is a constant. The timing advance is an index
value (i.e., 0, 1, 2, . . .) after quantizing the propagation delay
with the granularity of 16 Ts [6]. Thus, propagation delays that
are close can still be quantized to two different consecutive
index values when there is a multiple of 16 Ts between them.
Different propagation delays may be quantized to the same
timing advance when they are within the same quantization
granularity. To simplify our system model, we assume that

propagation delays are quantized to the same timing advance if
their difference is less than or equal to half of the quantization
granularity. This difference is denoted by τ . Thus, τ is equal
to 8 Ts. Let ti and T iA denote the propagation delay and
timing advance of MTC device i ∈ N , respectively. For an
MTC device j ∈N\{i}, we have T iA = T jA if |ti − tj | ≤ τ
and T iA 6= T jA if |ti − tj | > τ . We refer to the maximum
propagation distance of the MTC devices in set N as the
deployment range R, which is determined by eNB as

R = max
i∈N

c ti. (1)

Each MTC device i ∈ N has stored its timing advance
information T iA in the previous successful random access.
When an MTC device transmits a random access preamble
in a random access slot and receives an RAR, it sends its
L2/L3 message only if the timing advance in the received
RAR matches T iA. Since the root mean square delay spread in
microcells of urban area is 0.25 µs [24, pp. 443], which is less
than τ=8 Ts, it is feasible to compare T iA for MTC device i
in different random access slots.

Consider MTC devices n1, n2, and n3 in Fig. 1 (a) as an
example and assume their propagation delays satisfy t1−t2 >
τ , t1 − t3 > τ and 0 < t2 − t3 < τ . In this example, we have
N = {n1, n2, n3}, T 1

A > T 2
A = T 3

A, and R = ct1. Assume
they transmit the same random access preamble in a random
access slot. At least three copies of the preamble are received
by eNB with similar received power [8]. Since only one RAR
is transmitted for the same preamble, n1, n2, and n3 will
receive the same RAR. In this RAR, T 1

A, T 2
A, and T 3

A have
the same probability to be used as the timing advance. If T 2

A

is included in RAR, since T 2
A and T 3

A are the same, n2 and n3
will send their L2/L3 messages in the same wireless channel
and packet collision will occur. If T 1

A is used in RAR, since
T 1
A differs from both T 2

A and T 3
A, n2 and n3 will not send

their L2/L3 messages. The L2/L3 message sent by n1 will be
successfully received by eNB.

Let r = ct denote the propagation distance of an MTC
device with propagation delay t. Let d = 8 cTs denote
the minimum difference between the propagation distance of
two MTC devices with different timing advance information.
We consider that the MTC devices in set N are uniformly
distributed. The probability that a randomly selected MTC
device has the same timing advance information as the MTC
device that has propagation distance r to the eNB is

p (r) =





2
R2

∫ r+d
0

γ dγ =
(
r+d
R

)2
, if 0 ≤ r < d,

2
R2

∫ r+d
r−d γ dγ = 4rd

R2 , if d ≤ r ≤ R− d,
2
R2

∫ R
r−d γ dγ = 1−

(
r−d
R

)2
, if R− d < r ≤ R.

(2)

Consider an MTC device u ∈ N , we denote Iu = 1
as the event that u passed the ACB check, and Iu = 0
otherwise. If the ACB parameter for the current random access
slot is b, we have the probability P (Iu = 1) = b. Let Yu
denote a random variable, which represents the number of
additional MTC devices that also passed the ACB check in
the current random access slot. Then, Yu follows a binomial
distribution B(N − 1, b). We use Γu = r to represent the



event that an arbitrarily chosen MTC device u has propagation
distance r from the eNB. Given Γu = r, the conditional
probability that there are i additional MTC devices which
passed the ACB check and contend with u in the current
random access slot is

P (Yu = i, Iu = 1 | Γu = r)

= P (Yu = i, Iu = 1)

= P (Yu = i)P (Iu = 1)

=

(
N − 1

i

)
(1− b)N−1−i bi+1, i = 0, 1, . . . , N − 1. (3)

Note that the random variables Iu and Yu are independent of
the position of MTC device u. Consider there are m preambles
in total. Let Ju = j denote the event that u selected preamble
j from m preambles in a uniform manner. Let Lu ⊂ N\{u}
denote the set of other MTC devices except u that have passed
the ACB check and have chosen preamble j. The cardinality
of Lu, denoted as Lu = |Lu|, is a random variable. We have

P (Lu = k, Ju = j | Yu = i, Iu = 1,Γu = r)

=
1

m

(
i

k

)(
1

m

)k (
1− 1

m

)i−k
, (4)

k = 0, 1, . . . , i, j = 1, . . . ,m.

With Lu = k, Ju = j, Yu = i, Iu = 1, and Γu = r (i.e., given
the event that MTC device u, whose propagation distance is
r, has passed ACB check and i other MTC devices have
passed ACB check as well, and meanwhile, among these i
MTC devices, k MTC devices transmitted the same preamble
j as u), MTC device u succeeds in the random access if the
following two conditions are satisfied: a) u’s propagation delay
is quantized as the timing advance information and included
in RAR; b) the other k MTC devices that receive the same
RAR do not have the same timing advance of u. Let Su = 1
(or Su = 0) denote the event that MTC device u succeeds (or
fails) in the current random access. The conditional probability
of Su = 1 is

P (Su = 1 | Lu = k, Ju = j, Yu = i, Iu = 1,Γu = r)

=

(
k
0

)
(p (r))

0
(1− p (r))

k

(
k+1
1

)

=
(1− p (r))

k

k + 1
. (5)

From (4) and (5), we have

P (Su = 1, Lu = k, Ju = j | Yu = i, Iu = 1,Γu = r)

= P (Su = 1 | Lu = k, Ju = j, Yu = i, Iu = 1,Γu = r)

× P (Lu = k, Ju = j | Yu = i, Iu = 1,Γu = r)

=
(1− p (r))

k

m (k + 1)

(
i

k

)(
1

m

)k (
1− 1

m

)i−k

=
1

m (k + 1)

(
1− 1

m

)i(
i

k

)(
1− p (r)

m− 1

)k
, (6)

k = 0, 1, . . . , i, j = 1, . . . ,m.

Thus, for i = 0, 1, . . . , N − 1, and 0 ≤ r ≤ R, we obtain

P (Su = 1 | Iu = 1, Yu = i,Γu = r)

=

m∑

j=1

i∑

k=0

P (Su=1, Lu=k, Ju=j |Yu= i, Iu=1,Γu=r)

=

(
1− 1

m

)i i∑

k=0

1

k + 1

(
i

k

)(
1− p (r)

m− 1

)k

=

(
1− 1

m

)i

×
(

1− p (r)

m− 1

)−1 i∑

k=0

1

i+ 1

(
i+ 1

k + 1

)(
1− p (r)

m− 1

)k+1

=

(
1− 1

m

)i

i+ 1

(
1− p (r)

m− 1

)−1((
1 +

1− p (r)

m− 1

)i+1

− 1

)

=

(
1− 1

m

)i
(1 + φ (r))

i+1 − 1

φ (r) (i+ 1)
, (7)

where φ (r) = 1−p(r)
m−1 and 1

(i+1)

(
i+1
k+1

)
= 1

(k+1)

(
i
k

)
is used in

the third step. From (3) and (7), we have

P (Su = 1, Iu = 1 | Γu = r)

=

N−1∑

i=0

P (Su = 1, Iu = 1, Yu = i | Γu = r)

=

N−1∑

i=0

(
N − 1

i

)
(1− b)N−1−i bi+1

×
(
m− 1

m

)i
(1 + φ (r))

i+1 − 1

φ (r) (i+ 1)

=
m (1− b)N
φ (r) (m− 1)

×
N−1∑

i=0

(1 + φ (r))
i+1 − 1

i+ 1

(
N − 1

i

)(
b (m− 1)

(1− b)m

)i+1

.

(8)

Since N
(
N−1
i

)
= (i+ 1)

(
N
i+1

)
, equation (8) becomes

P (Su = 1, Iu = 1 | Γu = r)

=
m (1− b)N

φ (r)N (m− 1)

=

N−1∑

i=0

(
(1 + φ (r))

i+1−1
)( N

i+ 1

)(
b (m− 1)

(1− b)m

)i+1

. (9)

We further have
N−1∑

i=0

(1 + φ (r))
i+1

(
N

i+ 1

)(
b (m− 1)

(1− b)m

)i+1

=

(
1 +

(1 + φ (r)) b (m− 1)

(1− b)m

)N
− 1, (10)

and
N−1∑

i=0

(
N

i+ 1

)(
b (m− 1)

(1− b)m

)i+1

=

(
1 +

b (m− 1)

(1− b)m

)N
− 1.

(11)



Equation (9) becomes

P (Su = 1, Iu = 1 | Γu = r)

=
m (1− b)N

φ (r)N (m− 1)

=

((
1 +

(1 +φ (r)) b (m− 1)

(1− b)m

)N
−
(

1 +
b (m− 1)

(1− b)m

)N)
.

(12)

By substituting φ (r) = 1−p(r)
m−1 into (12), we obtain

P (Su = 1, Iu = 1 | Γu = r)

=
m

N (1− p (r))

((
1− b

m
p (r)

)N
−
(

1− b

m

)N)
. (13)

An MTC device has to pass ACB check before being served
in a random access slot. The probability that MTC device
u with propagation distance r does not pass ACB check
but succeeds in the random access contention is zero, i.e.,
P (Su = 1, Iu = 0 | Γu = r) = 0. Thus, we have

P (Su = 1 | Γu = r) =

1∑

`=0

P (Su = 1, Iu = ` | Γu = r)

=P (Su = 1, Iu = 1 | Γu = r) . (14)

Since MTC devices in set N are uniformly distributed, we
have

P (Su = 1)

=
2m

R2N

∫ R

0

r

1− p (r)

((
1− b

m
p (r)

)N
−
(

1− b

m

)N)
dr.

(15)

From (15), we can obtain the probability that an arbitrary
MTC device succeeds in the current random access slot
with an ACB parameter b. Let random variable Z denote
the number of MTC devices that succeed in random access.
Random variable Z follows a binomial distribution. That is,
Z ∼ B(N,P (Su = 1)). The expectation of Z is given by

E [Z]

= NP (Su = 1)

=
2m

R2

∫ R

0

r

1− p (r)

((
1− b

m
p (r)

)N
−
(

1− b

m

)N)
dr.

(16)

Note that equation (16) is for one random access slot. In a
bursty request scenario, eNB needs to serve multiple MTC
devices in a number of consecutive random access slots. To
reduce the total number of random access slots required to
serve all MTC devices, we need to find the optimal ACB
parameter b that maximizes E [Z] in each random access slot.
Therefore, the optimization problem can be formulated as

maximize
b

E [Z]

subject to 0 ≤ b ≤ 1.
(17)

From (16), we notice that the objective function in problem
(17) does not have a closed-form expression and it is difficult

to solve. Determining the numerical solution for the optimiza-
tion problem with inequality constraints has been studied in
[25, pp. 343], which provides an algorithm to find the best
solution after running the interval Newton’s method [26] over
all subintervals of the parameters being optimized. However,
with the given algorithm, we have to evaluate the objective
function of problem (17) many times by numerical integrals.
Since the number of MTC devices N varies in different
random access slots, the given algorithm in [25] may not be
practical to be used due to its high computational complexity.

In Section III, we will use interval analysis [27] and prove
that the solution to problem (17) exists on an interval where
the objective function is strictly concave. With the proposed
approach, not only the numerical solution can be determined
efficiently, but also a closed-form approximate solution can
be obtained. An algorithm to estimate the number of MTC
devices requiring access to eNB in each random access slot
will be given. Simulation results to be presented in Section IV
show that the approximate solution obtains the same perfor-
mance as the numerical solution and the proposed estimation
algorithm works well with different MTC traffic models.

III. SOLUTIONS AND PROPOSED ALGORITHMS

We first present our numerical and approximate solutions
for problem (17). We then propose an algorithm to estimate
the number of MTC devices requiring access to eNB in each
random access slot, which is referred to as the backlog of each
random access slot.

A. Numerical Solution

Since the number of preambles m is up to 64 in LTE
networks and b

mp (r) < b
m ≤ 1

m < 1, the objective function
in problem (17), i.e., equation (16), can be approximated as

E [Z] ≈ 2m

R2

∫ R

0

r

1− p (r)

(
e−

Nb
m p(r) − e−Nbm

)
dr

, H (R,N,m, b) .

(18)

We consider the following problem in our further discussion

maximize
b

H (R,N,m, b)

subject to 0 ≤ b ≤ 1.
(19)

We will show that when N is large, the solution to problem
(19) always exists on an interval where the objective function
is strictly concave. Such a narrower interval, which contains
the solution of the optimization problem, is referred as the
sharper interval in the context of interval analysis [27, pp. 21].
To determine the sharper interval of b for problem (19),
we study how the value of b affects the objective function
H (R,N,m, b). We define ρ , 4(R−d)d

R2 to simplify the
notation and present two propositions as follows:

Proposition 1: Given R, N , and m, the function
H (R,N,m, b) is strictly increasing with b on the interval[
0, m ln ρ

N(ρ−1)

]
.

Proof: Please refer to Appendix A.



Proposition 2: Given R, N , and m, the function
H (R,N,m, b) is strictly concave with b on the interval[
0, 2m ln ρ

N(ρ−1)

]
.

Proof: Please refer to Appendix B.
Now we have the following theorem:
Theorem 1: Given R, N , and m, let b? denote the solution

of problem (19). We have




b? = 1, if N ≤ m ln ρ
ρ−1 ,

b? ∈
(

m ln ρ
N(ρ−1) , 1

]
, if m ln ρ

ρ−1 < N < 2m ln ρ
ρ−1 ,

b? ∈
(

m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
, if N ≥ 2m ln ρ

ρ−1 .

(20)

Proof: Please refer to Appendix C.
From Theorem 1, we have b? = 1 for N ≤ m ln ρ

ρ−1 . By further
considering the concavity of the function H (R,N,m, b) with
respect to b on the interval

[
0, 2m ln ρ

N(ρ−1)

]
(Proposition 2),

the value of b? for N > m ln ρ
ρ−1 can be determined as

follows. We first apply the bisection search on the interval(
m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
to determine the value of b that maximizes

the function H (R,N,m, b). We denote this value by b̂?. Then,
the solution of problem (19) is obtained by b? = min

{
1, b̂?

}
.

The procedures for an eNB to serve N0 initial backlog is
given in Algorithm 1. In Line 2, Nc is the current backlog
(i.e., the number of remaining MTC devices that have not
been served), which is initialized by N0. ε is the termination
threshold to search b̂?. Lines 4 – 15 are the steps within one
random access slot. According to above analysis, we have the
optimal ACB parameter b? = 1 if Nc ≤ m ln ρ

ρ−1 (Lines 4 –

5). Otherwise, b? is either on the interval
(

m ln ρ
Nc(ρ−1) , 1

]
when

2m ln ρ
Nc(ρ−1) > 1 or on the interval

(
m ln ρ
Nc(ρ−1) ,

2m ln ρ
Nc(ρ−1)

)
when

2m ln ρ
Nc(ρ−1) ≤ 1. Thus, the eNB first determines the value of
b̂? that maximizes the objective function in problem (19) by
numerical search. Then, the optimal ACB parameter for the
current random access slot is b? = min

{
1, b̂?

}
(Lines 7 –

8). After broadcasting the ACB parameter b? in the current
random access slot, eNB acknowledges each random access
preamble received (Lines 10 – 12). The MTC devices being
acknowledged send their L2/L3 messages to the eNB. Let z
denote the number of L2/L3 messages that the eNB received
successfully in Line 13. Then, the eNB serves those z MTC
devices by allocating wireless channel to each of them. After
serving those z MTC devices successfully, the number of MTC
devices that still need to be served is updated. The eNB con-
tinues to serve the remaining MTC devices in the subsequent
random access slots until all of them are successfully served.

B. Closed-form Approximate Solution

Note that random access overload usually happens when
a large number of MTC devices require access in the LTE
networks. When Nc > m ln ρ

ρ−1 , eNB still needs to evaluate
the numerical integral many times to determine b̂? according
to Line 7 in Algorithm 1. Thus, Algorithm 1 may not be

Algorithm 1 Procedures for an eNB to serve MTC devices
with ACB parameter b? in random access slots.

1: Initialize R, m, d, N0.
2: Set Nc := N0, ρ := 4(R−d)d

R2 , ε := 10−3.
3: Repeat
4: if Nc ≤ m ln ρ

ρ−1
then

5: Set b? := 1.
6: else
7: Determine b̂? by using bisection search on the

concave interval
(

m ln ρ
Nc(ρ−1)

, 2m ln ρ
Nc(ρ−1)

)
until∣∣ ∂

∂b
H (R,Nc,m, b) |b=b̂?

∣∣ < ε.
8: Set b? := min

{
1, b̂?

}
.

9: end if
10: Broadcast b? for the next available random access slot

via system information blocks.
11: Listen and receive the random access preambles.
12: Send RARs for the received preambles.
13: Set z := number of L2/L3 messages which are

successfully received.
14: Serve these z MTC devices by allocating a wireless

channel to each of them.
15: Set Nc := Nc − z.
16: Until Nc = 0.

practical due to its high computational complexity. We pro-
pose a closed-form solution b̃? to approximate b̂?. Then, the
approximate solution to problem (19) is given by

b?appr = min
{

1, b̃?
}
. (21)

We now describe how to determine b̃?. We first define a
set of network scenarios S =

{
ζ1, . . . , ζ|S|

}
, where the three-

tuple ζi = (Ri, Ni,mi), for i = 1, . . . , |S|, denotes a network
scenario. For each network scenario ζi, we determine b̂?i =
arg maxb∈(βi,2βi)H (Ri, Ni,mi, b), where βi = mi ln ρi

Ni(ρi−1) and

ρi = 4(Ri−d)d
R2
i

. Note that (βi, 2βi) is a local concave interval
of H (Ri, Ni,mi, b) with respect to b (by Proposition 2), and
the length of the interval is inversely proportional to Ni. When
Ni is large, i.e., Ni > mi ln ρi

ρi−1 , the length of the interval
(βi, 2βi) is small. Therefore, we introduce a variable γS
(0 < γS < 1) for the set S. For each network scenario ζi ∈ S,
we use the interior point b̃i (γS) = γSβi+(1− γS) 2βi on the
interval (βi, 2βi) to approach to b̂?i . For network scenario ζi,
let δi (γS) denote the relative error of b̃i (γS) from the optimal
value b̂?i , which is determined by the value of γS . We have

δi (γS) =
b̃i (γS)− b̂?i

b̂?i

= γS
βi − b̂?i
b̂?i

+ (1− γS)
2βi − b̂?i

b̂?i
, (22)

0 < γS < 1, i = 1, . . . , |S|.

We now determine the optimal value of γS , i.e., the value
of γS that minimizes the overall relative errors of all network
scenarios in set S. The sign of relative error δi (γS) given
by (22) can be positive or negative depending on the network
scenario ζi ∈ S. To evaluate the overall relative errors for all
network scenarios in S, we determine the square root of the
sum of squares of the relative errors for all network scenarios



in set S . Thus, with the given set S, we need to solve the
following problem to determine the optimal value of γS

minimize
γS

( |S|∑

i=1

δ2i (γS)

) 1
2

subject to 0 < γS < 1.

(23)

Problem (23) can be solved by transforming it to a ge-
ometry problem as follows. We denote two vectors a =(
β1−b̂?1
b̂?1

, . . . ,
β|S|−b̂?|S|
b̂?|S|

)
and b =

(
2β1−b̂?1
b̂?1

, . . . ,
2β|S|−b̂?|S|

b̂?|S|

)
.

Note that a and b can be taken as two points in a hy-
perspace with |S| dimensions. For any γS on (0, 1), we
have the third point in the |S|-dimensional space given by
c = γSa + (1− γS) b. Since βi−b̂?i

b̂?i
< 0 and 2βi−b̂?i

b̂?i
> 0

hold for any network scenario ζi ∈ S , the point a is in the(
2|S| − 1

)th
quadrant of the |S|-dimensional space and b lies

in the first quadrant. That is, problem (23) aims to determine
a point on the open line segment from a to b in the |S|-
dimensional space, which obtains the minimum distance to
the origin. Such a geometry problem is ready to be solved,
and the solution to problem (23) is given by

γ?S = − (a− 0)
T

(b− a)

‖b− a‖22
, (24)

where (·)T denotes the transpose.
To better evaluate γ?S for typical LTE networks, we compose

the set S by enumerating network scenarios with the parame-
ters given as follows: Ri from 200 m to 2 km with increment
of 5 m, Ni from 40 devices to 3040 devices with increment
of 5 devices, and mi from 10 preambles to 64 preambles
with increment of 2 preambles. Therefore, 6,074,908 network
scenarios are included in the set S. We evaluate γ?S with the
set S by equation (24) and we obtain γ?S = 0.83.

Note that b̃? in (21) is used to approximate b̂? in Theorem 1
on the interval

(
m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
. When random access over-

load occurs, the number of MTC devices N is large and the
length of interval

(
m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
is small. Thus, we apply

γ?S = 0.83 given by the set of network scenarios S to obtain
a value of b̃? on the interval

(
m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
. We have

b̃? = γ?S
m ln ρ

N (ρ− 1)
+ (1− γ?S)

2m ln ρ

N (ρ− 1)
=

1.17m ln ρ

N (ρ− 1)
.

(25)

According to (21), the closed-form approximate solution of
problem (19) is given by

b?appr = min

{
1,

1.17m ln ρ

N (ρ− 1)

}
. (26)

We study the relative error between the numerical solution
b? and the closed-form approximate solution b?appr of problem
(19). With all network scenarios in set S, the cumulative
distribution function is shown in Fig. 3. We find that the
relative error from b?appr to b? is bounded by ±2.6%.

The procedures for an eNB to serve all N0 MTC devices
are updated by Algorithm 2, where the eNB does not need to
search for b̂? numerically as Line 7 in Algorithm 1. Instead,
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Fig. 3. Cumulative distribution function of the relative error between b?appr
and b?.

Algorithm 2 Procedures for an eNB to serve MTC devices
with ACB parameter b?appr in random access slots.

1: Initialize R, m, d, N0.
2: Set Nc := N0, ρ := 4(R−d)d

R2 .
3: Repeat
4: Set b?appr := min

{
1, 1.17m ln ρ

Nc(ρ−1)

}
.

5: Broadcast b?appr for the next available random access
slot via system information blocks.

6: Listen and receive the random access preambles.
7: Send RARs for the received preambles.
8: Set z := number of L2/L3 messages which are

successfully received.
9: Serve these z MTC devices by allocating a wireless

channel to each of them.
10: Set Nc := Nc − z.
11: Until Nc = 0.

the ACB parameter b?appr is given by a closed-form expression
as Line 4 in Algorithm 2. Simulation results to be presented in
the next section show that b?appr obtains the same performance
as b? with our proposed scheme.

C. Backlog Estimation Algorithm for Proposed Scheme

The initial backlog N0 in Algorithms 1 and 2 may not
be available to eNB. Thus, the actual backlog Nc in each
random access slot may not be used to determine b? or b?appr.
Meanwhile, MTC devices may not require access to eNB at
the same time since they may not be activated simultaneously.
Furthermore, it is difficult to determine the duration required
to activate all MTC devices and determine the probability that
an MTC device is activated in a specific random access slot.
We propose to estimate the actual backlog Nc in the current
random access slot based on the preamble collision ratio in
the previous random access slot. The preamble collision ratio
is defined as the ratio of the number of different preambles
that are transmitted by MTC devices in a random access
slot but those fail to serve any MTC device over the total
number of preambles available. Let N̂ denote an estimation
of the Nc backlog in the current random access slot. When Nc
MTC devices perform random access, the sub-optimal ACB
parameter is bN̂ = min{1, 1.17m ln ρ

N̂(ρ−1) }, which is determined

by (26) based on the backlog estimation N̂ . We consider



Algorithm 3 Procedures for an eNB to serve MTC devices
with ACB parameter bN̂ based on backlog estimation N̂ .
1: Initialize R, m, d.
2: Set ρ := 4(R−d)d

R2 .
3: Initialize k := 0, N̂ (1) := 1.17m ln ρ

ρ−1
.

4: Repeat
5: Set k := k + 1, b(k)

N̂
:= 1.17m ln ρ

N̂(k)(ρ−1)
.

6: Broadcast b(k)
N̂

for the next available random access slot
via system information blocks.

7: Listen and receive the random access preambles.
8: Set x(k)

N̂
:= number of preambles which are not selected

by any MTC device.
9: Send RARs for the received preambles.

10: Set z(k)
N̂

:= number of L2/L3 messages which are
successfully received.

11: Serve these z(k)
N̂

MTC devices by allocating a wireless
channel to each of them.

12: Set N̂ (k+1) :=

max
{

1.17m ln ρ
ρ−1

, N̂ (k)f−1
R (1−

x
(k)

N̂
+z

(k)

N̂
m

)
}

.

13: Until x(k)
N̂

= m and b(k)
N̂

= 1.

N̂ ≥ 1.17m ln ρ
(ρ−1) since we have bN̂ = 1 for any backlog estima-

tion N̂ ∈ [0, 1.17m ln ρ
(ρ−1) ]. Let random variable ΨN̂ denote the

preamble collision ratio when the sub-optimal ACB parameter
bN̂ = 1.17m ln ρ

N̂(ρ−1) is utilized. We have the following theorem:
Theorem 2: Given R and the ratio of actual backlog and its

estimation Nc
N̂

, the expected preamble collision ratio E[ΨN̂ ] is
approximated by

E
[
ΨN̂

]

≈ 1− e−
Nc
N̂

( 1.17 ln ρ
ρ−1 )

− 2

R2

∫ R

0

r

1− p (r)

(
e−

Nc
N̂

( 1.17 ln ρ
ρ−1 p(r))−e−

Nc
N̂

( 1.17 ln ρ
ρ−1 )

)
dr

, fR

(
Nc

N̂

)
, (27)

which is a strictly increasing function of Nc
N̂

.
Proof: Please refer to Appendix D.
Thus, the inverse function of fR in (27) exists. Since

the deployment range R of the MTC devices is known by
eNB, the inverse function f−1R can be stored on the eNB
by a lookup table to reduce computational complexity. Nc is
equal to N̂f−1R (E[ΨN̂ ]). However, only one instance ψN̂ of
random variable ΨN̂ can be obtained for the actual backlog
Nc. This is because Nc may change over random access
slots since some MTC devices may have been served and
an unknown number of MTC devices may be activated. For
two consecutive random access slots, Nc does not change
significantly. We propose to estimate Nc in a random access
slot based on the value of ψN̂ in the previous random access
slot with the backlog estimation N̂ . We denote by N̂ (k)

the backlog estimation in the kth random access slot. The
backlog estimation for the (k + 1)th random access slot is
obtained by N̂ (k+1) = N̂ (k)f−1R (ψ

(k)

N̂
). The procedures are

given in Algorithm 3. The backlog estimation for the first
random access slot is initialized by N̂ (1) = 1.17m ln ρ

ρ−1 in Line 3.

With the ACB parameter b(k)
N̂

determined for the kth random

access slot in Line 5, the number of preambles not used and
the number of MTC devices successfully served are denoted
by x

(k)

N̂
and z

(k)

N̂
, which are determined in Line 8 and Line

10, respectively. The backlog estimation for the next random
access slot is obtained with the current backlog estimation

N̂ (k) and the preamble collision ratio 1− x
(k)

N̂
+z

(k)

N̂

m (Line 12).
The loop is terminated by Line 13 when no preamble is
selected (i.e., x(k)

N̂
=m) while no MTC device is blocked (i.e.,

b
(k)

N̂
=1), which means all MTC devices have been served.

IV. PERFORMANCE EVALUATION

In this section, we first validate our system model by
comparing the analytical and simulation results of the number
of successfully served MTC devices in a random access slot.
Then, we present that using the optimal ACB parameter b?

takes the least number of random access slots to serve all MTC
devices comparing with using sub-optimal ACB parameters.
We show that the closed-form approximate solution b?appr in
Algorithm 2 achieves the same performance as the numerical
solution b? in Algorithm 1. With the same network settings,
we also present the performance of Algorithm 3, which uses
ACB parameter bN̂ determined by the backlog estimation N̂ in
each random access slot. By applying the MTC traffic models
from [28], we further compare bN̂ with b? in each random
access slot of a simulation run to show its accuracy.

A. Model Validation

To present the correctness of our system model, we compare
the average number of MTC devices served in a random
access slot in simulations to its expectation calculated an-
alytically. We consider N MTC devices require access to
eNB in a random access slot together. They are deployed
within the deployment range R of 1.5 km. For the granularity
of quantizing the propagation delay to timing advance, we
have τ = 8Ts = 0.26 µs, and d = cτ = 78 m [8], where
Ts = 1/

(
3.072× 107

)
sec is the basic time unit [6] and

c = 3 × 108 m/sec. We vary the number of MTC devices
N from 150 to 1050 in simulations. In each simulation run,
we first consider the ACB check on each MTC device with
parameter b, and then let those MTC devices which passed the
ACB check contend for m=64 preambles [6]. We check each
preamble and increase the number of successfully served MTC
devices by 1 when one of the following two cases happens: 1)
the preamble is selected by exactly one MTC device; 2) the
preamble is chosen by multiple MTC devices, but the timing
advance of the selected one is different from the others. The
number of MTC devices successfully served in the random
access slot with a given ACB parameter b is determined after
each simulation run. We plot the average result of 5 × 103

simulation run and the corresponding analytical result given
by (16) in Fig. 4. We find that the analytical result given
by (16) closely matches with the average of the simulation
results. For a small ACB parameter, more MTC devices can be
successfully served in a random access slot if a relatively larger
ACB parameter is used because MTC devices are excessively
blocked. When the value of ACB parameter is larger than the
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Fig. 4. Analytical and simulation results of the expected number of MTC
devices served E[Z] in a random access slot with different ACB parameters.

optimal value, the number of successfully served MTC devices
reduces since letting more MTC devices participate in random
access will increase the packet collision rate at the eNB.

B. Effect of Optimal ACB Parameters

With the proposed scheme that uses both timing advance
information and ACB to reduce the random access overload,
we consider there are N0 MTC devices at the beginning of a
simulation run. Each MTC device within the initial backlog
N0 needs to be served exactly once. An MTC device which has
not been served will keep on trying to pass the ACB check and
request access to eNB until it is served in a random access slot.
We run simulations over consecutive random access slots and
count the number of random access slots required to serve all
MTC devices. We show that using the optimal ACB parameter
b? can reduce the number of random access slots required
to serve all N0 backlog MTC devices when compared with
using sub-optimal ACB parameters. We introduce a positive
multiplier α and use the ACB parameter b = min {1, αb?}
in simulations. That is, the optimal ACB parameter b? is
utilized when α = 1. We change the value of α from 0.52
to 1.48 with step size 0.16 for each simulation run. Thus,
random access slots required to serve N0 MTC devices with
the optimal or sub-optimal ACB parameters are compared.
We run simulations 100 times with various R and the initial
backlog N0 is equal to 2000. The average results are presented
in Fig. 5. We observe that using the optimal ACB parameter
b? (i.e., α=1) in our proposed scheme requires the minimum
number of random access slots to serve all MTC devices.

C. Performance Comparison with Other Schemes

We compare our proposed scheme that uses both ACB
and timing advance information with the following schemes
in terms of total random access slots required to serve all
MTC devices: (a) the scheme that uses only timing advance
information in [22], (b) the scheme that uses only ACB in [21],
(c) the cooperative ACB scheme that coordinates multiple
eNBs in [19]. We first consider the traffic model that all N0

MTC devices are activated simultaneously. For our proposed

0.52 0.68 0.84 1 1.16 1.32 1.48
42

44

46

48

50

52

54

56

58

60

α

T
o
ta
l
ra
n
d
o
m

a
c
c
e
ss

sl
o
ts

re
q
u
ir
e
d

 

 

Simulation results with R = 750 m
Simulation results with R = 1 km
Simulation results with R = 1.5 km

Fig. 5. Total random access slots required versus α and different deployment
range R. The optimal ACB parameter b? (i.e., when α = 1) requires the
minimum number of random access slots to serve all MTC devices. (N0 =
2000)

scheme, we run simulations with Algorithms 1 – 3, respec-
tively. That is, we not only compare the performance of the
proposed scheme with the numerical solution b? and its closed-
form approximation b?appr when the actual backlog Nc in each
random access slot is available to the eNB (Algorithms 1
and 2), but also study the performance of the proposed scheme
by using the ACB parameter bN̂ = 1.17m ln ρ

N̂(ρ−1) determined

by the backlog estimation N̂ in each random access slot
(Algorithm 3). To obtain the best performance of the scheme
that uses ACB only, we refer to the work in [21] and use
its optimal ACB parameter m/Nc in each random access slot
with the actual backlog Nc. To simulate the cooperative ACB
scheme, we use four eNBs to serve backlog MTC devices and
allocate a number of preambles to each of them randomly in
each simulation run. To compare cooperative ACB with other
schemes in a fair manner, the total number of preambles used
by the eNBs in cooperative ACB is the same as the number
of preambles used by the eNB in other schemes. To achieve
the best performance for cooperative ACB, we consider that
each of the four eNBs is aware of the actual number of MTC
devices requiring access to it.

We first compare the total random access slots required by
the aforementioned schemes when N0 = 800 MTC devices
are activated together. The average results of 500 simulation
run with varying deployment range R are shown in Fig. 6.
Our proposed scheme consumes the least number of random
access slots to serve all MTC devices. Both schemes that use
timing advance information have better performance when the
deployment range R increases because fewer MTC devices
have the same timing advance in sparse networks and the
collision probability decreases accordingly. Results also show
that the cooperative ACB scheme that uses four eNBs with
total m = 64 preambles obtains the same performance as the
scheme that uses only ACB with one eNB of 64 preambles.
This is because each eNB in the cooperative ACB scheme
determines its optimal ACB parameter based on the actual
number of MTC devices requiring access to it. Results show
that for schemes only using ACB, the maximum number of
MTC devices that can be served in a random access slot is
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Fig. 6. Total random access slots required versus the deployment range of
MTC devices R. (N0 = 800, m = 64)

determined by the total number of preambles in the network.
This also explains the reason why using both timing advance
information and ACB obtains much better performance than
using either timing advance information or ACB only. We fur-
ther notice that in sparse networks, using only timing advance
information may require fewer random access slots than using
ACB only. The reason is that the number of MTC devices
N0 = 800 is not very large and the optimal ACB parameter is
equal to one in sparse networks. The effect of reducing random
access overload with ACB vanishes. However, comparing
timing advance in the received RAR before transmitting the
L2/L3 message is still helpful to avoid packet collisions. We
also find that the proposed scheme requires more random
access slots to serve all MTC devices if these MTC devices are
deployed in a smaller area. Eventually, when the deployment
range R is equal to 100 m, the proposed scheme requires the
same number of random access slots to serve all MTC devices
as the scheme that uses ACB only. This phenomenon can be
explained as follows. When N0 MTC devices are located in a
smaller area, the density of MTC devices increases and more
MTC devices have the same timing advance information. Thus,
the scheme that uses ACB only with one eNB is a special case
of our proposed scheme when R is small enough such that all
MTC devices have identical timing advance information.

We compare Algorithms 1 – 3 for our proposed scheme.
Results in Fig. 6 show that using b?appr (Algorithm 2) requires
the same number of random access slots to serve N0 = 800
initial backlog as using b? (Algorithm 1) when the actual
backlog Nc is available to the eNB. Without the actual backlog
Nc, almost the same performance is obtained by using the
ACB parameter bN̂ determined by the backlog estimation N̂
for each random access slot (Algorithm 3).

We now present how the number of initial backlog N0

affects the number of random access slots required. Simulation
results are presented in Fig. 7. For the schemes using ACB, the
number of random access slots required to serve N0 backlog
MTC devices increases with N0 linearly. The cooperative
ACB scheme obtains the same performance as the scheme
that uses only ACB. This follows the same reasons that we
have explained for Fig. 6. For the scheme which uses timing
advance information only, the required number of random
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Fig. 7. Total random access slots required versus initial backlog N0. (R =
1 km, m = 64)
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Fig. 8. Total random access slots required versus number of preambles
m. (N0 = 2000, R = 1 km)

access slots increases exponentially. This is because when
N0 increases, more packet collisions occur at the beginning
of each simulation run. Thus, using only timing advance
information requires more slots to serve all MTC devices. Our
proposed scheme that uses both timing advance information
and ACB requires the least random access slots in all scenar-
ios, which reduces half of the number of random access slots
compared to the other two schemes. Fig. 7 also compares the
performance of the proposed scheme by using ACB parameters
b? in Algorithm 1 and b?appr in Algorithm 2 when actual
backlog Nc is available. The simulation results obtained by
Algorithms 1 and 2 coincide with each other. Compared with
Algorithms 1 and 2, Algorithm 3 obtains nearly the same
performance by using the ACB parameter bN̂ determined by
backlog estimation N̂ in each random access slot.

We present simulation results for different number of pream-
bles in Fig. 8. For all schemes, the number of random access
slots required increases exponentially when fewer preambles
are available. For the scheme that uses timing advance infor-
mation only, the number of slots required to serve N0 backlog
MTC devices is an order of magnitude higher than those
required by other schemes. Compared with schemes that use
timing advance information only, ACB only, or cooperative
ACB, our proposed scheme only requires half of random ac-



50 100 150 200 250 300 350 400 450 500
700

710

720

730

740

750

760

770

780

790

800

Total random access slots used to activate N0 MTC devices

T
o
ta
l
ra
n
d
o
m

a
cc
es
s
sl
o
ts

re
q
u
ir
ed

 

 

Proposed scheme by b
N̂

for backlog estimation N̂ in traffic model λ = 3, µ = 4

Proposed scheme by b⋆appr for actual backlog Nc in traffic model λ = 3, µ = 4

Proposed scheme by b⋆ for actual backlog Nc in traffic model λ = 3, µ = 4

Proposed scheme by b
N̂

for backlog estimation N̂ in traffic model λ = 1, µ = 1

Proposed scheme by b⋆appr for actual backlog Nc in traffic model λ = 1, µ = 1

Proposed scheme by b⋆ for actual backlog Nc in traffic model λ = 1, µ = 1

714.3−702.0
702.0

× 100% ≈ 1.75%

715.9−703.6
703.6

× 100% ≈ 1.75%

712.5−702.0
702.0

× 100% ≈ 1.50%

755.5−745.2
745.2

× 100% ≈ 1.38%

Fig. 9. Total random access slots required to serve N0 MTC devices versus
the number of random access slots used to activate N0 MTC devices. (N0 =
30000, R = 1 km, m = 64)

cess slots to serve all MTC devices because comparing timing
advance information reduces the packet collision probability
at eNB. The performance of the proposed scheme by using
ACB parameter b? and its approximation b?appr coincide with
each other when the actual backlog Nc is available to the eNB
(Algorithms 1 and 2). Moreover, using the ACB parameter bN̂
determined by backlog estimation N̂ in each random access
slot (Algorithm 3) obtains almost the same performance as
using b? or b?appr for the actual backlog Nc.

D. Performance with Different Traffic Models

The MTC devices may not be activated simultaneously
but may be activated within a period of time. Let V denote
the length of time that all N0 MTC devices are activated.
According to the work in [28], the probability density function
that a given MTC device is activated at time v (0 ≤ v ≤ V ) is
given by q(v;λ, µ, V ) = vλ−1(V−v)µ−1

V λ+µ−2Beta(λ, µ)
, where Beta(λ, µ)

is the beta function. Two traffic models are suggested in [28]
by changing λ and µ. We have λ = 1 and µ = 1 when MTC
devices are uniformly activated within the activation period.
Otherwise, we have λ = 3 and µ = 4. We increase V from
50 to 500 random access slots to activate N0 = 30000 MTC
devices. For each pair of λ and µ, we compare the performance
of our proposed scheme by using the ACB parameters b? and
b?appr when the actual backlog Nc in each random access slot
is available to the eNB. We also simulate our proposed scheme
with ACB parameter bN̂ for the backlog estimation N̂ in each
random access slot. The average results of 200 simulations are
given in Fig. 9. We find that the same performance is obtained
with ACB parameters b? and b?appr when the actual backlog
Nc is available. Without the actual backlog Nc, our proposed
Algorithm 3, which applies ACB parameter bN̂ determined
by the backlog estimation N̂ , takes only 1.38% – 1.75% more
random access slots to served N0 MTC devices compared with
using ACB parameters b? and b?appr.

With the same values of N0, R, and m given above, Fig. 10
compares the ACB parameters b? determined by the actual
backlog Nc and bN̂ determined by the backlog estimation N̂
in each random access slot of a simulation run. We conduct
two simulation run with two traffic models λ = 3, µ = 4 and
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λ = 1, µ = 1, respectively. We find that the ACB parameter
bN̂ = 1.17m ln ρ

N̂(ρ−1) determined by the backlog estimation N̂ in
each random access slot is close to the b? determined by the
actual backlog Nc in the corresponding random access slot.
Moreover, both b? and bN̂ are equal to 1 in the first 33 random
access slots with the traffic model λ = 3, µ = 4. This is
because the backlog increases slowly at the beginning of the
simulation. This also explains the reason why more random
access slots are required to serve all MTC devices when they
are activated within a longer activation duration V with the
traffic model λ = 3, µ = 4 in Fig. 9.

V. CONCLUSIONS

In this paper, we proposed to use both ACB and the timing
advance information to relieve the random access overload in
M2M systems. We determined the optimal ACB parameter
b? which maximizes the expected number of MTC devices
successfully served in each random access slot. To reduce the
computational complexity in determining the optimal ACB
parameter b?, we proposed a closed-form solution b?appr to
approximate b?. We also presented an algorithm to estimate
the number of MTC devices that require access to eNB in each
random access slot. Through simulations, we validated our
analytical results and showed that the closed-form approximate
solution b?appr obtains the same performance as the numerical
solution b?. We further showed that our scheme works well
with the proposed backlog estimation algorithm in various
traffic models. We found that almost 50% of the random access
slots can be saved to serve all MTC devices when compared
with other schemes that use either timing advance information
or ACB only. For future work, our proposed scheme can be
extended by using different ACB parameters for MTC devices
with different priorities or QoS requirements. Moreover, for
uniformly distributed MTC devices, the MTC devices that are
closer to the eNB may have a higher chance to be served.
This is because the number of MTC devices with the same
timing advance information decreases when their distance to
the eNB is reduced. This fairness issue in our proposed scheme
is expected to be addressed in the future work. We expect that



our work will motivate more efficient mechanisms that can
better support M2M applications in LTE networks.

APPENDIX A
PROOF OF PROPOSITION 1

The first-order partial derivative of H (R,N,m, b) with
respect to (w.r.t.) b is given by

∂

∂b
H (R,N,m, b)

=
2N

R2

∫ R

0

r

1− p (r)

(
e−

Nb
m − p (r) e−

Nb
m p(r)

)
dr. (28)

Let function g (b, r) = e−
Nb
m − p (r) e−

Nb
m p(r). The first-order

partial derivative of g (b, r) w.r.t. r is given by
∂

∂r
g (b, r) =

∂g (b, r)

∂p (r)

∂p (r)

∂r

=
∂p (r)
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(
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p (r)− 1

)
e−

Nb
m p(r). (29)

Note that e−
Nb
m p(r) > 0. The sign of (29) is determined by

∂p(r)
∂r

(
Nb
m p (r)− 1

)
. It can be shown that p (r) increases with

r on [0, R− d) and decreases with r on (R− d,R]. Let pu
denote the maximum value that p (r) can obtain. We have
pu = 4(R−d)d

R2 . When Nb
m p (r) − 1 < 0, we have b < m

Np(r) .
To make the inequality hold for r ∈ [0, R], we have b <
minr∈[0,R]

m
Np(r) . That is,

b <
m

Npu
. (30)

For b∈
[
0, m

Npu

)
, we have ∂

∂rg (b, r) < 0 for r ∈ [0, R− d)

and ∂
∂rg (b, r) > 0 for r ∈ (R− d,R]. Thus, g (b, r) obtains

the minimum value at r = R− d on the interval [0, R]. When
g (b, R− d) ≥ 0, i.e., e−

Nb
m − pue

−Nbm pu ≥ 0, we obtain
another interval of b as follows:

b ≤ m ln pu
N (pu − 1)

. (31)

Note that 0 < pu < 1, we introduce another variable ϑ =
1− pu, where 0 < ϑ < 1. We have

ln pu
pu − 1

=
ln (1− ϑ)

−ϑ =
−∑∞k=1

ϑk

k

−ϑ =
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and
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k=0

ϑk. (33)

Since
∑∞
k=0

ϑk

k+1 <
∑∞
k=0 ϑ

k, the interval of b given by
(30) contains the interval of b given by (31). Thus, for
b ∈

[
0, m ln pu

N(pu−1)

]
and r ∈ [0, R], we have g (b, r) ≥ 0 and

the equality holds when b = m ln pu
N(pu−1) and r = R− d.

Consider (28) and note that 2N
R2 > 0. For b ∈

[
0, m ln pu

N(pu−1)

]
,

the integrand of the integral is positive for r ∈ (0, R− d)
and r ∈ (R− d,R], and is nonnegative when r = 0 or r =

R−d. Thus, ∂
∂bH (R,N,m, b) > 0 for b ∈

[
0, m ln pu

N(pu−1)

]
. That

is, H (R,N,m, b) is strictly increasing with b on the interval[
0, m ln ρ

N(ρ−1)

]
by noting that ρ = pu, which completes the proof.

APPENDIX B
PROOF OF PROPOSITION 2

The second-order partial derivative of H (R,N,m, b) w.r.t.
b is given by

∂2

∂b2
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=
2N2

mR2
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0
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1− p (r)
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)
dr. (34)

Let function f(b, r) = p2 (r) e−
Nb
m p(r) − e−Nbm . The first-

order partial derivative of f (b, r) w.r.t. r is given by
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Since −p (r) e−
Nb
m p(r) < 0, the sign of (35) is determined by

∂p(r)
∂r

(
Nb
m p (r)− 2

)
. Denote pu as the maximum value that

p (r) can obtain, (i.e., pu = 4(R−d)d
R2 ). When Nb

m p (r)−2 < 0,
we have b < 2m

Np(r) . To make the inequality hold for r ∈ [0, R],
we have b < minr∈[0,R]

2m
Np(r) . That is,

b <
2m

Npu
. (36)

Since p (r) increases with r on [0, R− d) and decreases with r
on (R− d,R]. For b ∈

[
0, 2m

Npu

)
, we have ∂

∂rf (b, r) > 0 for

r ∈ [0, R− d) and ∂
∂rf (b, r) < 0 for r ∈ (R− d,R]. Thus,

f (b, r) obtains its maximum value at r = R−d on the interval
[0, R]. By making f (b, R− d) ≤ 0, i.e., p2ue

−Nbm pu−e−Nbm ≤
0, we obtain another interval of b which is given by

b ≤ 2m ln pu
N (pu − 1)

. (37)

Since ln pu
pu−1 <

1
pu

, the interval of b in (37) is contained by the

interval of b in (36). Thus, for b ∈
[
0, 2m ln pu

N(pu−1)

]
and r ∈ [0, R],

we have f (b, r) ≤ 0 and the equality holds when b = 2m ln pu
N(pu−1)

and r = R− d.
Consider equation (34) and note that 2N2

mR2 > 0. For
b ∈

[
0, 2m ln pu

N(pu−1)

]
, the integrand of the integral is negative

for r ∈ (0, R− d) and r ∈ (R− d,R], and is nonpositive
when r = 0 or r = R−d. Thus, ∂2

∂b2H (R,N,m, b) < 0. That
is, H (R,N,m, b) is strictly concave with b on the interval[
0, 2m ln ρ

N(ρ−1)

]
by noting that ρ = pu, which completes the proof.

APPENDIX C
PROOF OF THEOREM 1

First of all, we introduce the following lemma:
Lemma 1: There exists exactly one value of b that makes

∂
∂b H (R,N,m, b) = 0.

Proof: We assume both b = b′ and b = b′ + σ can make
(28) equal to 0. We have
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We multiply e−
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m on both sides of (38) and note that the left

hand side of the result is identical with the left hand side of
(39). Thus, the difference of their right hand sides is 0, i.e.,
∫ R

0

rp (r)

1− p (r)
e−

Nb′
m p(r)

(
e−

Nσ
m p(r) − e−Nσm

)
dr = 0. (40)

Note that rp(r)
1−p(r)e

−Nb′m p(r) ≥ 0 with the equality holds at r =

0. Moreover, e−
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passibility, which completes the proof. �
By substituting b = 2m ln ρ

N(ρ−1) into (28), which is the right

boundary of interval
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]
in Proposition 2, we have
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Note that the sign of (41) depends on R only, and it is always
negative for R > 2d. Based on Lemma 1 and Propositions
1 and 2, the value of b that makes ∂

∂b H (R,N,m, b) equal
to 0 must be on the interval
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the constraint in problem (19) (i.e., 0 ≤ b ≤ 1) into account,
we have b? = 1 when m ln ρ

N(ρ−1) ≥ 1 (i.e., N ≤ m ln ρ
(ρ−1) ). By

letting 2m ln ρ
N(ρ−1) ≤ 1, we have b? ∈

(
m ln ρ
N(ρ−1) ,

2m ln ρ
N(ρ−1)

)
for

N ≥ 2m ln ρ
(ρ−1) . Otherwise, for m ln ρ

(ρ−1) < N < 2m ln ρ
(ρ−1) , we have

b? ∈
(

m ln ρ
N(ρ−1) , 1

]
, which completes the proof.

APPENDIX D
PROOF OF THEOREM 2

We consider Nc MTC devices are requiring access to the
eNB in the current random access slot. With the backlog
estimation N̂ , the ACB parameter bN̂ = 1.17m ln ρ

N̂(ρ−1) is used
in the random access slot. By using ACB parameter bN̂ ,
let random variables XN̂ and ZN̂ denote the number of
preambles not used by any MTC device and the number
of MTC devices successfully served in the current random
access slot, respectively. Thus, ZN̂ is equal to the number of
selected preambles that succeed to serve MTC devices. Since
the number of available preambles is m, the expected preamble
collision ratio is given by

E
[
ΨN̂

]
= E

[
m−XN̂ − ZN̂

m

]

= 1− E
[
XN̂

]

m
− E

[
ZN̂
]

m
. (42)

Recall that Iu = 1 (or Iu = 0) denotes the event that an
arbitrary MTC device u passes the ACB check (or not) and
Ju = j denotes the event that MTC device u selects preamble

j uniformly from m available preambles. The probability that
u selects preamble j is given by

P (Iu = 1, Ju = j) = P (Iu = 1)P (Ju = j | Iu = 1)

=
1.17 ln ρ

N̂ (ρ− 1)
. (43)

For an arbitrary preamble j, let Kj = 0 denote the event that
preamble j is not selected by any MTC device. The probability
of Kj = 0 is given by

P (Kj = 0) =

(
N

0

)(
1.17 ln ρ

N̂ (ρ− 1)

)0(
1− 1.17 ln ρ

N̂ (ρ− 1)

)N

=

(
1− 1.17 ln ρ

N̂ (ρ− 1)

)N
. (44)

For large N̂ and Nc, we have the following approximation

E
[
XN̂

]

m
=

mP (Kj = 0)

m
≈ e−

Nc
N̂

( 1.17 ln ρ
ρ−1 ). (45)

By substituting ACB parameter bN̂ = 1.17m ln ρ

N̂(ρ−1) into (18) and
rearranging the result, we have

E
[
ZN̂
]

m

≈ 2

R2

∫ R

0

r

1− p (r)

(
e−

Nc
N̂

( 1.17 ln ρ
ρ−1 p(r)) − e−

Nc
N̂

( 1.17 ln ρ
ρ−1 )

)
dr.

(46)

Equation (27) is obtained by substituting (45) and (46) into
(42). We now consider another estimation N̂ ′ of the Nc
MTC devices, we have Nc

N̂ ′
> Nc

N̂
if and only if N̂ ′ < N̂ .

Thus, another sub-optimal ACB parameter bN̂ ′ = 1.17m ln ρ

N̂ ′(ρ−1)
for N̂ ′ must be greater than the sub-optimal ACB parameter
bN̂ = 1.17m ln ρ

N̂(ρ−1) for N̂ . That is, increasing Nc
N̂

actually
increases the ACB parameter used in a random access slot.
Thus, the expected preamble collision ratio in (27) strictly
increases with the value of Nc

N̂
, which completes the proof.
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