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Abstract The 4th generation wireless communication sys-1 Introduction

tems aim to provide users with the convenience of seamless

roaming among heterogeneous wireless access networks. Tae goal of the 4th Generation (4G) wireless communica-
achieve this goal, the support of vertical handoff is impor-tion systems is to utilize the different wireless accesh-tec
tant in mobility management. This paper focuses on the vemnologies in order to provide multimedia services to users
tical handoff decision algorithm, which determines the cri on ananytime, anywherbasis. Currently, the standardiza-
teria under which vertical handoff should be performed. Theion bodies such as the 3rd Generation Partnership Project
problemis formulated as a constrained Markov decision prol3GPP) [1], 3GPP2 [2], and the IEEE 802.21 Media Inde-
cess. The objective is to maximize the expected total rependent Handover (MIH) working group [3] are working
ward of a connection subject to the expected total accesswards this vision. In 4G communication systems, users
cost constraint. In our model, a benefit function is used tavill have a variety of choices on the selection of wireless
assess the quality of the connection, and a penalty functiometworks to send and/or receive their data. They can either
is used to model the signaling incurred and call droppingchoose to use Long Term Evolution (LTE) to benefit from
The user’s velocity and location information are also congood quality of service (QoS), Worldwide Interoperability
sidered when making handoff decisions. The policy iterafor Microwave Access (WiMAX) to achieve a high data rate,
tion and Q-learning algorithms are employed to determin@r wireless local area network (WLAN) to enjoy a moderate
the optimal policy. Structural results on the optimal veati  access cost. As a result, the users in the 4G communication
handoff policy are derived by using the concept of supersystems should be able to switch to whichever wireless net-
modularity. We show that the optimal policy is a thresholdwork they want to use at any time, in a seamless manner. In
policy in bandwidth, delay, and velocity. Numerical result other words, seamless mobility must be properly managed
show that our proposed vertical handoff decision algorithnto achieve the goal of the 4G wireless systems.

outperforms other decision schemes in a wide range of con-  vertical handoffis responsible for service continuity when
ditions such as variations on connection duration, USes vV 3 connection needs to migrate across heterogeneous wire-
locity, user’s budget, traffic type, signaling cost, and ®on |ess access networks. It generally involves three phajes [4
tary access cost. [5]: system discoveryertical handoff decisionandverti-

cal handoff executiarDuring the system discovery phase,
the mobile terminal (MT) with multiple radio interfaces re-
ceives advertised information from different wirelessessc
networks. The information may include the access costs and
current QoS parameters for different services. In vertical
handoff decision phase, the MT determines whether the cur-

Keywords Vertical handoff- constrained Markov decision
processesheterogeneous wireless networks.
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vertical handoff execution phase, the connections are searand link delayl/jitter. Based on the output of the handoff de-
lessly migrated from the existing network to another. Thiscision module, the system will choose to either enter a hand-
process involves authentication, authorization, and #ieo  off routine or keep the current connection. In [14], an RSS-
transfer of context information. based handoff decision scheme is implemented. By applying

We now summarize some of the recent work on vertj-the auto-regressive integrated moving average modelythe f
cal handoff decision algorithms in heterogeneous wirelesg!re RSS values can be predicted. The handoff decision can
networks. In [6], a fuzzy logic-based vertical handoff de-then be made according to these RSS predictions. In [15],
cision algorithm is proposed. Network parameters such a8 utility-based network selection strategy is presented: S
the current received signal strength (RSS), predicted RSSral utility functions are examined which explore differen
user’s velocity, and the available bandwidth are consitlereusers’ preferences on their current applications.

when making the decision. In [7], a middleware solution  |n [16], a vertical handoff decision algorithm based on
called vertical handoff manager is implemented to addreSQynamiC programming is proposed_ Since the enhancement
the vertical handoff decision prOblem. The architecture O'E)f a user’s satisfaction by a vertical handoff depends on the
the vertical handoff manager consists of three componentgiser’'s sojourn time in the wireless network (e.g., WLAN),
network handling manager, feature collector, and artificiathe algorithm takes the user’s location and mobility infor-
neural networks selector. In [8], the vertical handoffd@m  mation into consideration. The user’s velocity and moving
is based on the cost function of each candidate network. patterns are also considered in the vertical handoff deisi
cost function consists of three aspects such as the acdess nggorithms in [17] and [18]. Moreover, in [19], a framework
work capacity, signalling cost, and the load balancingdact js proposed to evaluate different vertical handoff decisio

The chosen network is the one with the least cost functiog|gorithms, in which the MT’s mobility is modeled by a
value. In [9], the WLAN is selected as the preferred network\iarkov chain.

for the MT. The objective of the handoff decision algorithm

is to maximize the time during which the MT is served by . L : ; :
. o : vertical handoff decision making problem is proposed. This
the WLAN, while satisfying the QoS requirements as well . .
I}/IDP approach takes into account multiple factors such as

a.s the call dropping prob§b|l|ty and the average number Ouser’s preference, network conditions, and device caipabil
ping-pong events constraints.

] S In [21], the vertical handoff decision problem is formulite
In [10], the vertical handoff decision is formulated as 55 30 MDP model. The model considers the available band-
a fuzzy multiple attribute decision making (MADM) prob-

’ width and delay of the candidate networks. The model in
lem. Two MADM methods are proposed: SAW (Simple Ad-

- e ) this paper is an extension of the one proposed in [21], such
ditive Weighting) and TOPSIS (Technique for Order Pref-y it not only considers the QoS of the candidate networks,

erence by Similarity to Ideal Solution). In SAW, the overall p, \y 554 takes the user's mobility and location information

score of a candidate network is determined by the Weighte,ﬁjno account. Moreover, this model addresses a practical is
sum of all attr.|bute values..ln TOPSlS' the selectgd Cand'éue that users have monetary budgets for their connections.
date network is the one which is the closest to the ideal net- _ )

work, where the property of the ideal network is obtained Although there have been various vertical handoff de-
by using the best values for each metric considered. In [L1fiSiOn algorithms proposed in the literature, most of them
a vertical handoff decision scheme based on ELECTRE SNy make decisions based on the current system state (e.g.,
proposed. ELECTRE is an MADM algorithm, which per- current QoS. qf the networks and gurrent MT’s cop.dl'[.|ons).
forms pair-wise comparisons among the alternatives. ThEandoff decision should also consider the probabilistie ou
attributes considered in [11] include the bandwidth, delay®mes of the future system states as a result of the cur.rent
packet jitter, packet loss, utilization, and network cost.  decision. Some work (e.g., [16], [20], and [21]) followsghi

In [12], a vertical handoff decision algorithm which usesapproach; however those algorithms do not take the user's

. . . . . onetary budget into consideration. In our work, the vattic
the received signal to interference and noise ratio (SINR L . . ;

. Lo andoff decision algorithm considers the following aspect
from various access networks as the handoff criterion is pro
posed. It has the ability to make handoff decision with mul-
timedia QoS consideration, such as to offer the user maxid. The state of the wireless access networks. This includes
mum downlink throughput from the integrated network, or  the available bandwidth, delay, switching cost, and ac-
to guarantee the minimum user required data rate during ver- cess cost information of the overlaying networks.
tical handoff. In [13], a handoff management system which2. The state of the user and MT. This includes the user’s
includes several modules and procedures is proposed. It de- velocity and location information.
termines the destination network based on the sojourn tim&. The preference of the user.
of the MT in the candidate networks and the QoS estima-<4. The current condition of the system as well as its future
tion of these networks, including RSS, channel utilization  possible evolutions.

In [20], a Markov decision process (MDP) approach for
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5. User’s monetary budget. For example, a user may agrezach candidate network, velocity and location of the MT).
to spend at most $3 for a multimedia session with arWith this state and action, the system then evolves to a new
average duration of 30 minutes. state according to a transition probability function. Tinésv

S . atate lasts for a period of time until the next decision epoch
Considering these aspects, we propose a vertical hand- . o
comes, and then the MT makes a new decision again (i.e.,

off decision algorithm for 4G wireless networks based on . :
the constrained MDP (CMDP) model. The objective of theselects a network again). For any action that the MT chooses

. . . . e at each state, there is a reward and a cost associated with it.
problem is to determine the policy which maximizes the ex- . S
) . The goal of each MT is to maximize the expected total re-
pected total reward per connection, while the expected tota . . . . .
. : . : ward that it can obtain during the connection, subject to a
access cost associated with this connection does not excee . .
; . ) o _ constraint on its expected total access cost.
the user’s budget for it. The main contributions of this gape

are as follows [22] [23]:

— Our CMDP-based vertical handoff decision algorithm2.1 States, Actions, and Transition Probabilities
takes into account the resources available in different o
networks (e.g., QoS, switching costs, access costs), afe representthe decision epochsiby: {1,2,...,N}, where
the MT’s information (e.g., location, velocity). A benefit the random variablbl indicates the time that the connection
function is used to model the available bandwidth anderminates. We denote the state space of the MB,gnd
delay of the connection. A penalty function is used towe only consider a finite number of states that the system
model the signaling incurred and the call dropping probgan_possibly be in. The state of the system contains infor-
ability. For each connection, an access cost function ighation such as the current network that the MT connects

used to Capture the access cost Of using a Speciﬁc nép, the available bandwidth and delay that the candidate net
work. works can offer, and the velocity and location information
— We determine the optimal vertical handoff policy for de- of the MT. Specifically, the state space can be expressed as
cision making via the use of policy iteration and Q-Iearnlrég: M x Bl
algorithms.
— We derive strut.:tural results regarding thg optlmgl V,ert"wherex denotes the Cartesian produdt represents the set
cal handoff policy, and show that the optimal policy is a

NG ; - of available network IDs that the MT can connect B
ltgé(,a‘tShOld policy in available bandwidth, delay, and V€-andD™ denote the set of available bandwidth and delay of
ity.

networkm € M, respectivelyV denotes the set of possible

— We evaluate the performance of our proposed algorlthrUelocity values of the MT, antl denotes the set of location

under different criteria. Numerical results show that ourtypes that the MT can possibly reside in.

In order to reduce the size of the state space, we consider
a finite countablestate space in this paper. The bandwidth
%nd delay can be quantized into multiples of unit bandwidth
and unit delay, respectively [24]. Specifically, the setvafia
able bandwidth of networknis

The rest of the paper is organized as follows. The system m
model is described in Section 2. The CMDP formulationand® = {1.2,....bma meM,
optimality equations are presented in Section 3. Section 4 i
vestigates the structure of the optimal vertical handoff po
icy. Section 5 presents the numerical results and disaussio
Conclusions are given in Section 6.

><D1><---><B‘M‘><D‘M‘><V><L7

vertical handoff decision algorithm outperforms other
decision schemes (e.g., SAW [10], ELECTRE [11]) in
a wide range of conditions such as variations on conne
tion duration, user’s velocity, user’s budget, traffic type
signaling cost, and monetary access cost.

where bl denotes the maximum bandwidth available to
a connection from networkn. For example, the unit band-
width of WLAN and the LTE network can be 50®psand
16 kbps respectively.

Similarly, the set of packet delay of netwarkis

2 System Model DM ={1,2,...,d" } me M
Inthis section, we describe how the vertical handoff decisi \yhered™,, denotes the maximum delay provided to a con-
problem can be formulated as a finite state, infinite horizomection by networkn. For example, the unit delay of WLAN
CMDP. A CMDP model can be characterized by SiX ele'and the LTE network can be 5fisand 20[1']3 respective'y_

ments:decision epochs, states, actions, transition probabil-  The velocity of the MT is also quantized as multiples of
ities, rewards,and costs[24]. At each decision epoch, the ynjt velocity. The set of possible velocity values is

MT has to choose an action (i.e., select a network) based on
the current system state (e.g., QoS that can be provided By = {1,2,...,Vmax},
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wherevpnax denotes the maximum velocity that an MT can  For the transition probability of the MT's location type,

travel at. For example, the unit of velocity can bekbi/h we assume that a wireless access network which has a smaller
For the set of location types that the MT can possiblycoverage area (e.g., WLAN) always lies within another ac-
reside in, we have cess network which has alarger coverage area (e.g., WiMAX).
Although this assumption may not hold for the cases when
L={12.. Imax, |M| is large, it is reasonable as long as the number of differ-

) ~ent network types does not exceed three, which is a typical
where Imax denotes the total number of different Iocatlon.Case in today’s wireless communication systems.

types in the area of interest. Location types are differenti  \yie define location typke L as follows. Location type 1
ated by the number of networks they are covered by. is the area covered only by the LTE network. Location type
Letvectors= [i,by,d, ..., by, du|, v 1] denote the cur- 3 js the area covered by LTE and WIiMAX, but not WLAN.
rent state of the MT, wheredenotes the current network | ocation type 3 is the area covered by all three networks
used by the connectioby, anddy, denote the current band- (ie., LTE, WiMAX, and WLAN). Let® denote the total
width and delay of networkn, respectivelyy denotes the  req of location type andp; denote the user density of lo-

current velocity of the MT, andl denotes the current loca- tion typd. The effective area of location typés defined
tion type that the MT resides in. At each decision epochgg

based on the current stagethe action of the MT is to de-

cide whether to remain connected to the existing networl®, = 6, [ leL. 3)

or to switch to another network. Lét; € M denote the ac-

tion set, which consists of the ID of the networks that the!n Practice, the user density in areas covered by different a
MT can potentially switch to given the current stat@hus, ~ CeSs networks (e.g., WLAN and the LTE network) is usually
the actiona € As is to select one of the available networks Not the same [26], [27]. For example, the area covered by
from the setAs. In other words, the chosen actiarcorre- both WLAN and the LTE network usually has more active
sponds to the selected network. Given the current state isconnections than the area only covered by the LTE network.

and the chosen actionds the probability that the next state AS & result, the density index of each location type is con-
becomes’ = [j,b},d},..., be\ad/ YAURS sidered in order to achieve a more realistic model.

MP We assume that an MT currently at location typean
, ;o . only move to its neighboring location types (i.e., either
PV VP ] mD\A Plom, O [ b, O], =2, "y 1) or stay atl at the next decision epoch. This is
0, j #a, because the duration of each decision epoch is too short for
(1) the MT to traverse more than one location type ar@hus,
the probability that an MT’s next location typelisgiven its
whereP|V | v] is the transition probability of the MT’s veloc- currentlocation type ikis assumed to be proportional to the
ity, Pl | 1] is the transition probability of the MT’s location effective area of . Specifically, the transition probability of
type, andP[bl,,, d’,, | bm, dm] is the joint transition probability an MT’s location type, denoted &1’ | 1]
of the bandwidth and delay of network We now explain

P[dlaa]—{

how we obtain these transition probabilities. The traaniti O 5 =1, I"'=1,2,
probability of the MT’s velocity is obtained based on the ;:%H ¢
Gauss-Markov mobility model from [25]. In this mobility
model, an MT’s velocity is assumed to be correlated in time & . ’_

X _ ) —L—  1=2.. lnax—1, I'=1-1]1141
and can be modeled by a discrete Gauss-Markov random E:&l Hl@E
process. The following recursive realization is used te cal ’
culate the transition probability of the MT’s velocity 8, ,

ZI @Ea |:|max7 | :|max—17|max-

V=av+(l-—a)u+ov1-a2, 2) =

(4)

For the joint transition probabilities of the bandwidth
memory level (i.e., & a < 1), u ando are the mean and anq delay of each network, we use the following approach to
estimate them. For the cellular network, the values of band-

standard deviation of the velocity, respectively, @ an idith and del dtob teed for the d
uncorrelated Gaussian process with zero mean and unit vapj/'th and defay are assumed 1o be guaranteed for the dura-

o P -
ance. By varying and counting the number of different out- tion of the connection (i.eR[by = by, dy = dy [ by, da] = 1).
comes ofv' according to (2), the MT's velocity transition 1 The time between two successive decision epochs is on tiee ord
probability function (i.e.P[V' | v]) can be determined. of seconds.

wherev is the MT'’s velocity at the current decision epoch,
V' is the MT’s velocity at the next decision epoah,is the
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For WIMAX and WLAN, we estimate such probabilities in As a result, the totdbenefit functiors given by

a simulation-based manner. In ns-2 simulator [28], typical

IEEE 802.16 WIMAX [29] and IEEE 802. HWLAN are  f(s,a) = wfp(s,a) +(1-w)fa(sa), seS acAs (7)
simulated in which the users arrive and depart from the net- ) )

works according to Poisson processes. The resulting avaiffneréfo(s.a) andfq(s, a) are both normalized (i.e., between
able bandwidth and delay are rounded according to the pr&-and 1), andv is the weight given to the bandwidth aspect
defined units, and then the counting of transitions amony/ith 0 < @ < 1. This weight can be set differently for differ-
states is performed to estimate the state transition prob&Nt types of applications (e.g., constant bit rate (CBRj&oi

bilities of WIMAX and WLAN (i.e., P[b,,d | by, dp] and traffic, file transfer protocol (FTP) data traffic).
P[b,, d | bs, ds], respectively). We consider two factors for the penalty of the MT. First,

theswitching cost penalty functide represented by

Ki,aa If I 7é a,

2.2 Rewards Gswitch(S, @) = { 0 ifi—a 8)

When an MTin state=[i,ba,d1,...,bjm|,dm|, v 1] chooses  whereK; , is the normalized switching cost from network

an actiona, it receives an immediate rewards,a). This i to networka. This penalty function captures the process-

reward function is composed of a benefit function and ang and signaling load incurred when the connection is mi-

penalty function, which are explained in detail below. grated from one network to another. Second, we define the
For the benefit function of the MT, two aspects are concall dropping penalty functioas

sidered: bandwidth and delay. Let th@ndwidth benefit func-

tion represent the benefit that an MT can gain (in terms of 0, ifi=a,
bandwidth) by selecting actiomin states (recall thati de-
notes the ID of the current network) 0, if i Za, 0<Vv< Vin,
_ gdrop(57 a) = 9
ba*bl H . —\i .
max{b,—bi} if ba > by, \%m, if i # a, Vinin < V < Vinax
fo(s,a) =4 0, if ba= b, (5) 1, if i 7 a, V> Viax,
_ baby it be < b whereVmaxandVmin denote the maximum and minimum ve-
min{by-bi}’ an*H locity thresholds, respectively. When the MT moves faster,

the probability that the connection will be dropped during

The benefit is being assessed as follows. Given that thine vertical handoff process increases. For example, if an
MT is currently connecting to netwoikif the actionaleads  MT moves out of a WLAN with a high speed, it may enter
to a network with a higher bandwidth, then the benefit functhe area covered only by the LTE network (hence lose the
tion value is represented by a fraction, in which the numerawLAN signal) before the WLAN-to-LTE vertical handoff
tor is the MT’s actual increase of bandwidth by choosing acprocedure is completed. As a result, the MT’s connection
tion ain states, and the denominator is the MT’s maximum may be dropped.
possible increase of bandwidth. As a result, the benefitfunc  Consequently, the totaknalty functiorof an MT is given
tion value is a positive number between 0 and 1. Similarlypy
if the action leads to a network with a lower bandwidth, the
benefit function value becomes a negative number betweeg“(a ) = PYswitch(S, @) + (1— @)K Garop(S.8), SE S, a€As,
—1 and 0. Finally, if the MT chooses to remain at the same (10)
network, then the benefit function value is 0.

Similarly, adelay benefit functiois used to representthe \yherep is the weight given to the switching cost factor with
benefit that an MT can gain (in terms of delay) by choosingy < ¢ < 1, andk < [0,1] is the user’s preference on vertical
actionain states: handoff. Some users would allow vertical handoffs in order

d—da it d<d to obtain better QoS although there is a risk that the con-
max{d; —di} ’ a~>b nection may be dropped during handoff. Other users may
refrain from switching whenever a risk is present.
fa(s,a) = { 0, if dy=d, (6) Finally, thereward functiorbetween two successive ver-
tical handoff decision epochs is

di—da i X
—W, |f da>d|.

r(s,a) = f(s,a)—g(s a), se S acAs, (12)
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and is normalized within the range from 0 to 1. Recall thisstationaryif & = J for allt. A stationary policy has the form
reward function considers the bandwidth and delay of allt= (3,9, -), and for convenience we denatesimply by
candidate networks, the signaling cost incurred when $witc 4. A policy is said to beleterministidf it chooses an action
ing occurs, the call dropping probability, and the user&fpr with certainty at each decision epoch. We refer to statipnar
erence. deterministic policies agurepolicies [30, pp. 22].
Since our objective is to maximize tie&pected discounted

total reward(i.e.,Vv’(s)) subject to an access cost constraint,

2.3 Costs we can state the CMDP optimization problem as

For each period of time that the MT uses a network, it will - - -1
. : . : . maximize v''(s) = E{ AT (s, &)
incur the following access cost (in monetary units per unit &

time): (15)

ba Ca subjecttoC™(s) E"{ 21)\‘ Le(s, at)} < Crmax
c(s,a) = max(bn G’ se S acA;g, (12)
meM whereC"(s) denotes theexpected discounted total access
whereby, is the available bandwidth ibpsandC, is the  costwith respect to the variables given policyand initial
access cost of network in monetary units per bit. This ac- statese S.
cess cost is normalized such that its value is between 0 and To solve (15) without the constraint on the expected dis-
1. The user has a budget such that it is willing to spend upounted total access cost, we can use the Policy Iteration
to Cmax monetary units per connection. Algorithm (PIA) [30, 31] to solve the followingptimality

equations

3 CMDP Formulation and Optimality Equations
v(s) = gneax{r s,a) +SZ/\Ps'|sa )} se s,

In this section, we present the problem formulation and de- A

scribe how to obtain the optimal policy. First, some consept

need to be clarified. Alecision rulespecifies the action se- and the corresponding optimal policy is given as

lection for each state at a particular decision epoch. It can

be expressed &% : S— A, whered represents the decision _

rule at decision epoch A policy m= (61,0,...,0n) IS a 0°(s) = afgggfsx{f (s,a) +; AP[S[sa V(s )} s€S.

set of sequential decision rules to be used aNadlecision (17)

epochs.
Let v''(s) denote theexpected total rewarthetween the However, since (15) has a constraint in it, we cannot use

first decision epoch and the connection termination, givemhe PIA directly. We need to first use thagrangian ap-

that policy 1T is used with initial states. We can represent proach[24,32] to convert the CMDP problem to an uncon-

V'(s) as strained MDP problem. By including the Lagrange multi-

N plier B with 8 > 0, we have
Vi(s) =El lEN {Zr(s{,at)}
t=

€S, (13)  r(sap)=r(sa)-Po(sa), seS acAs,  (18)
whereE" denotes the expectation with respect to the vari-
ables given policyr and initial states, andEy denotes the
expectation with respect to the random varidllerhe ran-
dom variableN, which denotes theonnection termination {

(16)

.wherer(s,a; 8) is theLagrangian reward function
After the Lagrangian approach, the neptimality equa-
tionsare given by

time, is assumed to be geometrically distributed with mearvg(s) = max
acAs

rsaB)+ > A Ps’|sa]vﬁ(s')}, seS,
1/(1—A). Equation (13) can be re-written as ses

(19)

VT(s) = ES"{ 21)\‘*1 r(st,at)}, seS, (14)  which can be solved by using the PIA with a fixed value
t= of . The procedures of the PIA algorithm are described in

where) can also be interpreted as tiiiscount factonfthe ~ Algorithm 1. We denote the vectors; = (VE (s), se 5),

model (i.e., 0< A < 1). We define a policyr = (57,65 rg= (r (s, 6k(s);[3) ,S€E S). We denote the matri® =
to beoptimalin 7 if Vv (s) > v(s) for all < I1, where k

I1 is the set of all possible policies. A policy is said to be (P[S' |5.35(9)), seSs'e S)-
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Algorithm 1 - The Policy Iteration Algorithm (PI1A) Algorithm 2 - The Q-learning Algorithm
1: Setk =0, and select an arbitrary decision ruﬂg(s) € As for all 1: Setps to an arbitrary number greater than zero, anchsetl.
seS. 2: Solve fordg (s) in (20) via PIA for alls€ S.
2: (Policy evaluation) Obtaimg(s) for all s€ Sby solving 3: DetermineC% (s) from the following equation
k _ 5 « « 3
(I=AP) Vg =rp, Ch(9=c5,E)+ 5 APEISGHEICHE), @)
€

wherel is an identity matrix of siz¢S|.

3: (Policy improvement) Choos&<*1(s) which satis forallses.
( yimp ) 3&5 ©) v 4: Update the Lagrange multiplier by

35 =arg m/gX{r (saf)+ 3 AP |sa v } Bt =Bt (C o). (23)
forallse S where
4: 1f 55t1(s) = 8X(9) for all s€ S, stop and sebj; (s) = 55(s). Other-
LARCEEHC p (5 = OK(9) i LS s, o
wise, incremenk by 1 and return to step 2. S| £

5: If |Bnr1— Bnl < €, stop and seB* = Bn;1. Otherwise, increment
nby 1 and return to step 2.

The solutions of (19) correspond to the maximum ex-
pected discounted total rewaxg(s) and the pure policy

6&(5) which satisfies ) , i
4 Monotone Optimal Vertical Handoff Policy

Q) ) Given the proper selection of the Lagrange multipBdi.e.,
04 (s) =arg max r(s,a; AP[d |salvg(d) », s€S. - ) ! )
5(S) g aeAs{ ( B”;ZS (s 1'salvg( )} B*), the unconstrained MDP in (19) has a stationary opti-

(20) mal policy. It can be shown that for a scenario with two
wireless access networks, the unconstrained MDP and the

Note the pure policy; (s) specifies the network to choose CMDP optimal vertical handoff policies are monotone in
in each statesuch that the expected discounted total rewardhe available bandwidth, delay, and velocity. Monotoicit
is maximized. and the existence of two actioAs = {1, 2} define ahresh-

When the CMDP problem is converted to an unconstrair@d policy. The threshold policies are optimal policies with a
MDP problem by a Lagrange multipligd in (18), there is  special structure that facilitates computation and imgem
a relationship between the constraint (i.e., the user’s budation [30].
getCmay and the Lagrange multiplier (i.63). In this paper,
we use the Q-learning algorithm (see Algorithm 2) proposed
in [33] to determine the propeB (i.e., B*) for a feasible 4.1 Threshold Structure of Unconstrained MDP
Cmax-

Oncef* has been obtained, we follow the proceduresSince two wireless access networks are considered\i.e.,
in [32] [33] to find the optimal policy for the CMDP prob- {1,2}), the current system stage- [i,by,dy, by, d, v, 1], where
lem. As discussed in [33], the optimal policy for a CMDP j denotes the current network used by the MiTandb, de-
with single constraint is a mixed policy of two pure policies note the current available bandwidth in network 1 and 2,
First, we perturl3* by someAp to obtain3~ = B*—AB  respectivelyg; andd, denote the current delay in network 1
and Bt = B*+ AB. Then, we calculate the pure policies and 2, respectively,denotes the current velocity of the MT,
6~ andd™ in (20) (usingB~ andB ™, respectively) via PIA  andl denotes the current location type that the MT resides
and their corresponding average expected discounted tofial,
access cost§~ andC" in (24) (usingd~ andd™, respec- Recall that the unconstrained MDP can be solved by us-
tively). Next, we define a parametgsuch thaC~ + (1~  ing PIA. From Algorithm 1, in each iteratidae {0,1,2,...},
g)C"T = Cnax Thus, theoptimal policy 8* of the CMDP e have
problem is arandomizedmixture of two policies (i.e.p~

and d™), such that at each decision epoch, the first policy i1

0~ is chosen with probability] and the second policg™ Vk (8) = g‘eai( rsap) SESA Pls'|s3d Vll(?(sl) » (25)
is chosen with probability  g. In other words, the optimal

policy can be obtained as follows: and

5'(s) =00 (5)+(1-)5'(s), seS (21) Qf(sa) = r(aa;B)+sZ A P[s'[ s8] Vi(s), (26)
s
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where we refew‘é(s) as thevalue functiorandQ'L‘;(s, a) as then the optimal policy is deterministic and monotonically
the state-action reward functiorFor any initial states of  non-increasing in the available bandwidth component of the
vg(s), the sequence‘é (s) generated by the PIA converges states. Consequentl)él*;(i,bl,dl,bz,dz,v,l)
to the optimal expected discounted total reward fosalS

[30]. To establish the monotone structure of the optimal pol [ a#i, if 0<by < 1p(i,b1,dy,dz, v 1),
icy for any discount factor & A < 1, the concept ouper- {a: i, if by> 1p(i,by,dg,do,v 1),
modularityneeds to be introduced.

(28)

wherety(i,b1,ds,d2, v, 1) defines the threshold for the rest of
Definition 1. A functionF(x,y) : X x Y — R is supermod-  the elements of the stasgfor a given Lagrange multiplier
ularin (x,y) if F(xq,y1) +F(X2,¥2) > F(x1,¥2) + F(X2,y1) .
forall x1,x € X, y1,¥2 € Y, X1 > X2, V1 > Yo. If the inequal-
ity is reversed, then the functidt(x,y) is submodular. The proof of Theorem 1 is given in Appendix B.

If the state-action reward functid@g (s, a) is supermod-  Theorem 2 For any discount factod < A < 1, if the value
ular (or submodular) in actioa and another variable in the function y(s) is a monotonically non-increasing function
states (e.g.,by), then the optimal vertical handoff policy is of the delay, and the state-action reward functiof(Qa) is
monotone in that variable (i.ebp). In fact, supermodular- supermodular in(d,,a), that is,
ity is a sufficient condition for optimality of monotone poli : .
cies [30], [34]. Based on Definition 1,f(x,y) is supermod- Qﬁ(f’bl’ da, bz, 02, v, 1, 2) = Qp(i, by, Ao, oz, dp, v 1, 1)
ular (submodular) ir(x,y), theny(x) = arg mayF(x,y) is = Qp(i,b1,d1,bz,d2+1,v1,2)
monotonically non-decreasing (non-increasing) in vdeiab — Qp(i,by,dg,bp,d2+1,v,1,1), (29)
X [34].

By supermodularity, we can see that the state-action r
ward functionQg(s,a) being submodular ifib,, a), and su-
permodularind,,a) and(v,a) implies that the optimal ver-
tical handoff policyég(s) is monotonically non-increasing
in the available bandwidth, and non-decreasing in the delay {
and velocity, respectively.

The_ methodology O.f proving the threshold structure Ofwhererd(i, b1,d1,bo,v,1) defines the threshold for the rest of
the optimal policy consists of the following steps:

the elements of the stasfor a given Lagrange multiplier
1. Proof on the monotonicity of the value function (Lemmag.

1);
2. Proof on the supermodularity/submodularity of the state ~ The proof of Theorem 2 is given in Appendix C.
action reward function (Theorems 1, 2, and 3).

et_hen the optimal policy is deterministic and monotonically
non-decreasing in the delay component of the ssaton-
sequentlyd; (i, by, d1, bz, d2, v,1)

a=i, if 0<dy < 1y(i,by,dy,bo,v 1),

a#i, if da>14(i,by,d1,bo, v 1), 59

) ] Theorem 3 For any discount facto® < A < 1, if the value
Thgn, the threshold structure of the optimal vertical hdhdo f,nction \3(s) is a monotonically non-increasing function of
policy follows. the velocity, and the state-action reward functiop(Qa) is

Lemma 1 For any discount factol0 < A < 1, the opti- supermodularinlv,a), that s,

mal expected discounted total reward (i.e., the value func- Qg (i, by, dy, b2, da, Vv, 1,2) — Qp(i, by, d1, by, dp, v, 1, 1)
tion vg (_s)) is monotor?lcally n_on-_decreasmg inthe ava|!able < Qp(i,by, dy, by, G, v+ 1,1,2)
bandwidth, and non-increasing in the delay and velocity. ,

- QB(|7b17d11b27d27V+ 17'11)1 (31)

then the optimal policy is deterministic and monotonically

In the following theorems, with loss of generality, we non-decreasingin the velocity component of the staion-
assume the current network in use is network 2 i..2). ~ sequentlyds (i,by,d, b, do, v, 1)

The proof of Lemma 1 is given in Appendix A.

Theorem 1 For any discount factod < A < 1, if the value { a=i, if 0<V<n(i,by,dy,by,do,l), (32)

function y(s) is a monotonically non-decreasing functionof =} a £, if v> Tu(i, by, d1, by, do, 1),
the available bandwidth, and the state-action reward func-
tion Qg(s,a) is submodular inbz,a), that is, wheret(i,by,d1,by,dy, 1) defines the threshold for the rest
Q. (i,b1,d1, bz, d2, v, 1,2) — Qg (i, b1, d1, b, A, v, 1, 1) of the elements of the statéor a given Lagrange multiplier
> Qg (i,br.dy. b+ 1,dv1.2) &
—Qp.(i,b1,d1, b2+ 1,dz,v,1,1), (27) The proof of Theorem 3 is given in Appendix D.
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4.2 Threshold Structure of Constrained MDP

v

Having shown the threshold structure of the unconstrained
MDP optimal policy and based on the results described in
Section 3 and [33], we can state that the constrained optimal
vertical handoff policy is a randomized mixture between two
threshold policies.

QRS

s

Corollary 1. There exists a stationary vertical handoff pol-
icy 6* that is the optimal solution of the CMDP equivalent

to the one given in (15) such that is a randomized mixture e
WiMAX BS

BS — Base Station

of two threshold vertical handoff policies as follows: AP Accessboint
5*(5) _ q6ﬁ*, ()4 (1— q)6§+(s), ses, (33) Fig. 1 Coverage areas of different networks.
Where(SE, and 6§+ are two unconstrained optimal policies Table 1 Summary of simulation parameters.
with Lagrange multipliers3— and B+ that are of the form blParszmetgsr . Xaé“e _
(28) for the available bandwidth, (30) for the delay, or (32) e 5”1”';5
for the velocity. a L & .| 3 3 3units
) Ki 0.5

Proof. These results follow directly from Theorems 1, 2, 3, “\'ﬂ 3
and [33, Theorem 4.3]. Vinine Vimax 1, 3 units

The existence of the monotone policy with a structure Vimax 3 units
allows the use of more efficient algorithms which exploit - a - 2-5?)/ -
features such as the structured policy iteration and thie-str L (?(2 G 2 5 5°’ 2
tured modified policy iteration (cf. [30]). These algoritam T Tani
seek the optimal policyy* only in the subset of policies P1:P2:P3 1:1:8
with certain structure (e.gf]s C IT). Consequently, compu- o 0.1 unit
tational effort will be considerably reduced by using struc 4 0.5

tured algorithms.
Structured algorithms also facilitate implementation be-

cause they can be used to find the threshold values for the We consider the scenario depicted in Fig. 1. There are
optimal policy. As an example, the monotone policy itera-y, aq networks in the system: network 1 is a cellular net-

tion algorithm [30, pp. 259] can be used. When an Optima4/vork, network 2 is a WiIMAX network, and network 3 is
policy is strictly increasing, the action s&g decreases in a WLAN. For the simulation parameters, the unit of band-
size with increasing (e.g.,bp) and hence reduces the num- width is 16 kbps, the unit of delay is 68s and the unit of
ber of actions which need t_o be evaluated by the _algorithm[he MT’s velocity is 8km/hr. The time between two succes-
If at some state, saly, = Tb("bl_’ di,dz, 1), the action set g6 gecision epochs is 1ec The bandwidth importance
As contains only one element (i.@), then no further max- - aiaht e is 0.25 for CBR traffic and 0.9 for FTP traffic. The
imization is required because the action will be optimal fore550n s that CBR traffic is more sensitive to delay, while

all b, > by. Thus, the threshold value i and the optimal - £1p yaffic is elastic. Other simulation parameters are sum-
action isa* for all b, > b,. marized in Table 1.

For the SAW and ELECTRE algorithms, the available
5 Numerical Results and Discussions bandwidth, delay, switching cost, and the MT’s velocity are
considered when calculating the policy. The importancehisi

We compare the performance of our proposed CMDP-basel@r these parameters are consistent with those used in the
vertical handoff decision algorithm with two other schemes CMDP model. Once the corresponding vertical handoff poli-
The first one is the SAW algorithm [10]. The second one iscies are calculated by the SAW and ELECTRE algorithms,
ELECTRE [11], which is an MADM algorithm for network the PIA is used to obtain the expected total reward achieved
selection. The performance metric is tixpected total re- Py each decision algorithm.

ward per connectionTwo applications are considered: con-  The probabilityq that determines the randomized opti-
stant bit rate (CBR) voice traffic over user datagram protomal policy in (21) is calculated for different discount fact

col (UDP), and file transfer protocol (FTP) data traffic over(i.e., different average connection durations). Spediica
transmission control protocol (TCP). for A equalto[0.9,0.95, 0.966,0.975, 0.98], the correspond-
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T T T T : :
=—— Constrained MDP - Analytical —E— Constrained MDP

—#— Constrained MDP - Simulation Simple Additive Weighting
ELECTRE

Expected Total Reward

Expected Total Reward

. . . . . . .
0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98
Discount Factor (A )

I I I I I I I
0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98
Discount Factor (A )

Fig. 2 Performance comparison between the results obtained frem t

analytical and simulation models. Fig. 3 Expected total reward under different discount fadtdor CBR
traffic.

8

ing probabilitiesq are [0.61, 0.42, 0.53, 0.86, 0.46]. More-
over, the user’s budget on the expected total access cost is
also predefined for different discount factors. Specifycall — — F
for A equal to [0.9, 0.95, 0.966, 0.975, 0.98], the predefined
constraint€nax are [2, 4, 6, 8, 10].

o
T
I

5.1 Results for CBR Voice Traffic over UDP

Expected Total Reward
I
I

%

For analytical model validation, a discrete event drivef ne
work simulator is created using C++. Simulations resuksar
then compared with the results obtained from the analytical i
model. The simulation results are averaged over 100 SIMU- i consrancamor 1
lation runs. The simulation time for each run is 2%ns m ‘

. . . . 0
Fig. 2 compares the analytical and simulation results fer th ° 10 1 e e - % 2 2“

Mean of User’s Velocity (p )

expected total reward obtained from the CMDP algorithnrig. 4 Expected total reward under different mean of user's véjqei
versus different discount factord ). Fig. 2 shows that the for CBR traffic.
analytical results matched closely with the simulation re-
sults. the user’s budget for the connection, nor the long term effec
The expected total reward of a user under different disof the action. In other words, SAW and ELECTRE choose
count factors for CBR traffic is shown in Fig. 3. For all actions only based on the instantaneous reward rather than
the three schemes considered here, the expected total 8 expected total reward.
ward increases a3 becomes larger. This is because the Fig. 4 shows the expected total reward of a user versus
largerA is, the longer the average duration of the connecthe mean of its velocity under a budget of 8 monetary units
tion becomes. With the same constraint on the expected totfdr CBR traffic. As the user moves faster, the expected to-
access cost, the CMDP algorithm achieves the highest efal reward of the CMDP algorithm decreases slightly. This
pected total reward among the four schemes. For examplis, because the CMDP algorithm effectively avoids dropped
whenA equals to 0.975, (i.e., the average duration of concalls by taking the user’s velocity into consideration. Ery
nection is 10ming, for which the predefined constraint is 8 ample, handoffs are only performed when the user’s velocity
monetary units, the expected total reward from CMDP algois not likely to cause a dropped call. The SAW and ELEC-
rithm is 8.9. The expected total reward is obtained from thel RE algorithms still achieve a lower expected total reward.
PIA and Q-learning algorithms (i.e., Algorithms 1 and 2), as  The expected total reward a user can obtain versus its
well as equation (21). The CMDP algorithm achieves 93%budget on the expected total access cost for CBR traffic is
higher expected total reward than the SAW scheme, anshownin Fig. 5. As the user’s budget increases, the expected
199% higher expected total reward than the ELECTRE algototal reward becomes larger. This occurs because the more
rithm. SAW and ELECTRE algorithms achieve a lower re-money that a user can spend on a connection, the more re-
ward than the CMDP scheme because they neither considesard it will obtain. For the same budget, the CMDP al-

(0]
|
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Access Cost of the Cellular Network ( C1 )

Fig. 5 Expected total reward under different user’s budget on exple

total access coflmax for CBR traffic. Fig. 7 Expected total reward under different access cost of tHelael

10 networkC; for CBR traffic.
-8 Constrained MDP
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Switching Cost ( KI a )

Fig. 6 Expected total reward under different switching ckst for 8 e U veody 2
CBR traffic.

Fig. 8 Switching and dropping probabilities under different meén
gorithm always achieves higher reward than the SAW andser’s velocityu for CBR traffic.

ELECTRE schemes. The reason is that the CMDP algorithm
can fully utilize the user’s budget and avoid dropped calls t as the price of the cellular network increases. Thus, the ex-
achieve the optimal reward, while the total reward obtainegbected total reward of the user decreases. For the same con-
by the SAW and ELECTRE schemes are reduced because stfaint on the expected total access cost, the CMDP scheme
the dropped connections. achieves higher expected total reward than the SAW and
Fig. 6 shows the expected total reward of users under diELECTRE schemes.
ferent switching cost for CBR traffic. The budget used here In Fig. 8, we present the results for the switching and
is 8 monetary units. As we can see from the graph, when théropping probabilities of the MT in the WLAN. The switch-
switching cost (i.eK; a) increases, the expected total rewarding probability is the probability that a user in the WLAN
of all three schemes decreases. For the same constraint mguests a vertical handoff at a decision epoch. The drop-
the expected total access cost, the CMDP scheme achieveimig probability is defined as the probability that the hahdo
better expected total reward than the SAW and ELECTREequest cannot be performed because of the high velocity of
schemes. the MT. When the mean of user’s velocityincreases, the
Fig. 7 shows the expected total reward of a user versusost from the call dropping penalty function in (9) also in-
the access cost of the cellular network under a budget afreases. The MT will have a higher chance to remain in the
8 monetary units for CBR traffic. AS; increases (whil€,  existing network. Thus, the switching probability decesas
andC; are fixed), the expected total reward becomes smallddowever, wheru increases and the MT chooses to perform
for all three algorithms. The reason is that in order to takerertical handoff, the probability that the vertical harfozzn
advantage of the cellular network, users need to pay morge completed before the MT losses the connection with the
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=B~ Constrained MDP =B~ Constrained MDP
Simple Additive Weighting Simple Additive Weighting
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Fig. 9 Expected total reward under different mean of user's vejqei  Fig. 10 Expected total reward under different user's budget on ex-
for FTP traffic. pected total access caBtaxfor FTP traffic.

existing network decreases. Thus, the call dropping proba-
bility increases.

5.2 Results for FTP Data Traffic over TCP

Optimal Action

Fig. 9 shows the expected total reward of a user versus the
mean of its velocity under a budget of 8 monetary units for
FTP traffic. Note when the MT's velocity is highu(= 24
km/h), the expected total reward achieved by the CMDP al-
gorithm with FTP traffic is smaller than that achieved with
CBR traffic. The reason is when an MT moves faster, the
probability that it can switch from the cellular network to
WIMAX or WLAN is lower. As a result, it cannot take ad- ) ) )
vantage of the high bandwidth in WiMAX and WLAN (which £ %~ Stieiie o10° Sreareireied HoP opimal e e
is crucial for FTP traffic that relies on high bandwidth);ben 1 g, =3v=21=3.
is not able to achieve a high expected total reward when it is
moving fast. sis [| = 3, b]_ = 1, d]_ = 3, d2 = 1, d3 = 3,V: 2,' = 3] We can
The expected total reward a user can obtain versus i€ for the threshold structure of the optimal policy, gigen
budget on the expected total access cost for FTP traffic {#xed value ofb; (e.g.,b; = 3), the optimal policy chooses
shown in Fig. 10. Similar to the CBR traffic case, we can se@€twork 3 wherbs > 3, and selects network 2 wheg < 3.
for the same budget, the CMDP algorithm always achievedhus, the thresholdy(i = 3,b; = 1,d = 3,d, = 1,d3 =
higher expected total reward than the SAW and ELECTRES,V = 2,1 = 3) in (28) is equal 3. Similarly, for a fixets
schemes. Note the expected total reward decreases dram@:9-,bs = 2), the optimal policy chooses network 2 when
ically when the user's budget is below 3.5 monetary unitsP2 > 3, and selects network 3 whép < 3.
This also happens in Fig. 5, however for CBR traffic this From Theorem 2, we showed that the optimal handoff
decrease is less noticeable. policy is monotonically non-decreasing in the delay compo-
nent of the current state Fig. 12 shows the structure of the
unconstrained MDP optimal vertical handoff policy by vary-
5.3 Structure of the Optimal Policy ing the delay of networks 1 and 2 (i.e., cellular network and
WiIMAX, respectively). The condition of the current state
From Theorem 1, we showed that the optimal handoff policyis [i = 2,by = 1,b, = 4,b3 = 2,d3 =3,v=1,1 = 3]. The
is monotonically non-increasing in the bandwidth compo-+threshold structure of the optimal policy shows that, for a
nent of the current state Fig. 11 shows the structure of the fixed value ofd, (e.g.,d, = 3), the optimal policy chooses
unconstrained MDP optimal vertical handoff policy by vary- network 2 wherd; > 3, and selects network 1 whelp < 3.
ing the bandwidth of network 2 and network 3 (i.e., WIMAX Thus, the thresholdy(i = 2,b; = 1,bp = 4,bs = 2,d3 =
and WLAN, respectively). The condition of the current state3,v = 1,1 = 3) in (30) is equal 3. Similarly, for a fixed;
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The threshold policy simplifies the implementation of the
proposed algorithm. Instead of storing the optimal policy
of all possible states, only the threshold values need to be
stored. The vertical handoff decision can be performed by a
simple lookup table.

Optimal Action

6 Conclusions

In this paper, we proposed a CMDP-based vertical handoff
decision algorithm for 4G heterogeneous wireless networks
Our work considered the connection duration, the available
bandwidth and delay of the candidate networks, MT’s veloc-
ity and location information, signaling load incurred o th
Fig. 12 Structure of the unconstrained MDP optimal vertical hahdof network, network access cost, user’s preference, andsuser’
policy on the packet delay whes=i=2,by =1,b, =4,bs=2,d3=  monetary budget for the vertical handoff decision. The al-
3v=11=3| gorithm is based on the CMDP formulation with the objec-
tive of maximizing the expected total reward of a connec-
tion. The constraint of the problem is that users have mon-
etary budgets for their connections. By using the PIA and
Q-learning algorithm, a stationary randomized policy is ob
tained when the connection termination time is geometri-
cally distributed. Structural results on the optimal \eati
handoff policy are derived by using the concept of super-
modularity. We showed that the optimal policy is a threshold
policy in the available bandwidth, delay, and velocity. Nu-
merical results showed that the proposed CMDP-based ver-
tical handoff decision algorithm outperforms other demisi
schemes in a wide range of conditions such as variations
on connection duration, user’s velocity, user’s budgef; tr
fic type, signaling cost, and monetary access cost. Fordutur
work, we plan to consider other constraints in the problem
formulation.

Optimal Action

Fig. 13 Structure of the unconstrained MDP optimal vertical hahdof
policy on the mean of user's velocity when=[i = 3,b; = 3,d; =

3bp— 4 dy—1,ds— 3,1 —3. Acknowledgment

(e.g.,d; = 2), the optimal policy chooses network 1 when This work was supported by Bell Canada and the Natural
d> > 3, and selects network 2 wheh < 3. The network Sciences and Engineering Research Council (NSERC) of
and the MT only need to store the threshold values. Canada.
From Theorem 3, we showed that the optimal handoff
policy is monotonically non-decreasing in the velocity com  Appendix A. Proof of Lemma 1l S
ponent of the current stat Fig. 13 shows the structure We will provev i, by, dy, bz, dz, v ) is monotone in available band-
. - . . width, delay, and velocity. This consists of two steps:
of the unconstrained MDP optimal vertical handoff policy _ _ _ _
by varying the bandwidth of network 3 (i.e., WLAN) and - VTv?drtJrf]ogee th; ;ermavrglgcr;tcytms,w is monotone in available band-
the mean value of the MT's velocity. The current staie 2. To préve the sum of transition probabilitigssP[s | s, a] is mono-
[i=3b;=3,d=3by=4,d,=1,d3=3,1 =3]. We can tone in available bandwidth, delay, and velocity.
see for the threshold structure of the optimal policy, gisen We first note that the only part that relates to the bandwidltié

fixed value ofbz (e.g.,bz = 4), the optimal policy chooses reward function (i.e.f(s,a)) is fo(s ). Let bt andb2 be two possible
not to perform handoff whew > 2, and chooses to per- bandwidth values, antl > b2. We denotef,(st,a) as the value of
form handoff wherv < 2. Thus, the thresholty(i = 3,by = fy(s.@) whenba = by, andfy(s*,a) as the Va|slie ofy(s,a) whenb, =
3,d1=3,bp=4,dy = 1,d3 = 3,1 = 3) in (32) is equal 2. If bg. Clearly from the_ definition 0_1fb(_s, a), fp(s,a) is greater than (or

. k ) equal to) fo(s?,a), since fy(s,a) is linearly proportional tdas. As a
bz =2, the optimal policy does not perform vertical handoff regyt, the reward function(s,a) is monotonically non-decreasing in
whenv > 3, and chooses to perform handoff wher: 3.  the available bandwidth.
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Similarly, the only part that relates to the delay in the nelfanc-
tionis fq(s,a). Letd} andd? be two possible delay values, adfi> d2.
We denotefq(st, a) as the value of4(s,a) whend, = d}, and f4(s, a)
as the value offy(s,a) whend, = d2. Clearly from the definition of
fq(s,a), fq(st,a) is smaller than (or equal toly(s?,a), sincefqy(s,a)
is linear inverse proportional td,. As a result, the reward function
r(s,a) is monotonically non-increasing in the delay.

For the velocity, the only part that relates to it in the redvimc-
tion is —q(s,a). From the definition ofj(s,a) in (9), when the veloc-

ity v becomes larger, the value qgfs,a) becomes larger or remains
the same, which means thatq(s,a) becomes smaller or stays the

same. Consequently, the reward functi¢s a) is monotonically non-
increasing in velocity.

We assume that the transition probability functRe | s, a] satis-
fies thefirst order stochastic dominance conditiorhis implies when
the system is in a better state (e.g., larger bandwidth,ldekay), its
evolution will be in the region of better states with a highesbability.
When the available bandwidth is considered, it implies thatsum
of transition probabilities (i.eJ¢<sP[s | s,a]) is monotonically non-
decreasing in the available bandwidth. Similarly, the ddlalocity)
in the next decision epoch is stochastically decreasin respect to
the delay (velocity) in the current decision epoch is thedétmon un-
der which the sum of transition probabilities (i.84-sP[S | s,a)) is
monotonically non-increasing in the delay (velocity). |

Appendix B. Proof of Theorem 1

To show that the optimal policy is monotonically non-in@ieq in
the available bandwidth, we need to prove fQga(s, a) is subomodular
in (bz,a). We will prove via mathematical induction that for a suitbl
initialization,

Q'E;H([L by, dy, bp,d2,,1],2) — Q?l([i,bl,dL b2,d2,v,1],1)

= r([ivblvdlab27d27\/7”72;ﬁ) - r([i7blvdlab27d2:\/:”:1;ﬁ)
ZZ AP[by, dp | by, da]P[b;, d3 | bz, d]P[V [ VIP[I" 1]
cs

x (Vs (1,0l B, 0, V. 1) — Vi (1, by, 0, b5, s, V1)), (39)

is monotonically non-increasing in the available bandtwigt It holds

if vg(j,bh,dy,b5,d5,v,1") has non-increasing difference in. Select
v%(j,Ul,d’l,b/z,d’z,\/,l/) with non-increasing difference inp. Assume
thatv'é(j ,by,di, b5, d5,v,1”) has non-increasing differencebip, which
implies thathH([i,bl,dl,bz,dz,v,l],a) is submodular ir(by, a). We
will now prove thalv'é*l(j,b’l,di, b,,d5, V,1") also has non-increasing
difference inb,. That is,

VST, b, di,bo + 1,dp, v 1) — VST (i, by, d, by, Ao, v 1)

< VE+l(i7b17d1s b2, dp, v, 1) _Vl[(;+1(i7b1sdly by —1,d2,v1),

(35)

or
Vi, by,d1, b+ 1, dp, ) — ViST(i, by, da, by, do, 1)
- <\}Eg+1(i7blsdl7b2~,d27v7|) _\)E+l(isbl7dlsb2 - 17 d2,V,I)) < 0. (36)

We assume
VIE“(L by,d1, b2 +1,dp,v,1) = Qf;l([i, by,di,ba+1,d2,v,1],82),
\/I,§+l(i,b17d1,b27d2,v~,|) = Q'E’l([i,blydl,bzydzavJ],al),
and

V(i br,da, by — 1,do, 1) = QTH(fi, by, di, bp — 1,02, 1], @0),

for some actionsy, a;,ag € As. Thus, we can re-write (35) as

Q™ (li,br, di,bp + 1,02, v 1], @) — Q™ ([, by, dy, bz, dp, v 1], @)

(b e )~ G (b b~ Ll o)
<0, (37

or

QT ([i,ba, dr, bp + 1, dp, i1, @2) — Q5 ([i, by, 1, bp, Ao, v, 1], &)

Wi

+Q'[(§+1([is bl7d1~, b27d2~,vﬂ |],a2) - Q'[(;+1([i7b17d1’ b27d2’v’ I]’al)

X1
— Q" ([i, by, dy, bz, dp, v, 1], @) + Q™ ([i, by, da, bz, A, 1], 20)

Y1

- (Q;“([Lblvdl,bzvdz,v,u,ao) —Ql5™([i, b, cr, by — 1,dz,v,u,ao))

Z

S 07
whereX; < 0 andY; < 0 by optimality. Note that inX; andY; the
optimal action isa;.
In addition, it follows from the induction hypothesis that

Wl = r([ivblsdlvbz"’_ lvdZsVﬂI]saz;B) - r([ivblsdlyb23d2yvyl}7a2;ﬁ)

DRI AL AL D

€S
xV (1,04, dp, (bp+ 1), dp, V1) — P[b}, d | by, di]

<P[b, d | by, PV | IPII | 1V, b 'z,dg,v,m)

IN

r([i,b1,d1,bp,do,v,1],a0; B) —r([i,b1,d1, by — 1,d2,v,1],a0; B)
DX (P[ba,d; | by, GyJPlb.c | ba, PV | VIPI [ 1]

€S
ng(j,b&,di, lz,dé,\/,ll) — P[b&,d'l | bl,dl]P[b'z,dlz | by — l,dz]
<PV [Pl | |]Vl§(j=b/1=dﬁv(b2*1)/7d/2=\/7|/)>-

The right-hand side (RHS) of the inequality comes from thpagéx
sion of Z; which implies thatw; < Z;. Therefore, it is shown that
\/'I§+l(i,b1,d1,b2,d2,v,l) satisfies (35), which implies tha@g(s,a) is
submodular inby, a). |

Appendix C. Proof of Theorem 2

To show that the optimal policy is monotonically non-desieg
in the delay, we need to prove th@g(s,a) is supermodular iridy, ).
We will prove via mathematical induction that, for a suigbiitializa-
tion, (34) is monotonically non-decreasing in the defayThe above
holds if vg(j,by,d,05,d5,V,1") has non-increasing difference dh.
Selectvg(j,b’l,d’l, ,,d5,V,1") with non-increasing difference id,.
Assume that/‘[‘;(j,b/l,d’l,b/z,dé,\/,l/) has non-increasing difference in
dy, which implies thaQ'E“l([i,bl,dl,bz,dz,v,l],a) is supermodular in
(da, ). We will now prove thatl'lyl(j,b(l,d’l, b,,d5,V,1’) also has non-

increasing difference id,. That is,

\/l[(g+1(is bl7d1~, b27d2 + l7v7 l) - \/IE+l(is bl7d1~, b27d2~,v~,|)

(38)
< VEH(L b1,d1,b2,d2,v,1) *Vl[(;rl(i:blvdl: by, d2 —1,v,1),
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or

V(0. by, . by, b+ 1w, 1) — V(1. by dy by, dp. )

B
*<VIE;+1(i:b17dl:b27d2:V:|) V,g“(l b17d17b27d2*17V7|)) <0.(39)
We assume

VISP, b, di, by, Ao+ 1,vi1) = Q[ by, dt, by, dp + 1, v 1], 39),

VIE“(L by, dy,bp,02,v1)

and

= Q'E;H([i, by,dp,b2,d2,v,1],a1),

VISP, b, di, by, dp — 1,vi1) = Qf™([i, by, d1, by, dp — 1, v, 1], a0),

for some actionsy, a3, a0 € As. Thus, we can re-write (38) as
Ql[(;+1([iﬂ blvdlﬂ b27d2 +1y, ”732) Qk+1([|7b17d1~, b27d2~,V~, |],a1)

( k+1([l b1,d1,b2,d2,v,1],a1)
—Q"([i, by, da, by, dp — 1w 1], ao)> <0, (40)
or

Q™ ([i, by, i, bz, d + 1,v, 1], 82) — QT (i, by, A, by, do, 1], @)

W,

+Qk+1([|,b1,d1,b2,d2,v,I],az) - k+1([' by,di, b2, d2, v, 1], 1)

X2
k+1([' by, d1, b, do, v 1], al)+Qk+1([|7bl«,dlbe«,d2sVs|]sa0)

Y2

(905 20) — Q5 b~ Ll ) )

2

§07

where X, < 0 andY, < 0 by optimality. Note that inX; andY, the
optimal action isa; .
In addition, it follows from the induction hypothesis that

VVZ - r([i,bl,d]_,bz,dz-i-l,V,”,az;B)—r([i,b]_,dl,bg,de,lLaz;B)
£3 (P[b'l,da | by, o] P{b). | b, 4+ 1P [P 1]
€S

xV (], by, 01, b, (2 + 1),V I") — P[bl, i | by, ch]

g1
r([i,by,d1, bz, do,v,1], 80, B) —r([i,by,d1, b2, dp — 1, v, 1], @0; B)

Y (P[ba,di | by, duJPlbb. 04 | be. doJPIV | VP 1]
ge S
xVE (], b, 0, by, 5, V1) — Plloy, | by, dhy]

xP[b,dj | bp,dp — 1PV | VP[I" | ]

x Pllo, dj | ba, o] PV [VIP[I" [ 1]V (j, by,

IN

le[(%(Jbél_divb/Z (d27 1)/7\/7|/)> .
The RHS of the inequality comes from the expansioZoévhich im-

plies that\, < Z,. Therefore, it is shown tha/g“(i, by, di, b, do, v, 1)
satisfies (38), which implies th&lz (s, a) is supermodular irid,, a). B

Appendix D. Proof of Theorem 3

To show that the optimal policy is monotonically non-desieg in
the velocity, we need to prove th@iz (s, a) is supermodular igv, a).
We will prove via mathematical induction that for a suitalvlgializa-
tion, (34) is monotonically non-decreasing in the velogityit holds
if vg(j,by,dq, b, d5,v,1") has non-increasing difference in Select
vg(j,b/l,dﬁ,tfz,dé,\/,l’) with non-increasing difference m Assume
thatv'lg(j,b’ ,d1,b5,d5,v,1”) has non-increasing differencenwhich
implies thatQE*l([i, by, d1, by, d, v, 1],a) is supermodular irfv, a). We
will now prove thatv'[‘,“(j,b’l,d’l, b, dj,V,1) also has non-increasing
difference inv. That is,

Vs (i, ba, d, by, A, v+ 1, 1) — vi§ (i, by, i, bz, o, 1)

1 1 (41)

< Vi, by, i, by, dp, v 1) — V(i by, d, by, Ao, v— 1,1),

or
VE+l(i7blad17b27d27V+17|)7vg+l(i7blad17b27d27vvl)

— (V5. b, 0, ba, G, v 1) — Vi (1, by, 0, by, co,v—1,1)) < 0. (42)
We assume

\/I,§+l(i, by,ds,b2,d2,v+1,1) = Qk+1([|7b1«,dl«, b2,d2,v+1,1],a2),

\/I,§+l(i,b17d1,b27d2,v~,|) = Q,g“([i,bl,dl,b2,d27V7|Lal)7

and

VISP, b, di, bp, o, v— 1, 1) = Q7 ([i, by, di, bz, Ao, v— 1,1], a0),

for some actionsy, a3, a9 € As. Thus, we can re-write (41) as
Q™ ([i, br,du, bz, d2, v+ 1,1],82) — Q" ([i, b, di, bz, A, v, 1], 81)
—(QE“([Lbl,dl,bz,dz,v,l},al)
— Q™ ([i,ba, dhi, bz, Ao, v—1,1], 80 ) 0, (43)
or

Qk+l([|7blsdly b2~,d27v+ 1, I],az)
Wa

- QZ+1([i7b17dls b27d2~,v~, |]«,a2)

+QZ+1([is bl7d1~, b27d2~,vﬂ |],a2) - QZ+1([i7b17d1’ b27d2’v’ I]’al)

X3

—Qk+1([l by, dg,b2,d2,v, 1], al)+Qk“([l,b17d1,b27d2,V~,|],ao)

Y3

- (Qi[(;rl([ivblvdl:b27d2:V:”: a) — kH([' by,di, by, dp,v—1,1], ))

Z3

Sov

where X3 < 0 andYz < 0 by optimality. Note that inX3 and Yz the
optimal action isa;.
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In addition, it follows from the induction hypothesis that 14. S. Chien, H. Liu, A. L. Y. Low, C. Maciocco, and Y. Ho, “Smar
. . Predictive Trigger for Effective Handover in Wireless Netks,”
Ws = r([i,by,d1, b, d2, v+ 1,1],82; B) — r([i, by, d1,b2,d2, v, 1], 82, B) in Proc. of IEEE ICC'08 Beijing, China, May 2008.
4 A <P[b’l,d£ | bl,dl}P[b’z,dé | bz,dz]P[\/ pa 1]P[I’ 1] 15. O. Ormond, J. Murphy,_ and G. Muntean, “Utilit_y-basecblhrt
g gent Network Selection in Beyond 3G Systems,Pioc. of IEEE
ng(jabél_adivb/27dév (v+1),1") — Plby, d, | b, ch] ICC’06, Istanbul, Turkey, June 2006. ' .
16. J. Zhang, H. C. Chan, and V. Leung, “A Location-Based iVert
% P[bh, db | by, da]PIV [ VIP[l” | |]\/'E;(J'7b’1sd/17b’2ad/2a\/s|’)> cal Hant_ioff Decision Algorithm for Heterogeneous MobiletNe
works,” in Proc. of IEEE GLOBECOM'06San Francisco, CA,
< r([i, by, dy, by, do, v, 1], a0; B) — 1 ([i, by, d, by, dp, v— 1,1], 80; B) November 2006.

+ZA

ses
xv';;(j,b’l,di, b, d5,V,1") — P[ly,dq | by, di]P[b5, dj | by, dp]

(P[b'l,d; | by, GuJPlb.c | ba, clPIV | VPV |1

<PV |v—1]P[l" [1]V§(j, b}, dj, b5, dp, (v— 1)’,|’)>.

The RHS of the inequality comes from the expansioZpévhich im-
plies that\g < Z3. Therefore, it is shown thaﬁ“(i, by, d1, by, dp, v, 1)
satisfies (41), which implies th@g (s, a) is supermodular irfv,a). B
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