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Abstract—The evolving mobile cloud computing (MCC)
paradigm enables mobile users to offload their computing tasks
to cloud servers. In this paper, we study the following problems
in MCC systems: (i) which tasks should be offloaded to cloud
servers? (ii) and what is the optimal price of cloud services?
We jointly address these issues by formulating two levels of
optimization problems. On the mobile users side, we formulate a
utility maximization problem that takes the energy consumption,
delay, and price of cloud services into account and obtain the
optimal scheduling for both delay-sensitive and delay-tolerant
applications. On the cloud service provider (CSP) side, we
determine the optimal pricing strategy by formulating a profit
maximization problem, which is non-convex in general. We
further propose an algorithm using convexification and primal-
dual methods to mitigate the non-convexity. Through numerical
studies, we investigate the mobile users’ behavior and the CSP’s
pricing strategy. Our results reveal that the proposed scheduler
effectively balances the tradeoff between the energy consumption
and delay in comparison with different schedulers proposed in
the literature. Furthermore, we show that with the proposed
pricing algorithm, the CSP can improve its profit by up to 25%
compared to static and dynamic pricing strategies.

Index Terms—Dynamic task scheduler, delay-sensitive applica-
tions, optimal pricing strategy, mobile cloud computing.

I. INTRODUCTION

MOBILE cloud computing (MCC) reduces the compu-
tational burden of mobile devices by extending the

concept of cloud computing to the mobile environment.
Computation-intensive applications are rapidly developing,
while the processing power of mobile devices is often lim-
ited. To overcome this problem, computational tasks can be
executed remotely on cloud computing servers on behalf of
mobile devices. By utilizing cloud computing services, mobile
devices can benefit from powerful computing resources, save
their battery power, and expedite the task execution [1]–[6]. To
enable mobile computation offloading, several cloud-assisted
mobile platforms have been proposed including ThinkAir [7],
MAUI [8], CloneCloud [9], and cloudlets [10]. Cisco forecasts
that mobile cloud traffic will grow tremendously and cloud
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applications will account for 90% of total mobile data traffic
by 2019 [11]. Nonetheless, the decision about whether a task
should be performed locally on the mobile devices or offloaded
to cloud servers is still a challenging problem.

The module making the offloading decision in each mo-
bile device is called the task scheduler. The task scheduler
dynamically makes an offloading decision upon arrival of a
task. It takes into account the energy saving obtained from
task offloading, the delay each task experiences, and the price
charged by the cloud service provider (CSP) to arrive at the
optimal decision. On the other hand, the CSP requires an
optimal pricing scheme for its computing services so as to
maximize its own profit, as a static pricing strategy cannot
capture the dynamic MCC environment. The pricing strategy
of the CSP depends on the workload of its servers, whereas
the offloading demands of mobile users depend on the price of
cloud services. Thus, the optimal decisions of task schedulers
and the CSP’s pricing strategy are coupled together, which
complicates the design of the optimal pricing strategy.

Recently, there have been several works studying task
offloading for the MCC environment. Odessa [12] is a run-
time system that enables task offloading to cloud servers
for different mobile applications. Although it has a low
complexity, its offloading strategy is sub-optimal and may
degrade the benefits obtained from task offloading. An energy
optimal scheduler for mobile users was proposed in [13]. The
scheduler makes the offloading decision by comparing the
energy consumed for executing the tasks locally and the energy
required for dispatching the tasks to the cloud servers. In [14],
the authors considered the case of simultaneously arriving
tasks and designed an optimal task scheduler by minimizing
the total energy consumption in mobile devices. The offloading
strategy proposed in [15] minimizes the completion time of the
tasks on mobile devices, when cloud services are available. A
centralized task scheduler was proposed in [16], where the au-
thors assumed the MCC system has a controller. The controller
monitors the offloading requests of the mobile users as well
as the available computing resources in the cloud servers and
assigns computing resources to the mobile devices with the
objective to minimize their total energy consumption. Another
offloading strategy proposed in [17] considers a sequence of
tasks of a mobile user and aims to minimize the energy
consumption when the user collaborates with the cloud servers.
In [18], the authors studied energy-efficient task execution in
an MCC system. They determined the offloading decision for
each task in order to minimize the energy consumption on a
mobile device while meeting a latency deadline. A dynamic
resource and task allocation scheme was proposed in [19]
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that minimizes the energy consumption of the mobile users.
In [20], the authors studied a dynamic MCC system and
proposed an offloading mechanism for cost minimization for
both mobile users and the CSP by taking the price of the CSP
into account. Although the proposed mechanism addresses
the energy-delay tradeoff, all computing tasks face the same
tradeoff between energy consumption and delay regardless
of their different sensitivity to delay1. In [21], the authors
considered an MCC system and optimized the mobile users’
offloading decisions in order to minimize the overall cost.
They assumed that the mobile users share the same wireless
channel while offloading their tasks to the cloud servers.
In [21], a centralized controller hosted by the cloud servers
decides whether to offload the tasks. A distributed offloading
algorithm was proposed in [22] that aims to minimize the
total energy consumption of mobile devices. An application-
aware computation offloading mechanism was proposed in
[23] that balances the tradeoff between energy efficiency
and responsiveness of mobile applications. In [24], the au-
thors studied energy-efficient computation offloading under
a completion time deadline constraint. Given the increasing
attention on mobile cloud computing in recent years, there
exist several cloud services for mobile users such as AppATP
[25] and eTrain [26] that leverage the tradeoff between energy
consumption and delay. AppATP defers data offloading of
delay-tolerant applications during poor network connectivity
in order to minimize the energy consumption. In [26], the
proposed eTrain mechanism also trades the delay for energy
consumption for instant messaging applications.

The aforementioned offloading mechanisms demonstrate the
benefits of using cloud services. However, the existing works
do not take into account two important characteristics of MCC
environments. In particular, they do not consider the het-
erogeneous latency requirements of different delay-sensitive
applications. Moreover, the existing works (e.g., [12]–[17],
[21]–[24]) do not consider the monetary cost (i.e., service
price) that the CSP charges for providing cloud services.
Different latency requirements of tasks and the price of cloud
services may affect the task offloading decisions, even if
offloading is beneficial in terms of energy efficiency.

Besides, the CSP is interested in maximizing its profit
obtained from providing cloud services. This implies that the
CSP’s pricing scheme should be designed so as to admit as
many service requests as the CSP can serve in order to increase
the profit. Hence, a dynamic pricing strategy can significantly
enhance the profit of the CSP, whereas a static approach cannot
model the dynamic behavior of the MCC properly.

Dynamic pricing in mobile networks [27]–[31] as well
as cloud computing systems [32]–[38] has received much
attention in recent years. Several dynamic pricing schemes
have been proposed for cloud computing services [32]–[38].
Among these existing works, the authors of [32] proposed a

1In [19], [20], the authors assumed that the computing tasks can be
partitioned in a flexible way. The computing job arrivals are modeled as
streams of bits and the offloading decisions are made for the bits arrived
in fixed time slots. In practice, however, the computational tasks cannot be
divided into smaller ones in an arbitrary manner [8], [14] and each indivisible
computing task should either be served entirely by the local CPU of the mobile
device or be offloaded to the cloud servers.

socially optimal pricing strategy to optimize the social welfare,
which is the sum of the users’ utilities minus the CSP’s
expenses. Moreover, several auction based pricing mechanisms
have been proposed in [33]–[36], which aim to optimize the
social cost/welfare. These works assumed that the users submit
their bids to lease the virtual machines for the time period
they need. In [37], the authors studied an MCC market, where
multiple brokers compete to reserve computing resources from
public and local clouds. The design objective in [37] is to
find the allocation strategy for all brokers that minimizes
the average social cost of all mobile users. However, in
practice, the CSP is only interested in maximizing its own
profit. In addition, users do not concern about the CSP’s
profit and other users’ behaviors. Thus, the aforementioned
existing mechanisms (e.g., [33]–[37]) that aim to optimize
the social welfare/cost can neither model the optimal pricing
strategy of the CSP nor the strategic behaviors of users. A
pricing strategy to maximize the CSP’s profit was proposed
in [38] assuming that the users lease the virtual machines
in cloud servers for a certain period of time. However, such
pricing mechanism can be used in either Platform as a Service
(PaaS) or Infrastructure as a Service (IaaS) deployments for
stationary users (e.g., personal desktop computer users or
small and large enterprises), while it may not be applicable
in MCC systems. Mobile users make an offloading decision
upon arrival of each task and lease the cloud services during
the task execution. Hence, mobile users are not interested in
leasing the computing services for a certain period of time.

In this paper, we address the following technical and eco-
nomical challenges in MCC system design:

1) How does the task scheduler make the offloading decision
upon arrival of each task?

2) What is the optimal pricing strategy of the CSP?

To address these challenges, we jointly optimize the task
scheduler for the mobile users and the pricing strategy for
the CSP in a dynamic MCC market. Our design is motivated
by two insights: First, the task offloading decision should not
only depend on the energy consumption saving obtained by
using the cloud computing services, but also be affected by
the service prices. Second, a static pricing strategy can neither
model a dynamic MCC market nor properly encourage mobile
users to use the cloud services. An optimal strategy should take
into account the dynamic workload of computing tasks which
may vary due to different energy savings in mobile devices
and heterogeneous delay requirements as well as the price of
cloud services.

The key contributions of our work are as follows:

• Dynamic task scheduler: To design the task scheduler, we
formulate a utility maximization problem, which takes the
energy consumption, delay, and price of cloud services
into account. We consider the stochastic arrival of tasks
and provide a queuing analysis to address the latency
requirements of both delay-sensitive and delay-tolerant
applications.

• Optimal pricing via profit maximization: We determine
the optimal pricing strategy of the CSP in a dynamic
MCC market. We formulate a profit maximization prob-
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lem which takes into account both the price charged to
the mobile users and the electricity price of the CSP.
We model the workload of the CSP (i.e., the offloading
demand arriving from the mobile users) as a function of
its price to determine the CSP’s profit and to reveal the
interaction between the CSP and the mobile users.

• Algorithm design: We show that the CSP’s profit max-
imization problem is non-convex in general. We then
develop a pricing algorithm using Convexification and
Primal-dual methods, namely CoPe, to cope with the non-
convexity issue.

• Numerical studies: We investigate the performance of the
proposed task scheduler for different types of tasks and
show that the scheduler outperforms ThinkAir [7] and
MAUI [8] in terms of energy and delay for delay-sensitive
tasks, while it consumes the same amount of energy as
ThinkAir for delay-tolerant tasks. We also evaluate the
effect of the price on the offloading decision of the mobile
users. Our results show that the mobile users may prefer
local execution of a task if the price of the CSP is too high
even if task offloading is beneficial in terms of energy
consumption or delay. We further study the CSP’s optimal
pricing strategy and the CoPe algorithm and show that the
CSP can obtain a significantly higher profit by employing
either the optimal strategy or CoPe in comparison with
static and dynamic pricing strategies.

This paper is organized as follows. In Section II, we develop
the dynamic task scheduler to determine the optimal offloading
strategy of the mobile users. In Section III, the optimal pricing
strategy of the CSP is obtained based on a profit maximization
framework and the sub-optimal pricing algorithm CoPe is
developed. In Section IV, we investigate the effect of CSP’s
prices on the mobile users’ behavior as well as the CSP’s
profit. Conclusions are drawn in Section V.

II. DYNAMIC TASK SCHEDULER

Consider an MCC environment, which includes the CSP and
mobile devices. The set of mobile devices is denoted as M.
Each mobile device uses a task scheduler that decides whether
to offload a task to the cloud servers or execute it locally in
its centralized processing unit (CPU). Mobile users choose
their optimal strategy (i.e., offloading decision) individually
based on the price announced by the CSP so as to maximize
their own utilities. In this section, we first introduce the task
scheduler model as well as the offloading decision of the
mobile users. We then design the task scheduler using a utility
maximization framework and obtain the optimal offloading
strategy of the mobile users.

A. Task Scheduler Model

We model the task scheduler in each mobile device2 by a
queuing system, as illustrated in Fig. 1. We assume that in each
mobile device there are two servers, namely, the CPU and the
wireless interface (e.g., WiFi, Long-Term Evolution (LTE)).

2In the remainder of this paper, we use the terms “mobile device” and
“mobile user” interchangeably.

Fig. 1: The task scheduler and queuing system for mobile user i. The queuing
system includes two disjoint queues served by two different servers, namely
the local CPU and the wireless interface. We categorize the tasks into three
types: CPU workload, offloadable computing tasks, and network traffic. The
scheduler decides whether or not to offload the offloadable tasks.

The former server is used to model the local execution of the
tasks in the mobile device. The latter is required for offloading
the tasks to the cloud servers.

We classify the mobile user’s workload into three categories:
CPU workload, offloadable computing tasks, and network
traffic. The CPU workload represents the tasks that have to
be processed locally by the mobile device’s CPU, whereas the
offloadable computing tasks can either be processed by the
local CPU or be offloaded to the cloud servers. The network
traffic has to be transmitted over the wireless interface. For
example, mobile applications such as virus scanners [39]
can either be run on the local CPU or be offloaded to the
cloud servers. However, there are some tasks which must
be performed locally by the CPU and cannot be offloaded.
Examples include but are not limited to the display control
and memory and cache management.

We assume that the CPU workload, offloadable computing
tasks, and network traffic independently arrive at mobile user
i ∈ M according to Poisson processes with rate λc

i , λ
o
i , and

λnt
i , respectively. The size of each task z (in bits) follows a

probability density function (pdf) fZ(z). We further denote the
processing density as γ (in cycles/bit), which is the number of
CPU cycles required to process a unit bit of data. The value of
γ depends on the application type. We model γ as a random
variable that follows pdf fΓ(γ). We assume that the task size z
and the processing density γ are finite. In our queuing analysis,
the size of each task and the required number of CPU cycles
reflect the service time that the corresponding server needs
to complete the task. The service time to perform a task of
size z with processing density γ in the local CPU of mobile
device i is γz/Ci, where Ci is the CPU processing capacity (in
cycles/time unit)3. The same model for the CPU processing
capacity and service time was used in [15], [23], [24]. The
service time in the wireless interface server corresponds to the
transmission time required to submit the computing tasks to
the cloud servers. For a task of size z, the service time is z/µ,
where µ (in bits/sec) is the data rate of the wireless interface.
We consider a slow flat fading wireless channel model and
assume that the data rate of the wireless interface at each
device i remains constant during the transmission of each task.
However, µ is a random variable and follows a pdf fMi

(µ).

3CPUs in existing smartphones employ a dynamic voltage and frequency
scaling method to adjust the CPU clock frequency so as to optimize the
energy-speed tradeoff [13], [19]. However, for the sake of tractability of
analysis, here we assume a constant clock frequency which results in a
constant processing power for each CPU.
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We further assume that the data rate, hence the service time,
is independent of the arrival processes and is known to the
user upon arrival of tasks.

The task scheduler makes the offloading decision for both
delay-sensitive and delay-tolerant applications. To model the
delay-sensitivity, we characterize each task by a parameter θ
representing a specific application type as inspired by [27].
The value of θ varies across different types of applications,
but is known to users and follows pdf fΘ(θ). A large value
of θ represents applications with stringent delay requirements,
whereas applications with θ = 0 are tolerable to delay.

B. Offloading Decision

To design the task scheduler, we first introduce the offload-
ing decision indicator and offloading probability. As illustrated
in Fig. 1, each mobile device is modeled by two queues
served by two different servers. For mobile user i ∈ M,
let δi(z, γ, θ, µ) ∈ {0, 1} indicate whether or not a task of
size z with processing density γ and delay parameter θ is
offloaded, where µ is the data rate of the wireless interface and
δi(z, γ, θ, µ) = 1 indicates that the task is offloaded. Notice
that the task scheduler makes its decision based on the values
of z, γ, θ, and µ which are known upon arrival of the task.
We further denote the probability that a task of size z with
processing density γ and delay parameter θ at mobile user
i with wireless data rate µ is offloaded to the cloud servers
by πi(z, γ, θ, µ) ∈ [0, 1]. Therefore, δi(z, γ, θ, µ) = 1 with
probability πi(z, γ, θ, µ). Given {πi(z, γ, θ, µ), z ≥ 0, γ ≥
0, θ ≥ 0, µ ≥ 0}, the probability that a task from mobile
user i is offloaded to the CSP is

πi =

∫
R4

+

πi(z, γ, θ, µ)dFZ,Γ,Θ,Mi
(z, γ, θ, µ), (1)

where FZ,Γ,Θ,Mi(z, γ, θ, µ) is the joint cumulative distribution
function (cdf) of random variables z, γ, θ, and µ. We refer to
πi as the offloading probability of device i ∈ M. To design
the scheduler and determine the offloading probability, we first
require a model for the utility of the users as the task scheduler
evaluates the users’ utility to make the offloading decisions.

C. Users’ Utility

The utility reflects the benefit of mobile users from offload-
ing the task to the cloud servers. The utility depends on the
energy consumption and the delay improvement obtained by
offloading the task as well as the price charged by the CSP.

To introduce the utility of user i ∈ M, we first define the
energy consumption saving obtained from task offloading as
the energy consumed in the local CPU to execute the task
minus the transmission energy required to submit the task to
the cloud servers. The energy consumption in mobile user i’s
CPU for executing a task of size z requiring γ CPU cycles
per bit can be modeled as follows [40]–[42]:

(κi (Ci)
ϕi + %i)

γz

Ci
, (2)

where κi, ϕi, and %i are user-dependent constants that depend
on the CPU model. Moreover, γz/Ci is the time required

to process the task. The energy consumption in the wireless
interface is βiz/µ, where z/µ is the time required to transmit
the task to the cloud servers and βi depends on the type
of interface and is different for WiFi and LTE. The same
model for the energy consumption in the CPU and the wireless
interface was used in [19], [20]. Therefore, when the data rate
is µ, the energy consumption saving obtained from offloading
a task of size z with processing density γ to the cloud servers,
denoted by hi(z, γ, µ), is as follows:

hi(z, γ, µ) = (κi (Ci)
ϕi + %i)

γz

Ci
− βi

z

µ
. (3)

Furthermore, we define the delay improvement obtained by
using the cloud services as the difference between the time
required to complete the task locally and the time spent to
process the task remotely in the cloud servers. It should be
noted that if offloading the task to the cloud servers imposes
a longer delay than local execution, the delay improvement is
negative. To determine the delay improvement, we first focus
on the delay that each task experiences if it is offloaded to
the cloud servers. We consider the time that the task spends
in the wireless interface queue of the mobile device as well
as the time the cloud servers need to perform the task. In
particular, the delay for a task executed remotely by the cloud
servers consists of four terms: the waiting time in the wireless
interface queue of the user, the service time of the wireless
interface to submit the task to the cloud servers, the processing
time of the cloud servers to complete the task, and the time
required to retrieve the results from the cloud servers4. Since
the downlink rate of the mobile users is usually much higher
than the uplink rate, the latter time is negligible in comparison
with the time required to submit the task to the cloud servers.

From Fig. 1, the arrivals at the wireless interface queue
consist of the offloaded computing tasks and the network
traffic. Given the offloading probability πi, the offloaded
computing tasks arriving at this queue follow a Poisson process
with arrival rate πiλo

i . Notice that thinning a Poisson process
with a fixed probability results in a new Poisson process [43].
Moreover, combining the Poisson processes of the offloaded
tasks and the network traffic forms another Poisson process
[43] as they are independent. Thus, the wireless interface
queue can be modeled as an M /G/1 queuing system with
arrival rate πiλ

o
i + λnt

i , when πi is a given constant. We
define wi,R(πi) and si,R(z, µ) = z/µ as the waiting time
and the service time in the wireless interface queue of user
i, respectively. We further denote the mean service time as
E[si,R], where E[·] denotes the expected value of a variable.
Given πi, the extended-value mean waiting time in this queue
as obtained from the Pollaczek-Khinchin formula [43] is

E[wi,R(πi)] ={
(πiλ

o
i+λ

nt
i )E[s2i,R]

2(1−(πiλo
i+λ

nt
i )E[si,R])

, if πiλo
i + λnt

i <
1

E[si,R]

∞, otherwise.
(4)

4Similar to [15], [16], [19], [20], [24], we assume that the cloud servers
are located in close proximity of the mobile devices such that the roundtrip
delay between a mobile device and the cloud servers is negligible.
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The queue is stable if πiλo
i + λnt

i < 1/E[si,R] holds. We further
denote the processing time for the computing task of user i in
the cloud servers as si,C(z, γ) = γz/CR, where CR denotes the
processing capacity (in cycles/unit time) of each cloud server.
Thus, the delay caused by performing the task remotely in the
cloud servers given offloading probability πi is5

E[wi,R(πi)] + si,R(z, µ) + si,C(z, γ).

We now study the CPU queue to determine the delay
induced by performing the task locally. Similar to the wireless
interface, when πi is given, the CPU can be modeled as an
M /G/1 queuing system with arrival rate (1− πi)λo

i + λc
i . For

this queuing system, we define wi,L(πi) and si,L(z, γ) as the
waiting time and the service time, respectively. According to
the Pollaczek-Khinchin formula [43], given πi, the extended-
value mean waiting time in the M /G/1 queuing system of the
local CPU with mean arrival rate (1 − πi)λo

i + λc
i and mean

service time E[si,L] is

E[wi,L(πi)] ={
((1−πi)λ

o
i+λ

c
i)E[s2i,L]

2(1−((1−πi)λo
i+λ

c
i)E[si,L])

, if (1− πi)λo
i + λc

i <
1

E[si,L]

∞, otherwise.
(5)

The condition (1 − πi)λo
i + λc

i < 1/E[si,L] guarantees queue
stability. Furthermore, we have si,L(z, γ) = γz/Ci as the
service time for a task of size z with processing density γ.
Note that the service time does not depend on probability πi.
The delay introduced by performing the task locally in user
i’s CPU given offloading probability πi is

E[wi,L(πi)] + si,L(z, γ).

As mentioned earlier, the delay improvement is the time
required to complete the task locally minus the time spent
to process the task remotely in the cloud servers. Given
offloading probability πi, the delay improvement, denoted by
τi(z, γ, µ, πi), is as follows:

τi(z, γ, µ, πi) = E[wi,L(πi)] + si,L(z, γ)− (E[wi,R(πi)]

+ si,R(z, µ) + si,C(z, γ)). (6)

In the following lemma, we show that the delay improvement
τi(z, γ, µ, πi) is decreasing in πi. We will use this property in
Section II-E to determine the offloading probability.

Lemma 1. The delay improvement τi(z, γ, µ, πi) is decreasing
in πi.

Proof. From (4) and (5), we observe that E[wi,R(πi)] is
increasing in πi, while E[wi,L(πi)] decreases as πi increases.
Since the other terms in (6) do not depend on πi, τi(z, γ, µ, πi)
is decreasing. �

In addition to the energy consumption saving and the delay
improvement, the scheduler takes also the price that the mobile
user has to pay for using the cloud services into account. This

5To determine the delay improvement for each task, we use the actual
service time and mean waiting time experienced by the task for the sake
of tractability of analysis. This approach has widely been used for queueing
system analysis, e.g., [27].

payment will reduce the willingness of users to offload their
tasks, since it affects their utilities. The amount of payment is
proportional to the computing resources required to perform
the task. The CSP charges the mobile users for offloading a
task of size z with processing density γ by pγz (in $), where
p in $/Giga cycle (Gcycle)6 denotes the unit price announced
by the CSP.

We now model the utility of user i by considering the energy
consumption saving, delay improvement, and price. Given πi,
user i’s utility obtained from offloading a task of size z with
processing density γ and delay parameter θ to the cloud servers
when data rate is µ is as follows7:

uπi
i (z, γ, θ, µ) = hi(z, γ, µ) + θτi(z, γ, µ, πi)− αipγz, (7)

where hi(z, γ, µ) and τi(z, γ, µ, πi) are given by (3) and (6),
respectively. In addition, αi in (Joule (J)/$) is a constant trade-
off parameter between the payment and the energy consumed
in the device of mobile user i. The value of θ reflects the
application type and its sensitivity to delay. As an example,
for delay-tolerant applications, θ is set to 0 to ignore the effect
of delay in the utility function. A higher value of θ implies a
higher sensitivity of an application to delay.

Notice that both the energy consumption saving and the
delay improvement may be less than zero. Indeed, poor
wireless channel conditions may introduce a large delay in
dispatching the tasks to the cloud servers, which degrades the
benefit of task offloading. Similarly, if the energy consumed in
the local CPU is less than the energy required for transmitting
the task to the cloud servers due to poor wireless channel
conditions, then the energy saving is less than zero.

D. Utility Maximization Framework

Upon arrival of each task, the scheduler aims to maximize
the utility of the user. The utility function given in (7) reflects
the benefit of mobile user i from offloading the task. Notice
that if a task is performed locally (i.e., δi(z, γ, θ, µ) = 0), the
utility is zero. Thus, the offloading decision to maximize the
utility for a task of size z with processing density γ and delay
parameter θ is obtained from the following problem:

maximize
δi(z,γ,θ,µ)∈{0,1}

δi(z, γ, θ, µ)uπi
i (z, γ, θ, µ). (8)

Note that problem (8) is solved upon arrival of each task.
However, for the sake of clarity of problem formulation, we
have removed the index of the tasks. The optimal offloading
decision indicator, denoted as δ∗i (z, γ, θ, µ), can be obtained
by solving problem (8) as follows:

δ∗i (z, γ, θ, µ) =

{
1, if uπi

i (z, γ, θ, µ) ≥ 0
0, otherwise. (9)

This offloading decision rule can be interpreted as follows.
When the utility obtained from offloading a task is greater than
zero, that task is executed in the cloud servers. Otherwise, the
user has no incentive to offload the task and the task will be

6This unit is commonly used for the prices in MCC systems [19], [20].
7Similar to [15], [16], [19], [20], we assume that the charge for transmitting

data over LTE does not affect the utility obtained by offloading the tasks as
data is typically included in mobile users’ plans.
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Fig. 2: Offloading region Oi of user i as shown in the shaded areas. A higher
price set by the CSP makes user i’s offloading region smaller. Here, we fixed
γ = 2 × 103 and µ = 6 Mbps. The simulation parameters are Ci = 1.4
GHz, λo

i = 0.03, λc
i = 0.08, λnt

i = 0.01, αi = 100 J/$, κi = 0.33, ϕi = 3,
%i = 0.1, and βi = 2605 mJ/sec [19], [20].

performed locally. According to this rule, given z, γ, θ, and
µ, the expected utility with respect to πi(z, γ, θ, µ) is

πi(z, γ, θ, µ)uπi
i (z, γ, θ, µ). (10)

Notice that with probability 1 − πi(z, γ, θ, µ), the task will
not be offloaded and the utility is zero. We now obtain
πi(z, γ, θ, µ) through the following proposition which can be
proved based on (8).

Proposition 1. A task of size z with processing density γ and
delay parameter θ when the wireless data rate is µ is offloaded
from user i to the CSP (i.e, δi(z, γ, θ, µ) = 1) with probability

• πi(z, γ, θ, µ) = 1, if uπi
i (z, γ, θ, µ) ≥ 0, which happens

for those values of (z, γ, θ, µ) that belong to the following
set:

Oi = {(z, γ, θ, µ) ∈ R4
+ | u

πi
i (z, γ, θ, µ) ≥ 0}.

• πi(z, γ, θ, µ) = 0, otherwise.

We refer to Oi as the offloading region of mobile user i. The
shaded areas in Fig. 2 illustrate Oi for fixed values of γ and
µ and different prices announced by the CSP. When the cloud
services are free (i.e., p = 0), mobile user i evaluates only
the energy consumption saving and the delay improvement
upon arrival of each task. If task offloading is beneficial for
the mobile user, then it submits the task to the cloud servers.
Otherwise, the task will be performed locally. Therefore, even
if the cloud services are free, the user may not offload the task
to the CSP due to energy consumption or delay requirement
issues. The offloading region shrinks as the CSP increases its
price, and becomes an empty region eventually.

E. Optimal Offloading Probability

We now obtain the optimal offloading probability, denoted
by π∗i , from which we will determine the arrival rate of com-
puting tasks from user i to the cloud servers. By substituting
πi(z, γ, θ, µ) from Proposition 1 into (1), we have

πi =

∫
R4

+

πi(z, γ, θ, µ)dFZ,Γ,Θ,Mi
(z, γ, θ, µ)

=

∫
Oi

dFZ,Γ,Θ,Mi(z, γ, θ, µ). (11)

The offloading probability can be obtained by solving equa-
tion (11). The following theorem shows that the offloading
probability of user i, given price p, can be uniquely obtained.

Theorem 1. Given the price p ≥ 0, the optimal offloading
probability of user i ∈M is unique and can be obtained from

π∗i (p) = Gi(π
∗
i (p)), (12)

where
Gi(πi) ,

∫
Oi

dFZ,Γ,Θ,Mi
(z, γ, θ, µ).

Proof. We first form the function Fi(πi) = πi − Gi(πi) for
user i ∈ M and investigate its roots. Since Fi(0) ≤ 0 and
Fi(1) ≥ 0, to show the uniqueness of the root, we need to
show that Fi(πi) is strictly increasing. This is equivalent to
showing that function Gi(πi) is non-increasing. Assume that
π

(2)
i > π

(1)
i . We rewrite the offloading region by using the

utility function given in (7) as follows:

O(2)
i = {(z, γ, θ, µ) ∈ R4

+ |
hi(z, γ, µ) + θτi(z, γ, µ, π

(2)
i )− αipγz ≥ 0}

(a)

⊆ {(z, γ, θ, µ) ∈ R4
+ |

hi(z, γ, µ) + θτi(z, γ, µ, π
(1)
i )− αipγz ≥ 0}

= O(1)
i ,

where (a) is due to the fact that τi(z, γ, µ, πi) decreases when
πi becomes larger according to Lemma 1. Therefore, regionOi
becomes smaller when we increase πi, which reduces Gi(πi)
as well. Thus, Gi(π

(2)
i ) ≤ Gi(π(1)

i ) for any π(2)
i > π

(1)
i . As a

result, Fi(πi) is strictly increasing while we know that Fi(0) ≤
0 and Fi(1) ≥ 0. Thus, Fi(πi) has a unique root. �

We now study the properties of the optimal offloading
probability to reveal the effect of the CSP’s price on the
offloading decision in mobile devices. These properties will
later be used in Section III to obtain the optimal pricing
strategy of the CSP. In the following lemma, we show that
for each mobile user i ∈M, the offloading probability π∗i (p)
is non-increasing in p and approaches 0 when p→∞.

Lemma 2. The offloading probability π∗i (p) of user i ∈ M
is a non-increasing function of p. Moreover, there exists a
constant threshold pth

i ≥ 0 such that π∗i (p) = 0 for any price
p ≥ pth

i .

Proof. To prove that π∗i (p) is non-increasing in price p, we
show that for any p(2) > p(1), we have π∗i (p(2)) ≤ π∗i (p(1)).
By contradiction, we assume that π∗i (p(2)) > π∗i (p(1)). Ac-
cording to (11), we have

π∗i (p(2)) =

∫
O(2)

i

dFZ,Γ,Θ,Mi
(z, γ, θ, µ), (13)

where

O(2)
i = {(z, γ, θ, µ) ∈ R4

+ |
hi(z, γ, µ) + θτi(z, γ, µ, π

∗
i (p(2)))− αip(2)γz ≥ 0}

(a)

⊆{(z, γ, θ, µ) ∈ R4
+ |
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hi(z, γ, µ) + θτi(z, γ, µ, π
∗
i (p(2)))− αip(1)γz ≥ 0}

(b)

⊆{(z, γ, θ, µ) ∈ R4
+ |

hi(z, γ, µ) + θτi(z, γ, µ, π
∗
i (p(1)))− αip(1)γz ≥ 0}

= O(1)
i .

Note that (a) is due to αip
(2)γz > αip

(1)γz since
p(2) > p(1). Moreover, (b) is obtained from the contradic-
tion assumption π∗i (p(2)) > π∗i (p(1)), which implies that
τi(z, γ, µ, π

∗
i (p(1))) > τi(z, γ, µ, π

∗
i (p(2))) due to Lemma 1.

Since O(2)
i ⊆ O

(1)
i ,

π∗i (p(2)) =

∫
O(2)

i

dFZ,Γ,Θ,Mi(z, γ, θ, µ)

≤
∫
O(1)

i

dFZ,Γ,Θ,Mi(z, γ, θ, µ) = π∗i (p(1)), (14)

which contradicts the assumption. Therefore, π∗i (p), which can
be obtained from (12), is non-increasing in price p. For a given
price p, we know

Oi
(c)

⊆ {(z, γ,θ, µ) ∈ R4
+ |

hi(z, γ, µ) + θτi(z, γ, µ, πi = 0)− αipγz ≥ 0},

where (c) is due to the fact that τi(z, γ, µ, πi) is decreasing in
πi as stated in Lemma 1. Since hi(z, γ, µ) and τi(z, γ, µ, 0)
do not depend on p, the above set becomes empty for a high
price p. Thus, there exists a pth

i ≥ 0 such that Oi becomes an
empty set for any p ≥ pth

i , which completes the proof. �

We will later show that the offloading probability is neither
convex nor concave in p, which makes the design of an optimal
pricing strategy in Section III very challenging.

III. PRICING STRATEGY OF CSP

In this section, we analyze a monopoly market when a
CSP is providing cloud services to the mobile users. We first
formulate a profit maximization problem to obtain the CSP’s
optimal pricing strategy. We then propose a pricing algorithm,
which we refer to as CoPe, to cope with the non-convexity of
the formulated problem. The CSP consists of multiple cloud
servers which can provide computing services to the mobile
users. Upon arrival of each task, the CSP assigns the task to
a cloud server for processing. We refer the cloud server as a
virtual machine with dedicated processing power, which can
perform one task at a time. The computing service of the CSP
is specified by the pair (p, CR). Recall that p is the unit price
(in $/Gcycle) and CR is the processing capacity (in cycles/unit
time) of each server. We assume that all cloud servers have the
same processing capacity. The CSP announces the unit price p
to the mobile users, according to which their task schedulers
decide whether or not to offload the tasks.

A. Profit Maximization Problem

The CSP’s optimal pricing strategy is determined via a
profit maximization framework. We assume that the CSP has
sufficient computing resources similar to [32]. As a result,
the system can be viewed as a G/G/∞ queuing system with

infinite number of queues, each of which is stable. Note that
the task arrivals to the cloud servers are not memoryless and
cannot be modeled as a Poisson process. According to this
G/G/∞ model, the average delay spent in the cloud is the
average processing time since there is no waiting delay.

The CSP’s profit is the payment received from the users
minus the electricity price8. Let N(p) denote the number of
offloaded tasks being processed in the servers in a time unit
given the announced price p. The CSP’s profit is

J(p) = pE[CRN(p)]− bϑE[CRN(p)]

= (p− bϑ)CRE[N(p)], (15)

where ϑ (in kWh/processing capacity cycle) is the energy
consumption coefficient of the servers and b is the electricity
price (in $/kWh) that the CSP has to pay for its active servers.
The electricity cost is proportional to the number of active
cloud servers that are processing the assigned tasks. A lower
price set by the CSP encourages more mobile users to offload
their tasks and increases N(p). However, it may reduce the
profit of the CSP as the computation jobs offloaded to the
cloud servers incur a cost to the CSP. Similarly, less users
are interested in the cloud services when the CSP sets a high
price. Therefore, the CSP should optimize its pricing strategy,
as a static pricing strategy degrades its profit.

To obtain the CSP’s profit, we first need to determine the
average number of tasks being processed in the system. To do
so, we use the sample-path version of Little’s law [43]. The
long-term average number of customers in service in a queuing
system is the product of arrival rate and sojourn time9. The
arrival rate of tasks offloaded to the cloud servers, which can
be determined using the offloading probability of the mobile
users, is as follows: ∑

i∈M
π∗i (p)λo

i . (16)

In addition, the sojourn time equals the processing time that
the tasks spend in the cloud servers, since there is no waiting
time in the G/G/∞ system. The expected processing time of
the tasks arriving from mobile user i is

E[zC
i (p)γC

i (p)]

CR
, (17)

where zC
i (p) denotes the size of the tasks arriving at the

cloud servers from user i and γC
i (p) is the corresponding

processing density. Although in mobile users, the size of the
tasks, denoted by z, follows the pdf fZ(z), the offloaded tasks
have a different size. The mobile users may perform tasks with
small sizes locally, while they may offload large computational
tasks to the cloud servers. Therefore, zC

i (p) in user i does not
follow the same distribution as z. Moreover, the price p also
affects zC

i (p). The same statement is valid for γC
i (p). To obtain

the expected processing time for the tasks of user i arriving

8Similar to [20], [37], [38], we only consider the electricity price as the
other costs such as maintenance cost are constant and do not vary with the
CSP’s workload.

9We assume that the CSP can observe and measure the arrival rate and
sojourn time.
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at the cloud servers, we use the analysis provided in Section
II. We have

E[zC
i (p)γC

i (p)] =

∫
R4

+

zγdFC
Z,Γ,Θ,Mi

(z, γ, θ, µ), (18)

where FC
Z,Γ,Θ,Mi

(z, γ, θ, µ) is the conditional cdf of variables
z, γ, θ, and µ given that the task with parameters (z, γ, θ, µ)
is offloaded from user i to the cloud servers. Thus,

E[zC
i (p)γC

i (p)] =

∫
R4

+

zγ
πi(z, γ, θ, µ)

π∗i (p)
dFZ,Γ,Θ,Mi(z, γ, θ, µ)

=
1

π∗i (p)

∫
Oi(p)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ).

(19)

Therefore, the average sojourn time of the offloaded tasks in
the cloud servers is [43]∑

i∈M

π∗i (p)λo
i∑

i∈M π∗i (p)λo
i

E[zC
i (p)γC

i (p)]

CR
. (20)

According to the Little’s law, the average number of tasks
being processed in the system is

E[N(p)] =
∑
i∈M

π∗i (p)λo
i

E[zC
i (p)γC

i (p)]

CR
. (21)

We now determine the profit of the CSP by substituting (21)
into (15). The CSP’s profit is

J(p) = (p− bϑ)
∑
i∈M

π∗i (p)λo
iE[zC

i (p)γC
i (p)]. (22)

The optimal price can be obtained from the following problem:

p∗ = arg max
p≥0

J(p), (23)

which is not a concave maximization problem and cannot be
solved directly using standard optimization techniques. We
first study the existence of a local solution for problem (23).

Theorem 2. There exists a local optimal solution for problem
(23).

Proof. Due to Lemma 2, we know that there exists a pth =
maxi∈M pth

i such that π∗i = 0 for all i ∈M. Thus, J(p) = 0
for p ≥ pth, while we know J(p) ≤ 0 when p ≤ bϑ. If
J(p) is zero for any p ≥ bϑ, then the CSP will not offer any
computing services. Otherwise, there exists at least one local
maximum point within the interval [bϑ, pth]. �

To obtain the global optimal solution of problem (23),
the CSP can conduct an exhaustive search. To overcome
the complexity of the exhaustive search, we proceed with a
sub-optimal approach and develop a corresponding pricing
algorithm. We note that the proposed algorithm achieves the
global optimal solution of problem (23) under the settings that
we will evaluate in Section IV.

B. Pricing Algorithm using Convexification and Primal-dual
Methods

To mitigate the non-convexity of problem (23), we derive
the pricing algorithm CoPe by utilizing the convexification
method introduced in [44]. We first convexify and transform
problem (23) into a new problem which can be solved using
primal-dual methods. Since problem (23) is non-convex, using
the primal-dual method makes the obtained solution sub-
optimal. To convexify problem (23), we introduce pi as the
price set for user i and transform problem (23) into the
following equivalent problem:

P: maximize
p, p≥0

J(p) =
∑
i∈M

(pi − bϑ)π∗i (pi)λ
o
iE[zC

i (pi)γ
C
i (pi)]

subject to pi − p = 0, ∀i ∈M, (24)

where p = (p1, . . . , p|M|). We now consider the following
problem by introducing a penalty term:

maximize
p, p≥0, q

J(p)− ρ

2
||q− p||22

subject to pi − p = 0, ∀i ∈M, (25)

where ρ is a fixed scalar and q = (q1, . . . , q|M|) represents a
vector of additional variables. Clearly, a vector p∗ is a local
optimum of the original problem (24) if and only if (p∗, q∗ =
p∗) is a local optimum of problem (25). We now formulate
the dual problem of problem (24) as:

D: maximize
q

φρ(q), (26)

where

φρ(q) = sup
pi−p=0,i∈M

p≥0

J(p)− ρ

2
||q− p||22, (27)

is the dual function. For ρ sufficiently large, problem (27) has
a convex structure. Through the following lemma, we show
that there exists a finite ρ that makes problems (25) and (27)
concave maximization problems. This guarantees the existence
of a dual function which can be obtained from (27).

Lemma 3. There exists a finite value of ρ such that problem
(27) is a concave maximization problem.

Proof. Please refer to the Appendix. �

According to Lemma 3, problem (27) has a convex structure
and, thus, dual function φρ(q) can be obtained by means of the
gradient method [45]. However, this may not result in a local
solution of primal problem (24), if the duality gap is not zero.
The duality gap refers to the gap between the optimal value of
primal problem (24) and dual problem (26). According to [44],
if the second-order condition of concavity is satisfied around
a locally optimal solution of problem (24), then strong duality
holds. We now propose the pricing algorithm CoPe by solving
the primal and dual problems as shown in Algorithm 1. In
this algorithm, σ > 0 is a constant step size. CoPe iteratively
updates the dual variables q until convergence (Lines 4–7) and
obtains price p by solving problem (25) (Line 8). Lemma 3
guarantees the convergence of Algorithm 1 as it states that the
dual function exists. Notice that the dual problem is always a
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Algorithm 1: Pricing Algorithm using Convexification and
Primal-dual Methods (CoPe).

1 Input: J(p), ε, ρ, and σ
2 Initialization: Randomly initialize q(0)

3 Initialization: k ← 0
4 do
/* Dual Update */

5 q(k+1) ← q(k) + σ∇φρ(q(k))
6 k ← k + 1

7 while ||q(k) − q(k−1)||1 > ε
/* Primal Update */

8 p← argmaxpi=p,i∈M
p≥0

J(p)− ρ
2
||q(k) − p||22

9 Output: p

concave maximization problem. The price p can be obtained
by solving problem (25) using the gradient method as this
problem is also a concave maximization problem, when ρ is
sufficiently large.

IV. PERFORMANCE EVALUATION

In this section, we first study the offloading strategy of the
mobile users by evaluating the performance of the proposed
dynamic task scheduler in comparison with ThinkAir [7] and
MAUI [8]. We have chosen these two mechanisms since they
also take the energy consumption and delay into account and
make the offloading decision upon arrival of each task. We
then evaluate the profit of the CSP under different workloads.
We further study the performance of the CSP’s optimal pricing
strategy and CoPe, respectively, and compare them to that of
static and dynamic pricing strategies.

We consider a CSP that owns cloud computing servers and
offers cloud services to mobile users. We assume that the
computing power of each cloud server is CR = 4 GHz [46].
We further assume that the electricity price is b = 0.039 $/kWh
[47], while the energy consumption coefficient is ϑ = 0.05
kWh/Gcycle [48]. We assume that mobile users employ the
dynamic task scheduler proposed in Section II to make the
offloading decisions. Without loss of generality, we assume
that each mobile device i ∈ M has a CPU with clock speed
Ci = 1.4 GHz [19], [20]. According to the measurement
results provided by [20], we set κi = 0.33, ϕi = 3, %i = 0.1,
and βi = 2605 mJ/sec to determine the energy consumption
saving and delay improvement. We further set αi = 100
J/$. Since the average uplink data rate measured in [19] is
5.85 Mbps, we assume that µ follows a uniform distribution
in [4.85, 6.85] Mbps. To generate computing jobs, unless
stated otherwise, we assume that the task sizes are uniformly
distributed in [100 B, 1 MB], while the processing density γ
is uniformly distributed in the interval [100, 3000] cycles/bit.
Processing densities of different applications are reported in
[7]–[9]. Notice that the proposed task scheduler can be applied
to any pdfs of task sizes and processing densities and any data
rate distributions of the wireless interfaces. We further assume
that jobs arrive at the mobile users according to independent
Poisson processes with rates λo

i = 0.04, λc
i = 0.08, and

λnt
i = 0.02, for all i ∈M, unless otherwise stated.
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Fig. 3: The optimal offloading probability π∗i of user i versus task size z and
delay parameter θ. Tasks with a larger size z or a higher value of θ will be
offloaded to the cloud servers with a higher probability.
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Fig. 4: The optimal offloading probability π∗i of user i versus task size z.
Here, we fixed the value of θ and evaluate the offloading probability for
θ = 3, 4, and 5.

A. Dynamic Scheduler

We first study the dynamic scheduler and its offloading
probability for a mobile user. Fig. 3 illustrates the offloading
probability π∗i for tasks with different sizes and different
values of θ, when the CSP has set a price of p = 0.03
$/Gcycle. For small values of task size z and delay parameter
θ, the mobile user prefers to run the application locally.
However, for larger tasks, the mobile user is more willing to
offload the tasks to the cloud servers to save energy. Moreover,
for larger θ, a task is less tolerable to delay. Thus, the mobile
user offloads the task to the cloud servers to expedite the
execution of the task. The offloading probability eventually
approaches 1 in these cases.

To further study how the tasks size affects the offloading
decision, we evaluate the offloading probability of a mobile
user as a function of z. Fig. 4 shows the offloading probability
versus task size z for different values of θ. We assume that
p = 0.03 $/Gcycle and fix the value of θ for each experiment.
Similar to Fig. 3, the mobile user is not interested in offloading
tasks having small sizes. Moreover, the offloading probability
increases when the size of the tasks becomes larger. The
offloading probability grows faster in z for tasks that are
more sensitive to delay (i.e., for larger values of θ). This is
because for delay-sensitive tasks, the offloading decision is
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Fig. 5: Comparing the proposed task scheduler in mobile user i with the mechanisms proposed in [7] and [8]. Here, we fixed µ = 2 Mbps and assumed that
θ is uniformly distributed in [0, 5]. (a) The average delay per task versus different arrival rates of the computing tasks. (b) The corresponding average energy
consumption per task.

mainly affected by the delay improvement, whereas the energy
consumption saving contributes less to the user’s utility.

We now compare the performance between our proposed
task scheduler and three task scheduling policies proposed in
[7] as well as an energy-delay aware mechanism proposed
in [8], which is referred as MAUI. In [7], the first policy
prioritizes energy conservation when offloading and offloads
the tasks if the energy consumption is expected to improve. We
refer this policy as ThinkAir–E. The second policy, referred
as ThinkAir–D, optimizes the offloading decision in order
to expedite the execution of the tasks. The third policy is
based on an energy-delay aware offloading mechanism. The
computing tasks will be offloaded only if both the energy
consumption and the execution time are expected to improve.
We refer this policy as ThinkAir–ED. We further compare our
proposed task scheduler with MAUI. To make an offloading
decision, the MAUI solver aims to minimize the mobile
device’s energy consumption subject to a latency constraint.
The solver ensures that the total delay experienced by each
task does not exceed an application-dependent constant delay,
denoted by L. In order to compare our proposed scheduler
with MAUI and study the tradeoff between the average delay
and average energy consumption, we set L = 1/θ for each
application. We also assume that the cloud services are free
(i.e., p = 0) in order to compare our proposed scheduler
with ThinkAir and MAUI in a fair manner. Figs. 5(a) and
5(b) illustrate the average delay per task for different schemes
and the corresponding average energy consumption per task.
As can be observed, ThinkAir–E results in a low energy
consumption but long delays for the execution of tasks. On the
other hand, ThinkAir–D can achieve the fastest task execution,
while consuming a large amount of energy. ThinkAir–ED
performs similar to ThinkAir–E as the delay improvement
is positive in this setting. However, both our proposed task
scheduler and MAUI address the tradeoff between delay and
energy consumption for different types of tasks. The proposed
scheduler consumes slightly more energy to address the delay
requirements of delay-sensitive applications. From Fig. 5, we
can see that our proposed scheduler reduces the delay by 80%
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Fig. 6: The tradeoff between the energy consumption and delay in the
proposed scheduler in comparison with different scheduling policies proposed
in [7]. We vary θ from 0 to 103 to study different types of applications.

and 40% compared to ThinkAir–E and MAUI, while it only
consumes 17% and 7% more energy, respectively.

We further investigate the tradeoff between the energy
consumption and delay for different delay requirements of
applications. We compare the proposed task scheduler and
ThinkAir for price p = 0. Fig. 6 shows the average energy
consumption per task and the corresponding average delay
when we vary the delay parameter θ from 0 to 103. A
higher delay-sensitivity of tasks (i.e., a larger θ) increases the
energy consumption to expedite the execution of the tasks.
On the other hand, the proposed task scheduler trades delay
for the sake of energy saving for delay-tolerant applications.
The proposed scheduler achieves the same performance as
ThinkAir–E for delay-tolerant tasks (i.e., θ = 0). Notice
that when θ = 0, the proposed task scheduler makes the
offloading decision by evaluating only the energy consumption
saving. Moreover, the proposed scheduler behaves similar to
ThinkAir–D when θ is very large.

Finally, we study the behavior of the dynamic scheduler
as a function of the price imposed by the cloud computing
services, when θ is uniformly distributed in [0, 5]. Fig. 7
illustrates the offloading probability versus price p set by the
CSP for different arrival rates of the computing tasks. As
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Fig. 7: The optimal offloading probability π∗i of user i versus price p for
different arrival rates of the computing tasks. The mobile user is more
interested in offloading the tasks, when its CPU is busy due to a higher
arrival rate of the computing tasks.

can be observed, the mobile user is more likely to offload its
computing tasks to the cloud servers when the CSP sets a low
price. Increasing the price reduces the interest of the mobile
user in offloading its tasks to the cloud servers. The offloading
probability approaches 0, when the CSP sets a high price as
stated in Lemma 2. This is because the offloading region, as
illustrated in Fig. 2, shrinks fast when p increases. Fig. 7 also
shows that for higher arrival rates of the computing tasks, the
user is more willing to offload its tasks to the cloud servers
to reduce the queuing delay of the CPU and to expedite the
execution of the tasks.

B. CSP’s Pricing Strategy

In this subsection, we focus on the CSP and study the CSP’s
profit obtained from providing cloud computing services. We
assume that the set M of mobile users have computing tasks
and may offload them to the cloud servers.

Fig. 8 illustrates the profit of the CSP, which is given by
max(J(p), 0) as a function of the price p. Obviously, for very
low prices, the payment received from the mobile users is less
than the cost incurred to the CSP. Therefore, the CSP’s profit
is zero as it does not accept any computing tasks for such low
prices. When price p > bϑ, the CSP can make a profit. As the
price increases, the total arrival rate of computing tasks at the
cloud servers (i.e., the workload of the cloud servers) reduces.
However, as can be observed from Fig. 8, the CSP’s profit
first increases, but eventually decreases again when the CSP
further increases the price. This confirms that by employing the
optimal pricing strategy, the CSP can achieve the maximum
possible profit. For example, when there are |M| = 500
mobile users in the system with λo

i = 0.05, the CSP’s profit is
maximized if it sets p = 0.02 $/Gcycle. Lower prices than the
optimal price encourage the mobile users to offload more tasks
to the cloud servers. Nevertheless, the CSP’s profit will be
decreased due to the lower payment received from the mobile
users. Similarly, prices higher than the optimal price reduce
the offloading demand and degrade the profit of the CSP.

We now investigate the CSP’s workload, which is the
amount of total computing tasks in Gcycles offloaded to the
cloud servers in a unit of time. Fig. 9 shows the CSP’s
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Fig. 8: The profit of the CSP obtained within a 1-minute interval versus price
p. The optimal pricing strategy is the price that maximizes the profit shown
in this figure.
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Fig. 9: The workload of the CSP (in Gcycles) versus price p. As expected,
fewer computing tasks arrive at the cloud servers, if the CSP sets a high price.

workload versus price p for different numbers of mobile users
and different computing task arrival rates. The cloud servers
receive a high workload of computing tasks when the price
of cloud services is low. The workload of the cloud servers
is reduced when the CSP sets a higher price. This reveals
a tradeoff between the price and the interest of the users in
offloading their tasks to the cloud servers.

To study the proposed pricing algorithm CoPe, we first eval-
uate its convergence for λo

i = 0.05, ε = 10−11, σ = 5×10−11,
and ρ = maxp≥0

d2J(p)
dp2 +1. Fig. 10 shows q(k)

i for 10 mobile
users in different iterations. When the algorithm converges,
each qi, i ∈M, is equal to p. Thus, the price p can be obtained
from q

(k)
i , when k approaches infinity. As shown in Fig. 10,

all q(k)
i quickly converge to the same value, which confirms

the fast convergence rate of CoPe.
Next, we evaluate the performance of the proposed optimal

pricing strategy and CoPe in comparison with static and
dynamic pricing strategies. We first consider an MCC system
with |M| = 500 mobile users with arrival rate λo

i = 0.01 and
obtain the optimal price that maximizes the CSP’s profit. We
consider this price as the price in the static approach. In the
dynamic pricing strategy, we assume that the price of cloud
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Fig. 10: The price q(k)i obtained from CoPe in different iterations for 10
users. Results show that CoPe proposed in Algorithm 1 converges quickly.
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Fig. 12: The profit of the CSP. The proposed pricing strategies outperform the
static and dynamic pricing strategies by up to 25% and 20%, respectively.

services changes proportional to the CSP’s workload. Fig. 11
illustrates the prices obtained from the optimal pricing strategy
and CoPe, respectively, and the prices set by the static and
dynamic pricing strategies. The optimal pricing strategy is the
price that maximizes the CSP’s profit and can be obtained from
problem (23). Results show that CoPe yields the same prices
as the optimal pricing strategy. This is due to the following

reason. The profit function, J(p), is not a concave function
in price p as shown in Fig. 8 and discussed in Section III.
However, from Fig. 8, we can see that there is an interval in
which the profit function is concave and the optimal price lies
in this interval. Thus, problem (23) admits a unique optimal
solution. Moreover, due to the concavity of J(p) at this point,
strong duality holds [44] and the proposed algorithm achieves
the global optimal solution of problem (23). Fig. 11 also shows
that a higher offloading demand of mobile users caused by
more resource hungry applications drives the price set by the
CSP up.

Fig. 12 illustrates the CSP’s profit obtained via the optimal
pricing strategy and CoPe in comparison with the static and
dynamic pricing strategies. The results show that the CSP’s
profit improves when the arrival rate of the computing tasks
increases. The proposed pricing strategies both outperform
the static and dynamic approaches by up to 25% and 20%,
respectively. This reveals that a static pricing strategy cannot
capture the dynamics of an MCC system. Furthermore, al-
though the dynamic pricing strategy chooses the prices based
on the CSP’s workload, it does not consider the effect of the
prices on the mobile users’ strategies. Notice that our proposed
strategies determine the price of cloud services by considering
how the prices affect the offloading strategies of mobile users.

V. CONCLUSION

In this paper, we studied an MCC market to design a
dynamic task scheduler for mobile devices and to obtain
the pricing strategy of the CSP. We first proposed a task
scheduler by taking the energy consumption, delay, and the
price of cloud services into account. A queuing delay analysis
allowed us to account for both delay-sensitive and delay-
tolerant applications. To obtain the CSP’s optimal pricing
strategy, we then formulated a profit maximization problem,
which is non-convex in general. To mitigate the non-convexity,
we further proposed the pricing algorithm CoPe. Through
numerical experiments, we showed that the proposed task
scheduler outperforms task scheduling policies proposed in
the literature in terms of energy consumption and delay. We
further evaluated the proposed optimal pricing strategy and
CoPe. Our results show that the CSP can obtain significantly
more profit by employing either the optimal pricing strategy or
CoPe in comparison with static and dynamic pricing strategies.
In future work, we will consider dynamic voltage scaling to
better utilize the computing resources of the mobile users’
CPUs. In addition, we will jointly consider the allocation of
computing services and wireless channel bandwidth in mobile-
edge computing systems where the network operators install
the cloud servers within their radio access networks. This is
promising for future fifth-generation wireless networks.

APPENDIX: PROOF OF LEMMA 3

To prove that there exists a finite value of ρ such that
problem (27) is a concave maximization problem, we first
rewrite the objective function as∑

i∈M
Ji(pi)−

ρ

2
(qi − pi)2, (28)
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where

Ji(pi) , (pi − bϑ)π∗i (pi)λ
o
iE[γC

i (pi)z
C
i (pi)]

= (pi − bϑ)λo
i

∫
Oi(pi)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ). (29)

It suffices to show that the second-order derivative of Ji(p)
is bounded above. In this case, for any ρ >

∑
i∈M

d2Ji
dp2 , the

primal problem (23) is convex. The second-order derivative of
Ji(p) is

d2Ji(p)

dp2
= 2λo

i

d

dp

∫
Oi(p)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ)

+ (p− bϑ)λo
i

d2

dp2

∫
Oi(p)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ).

The first term of d2Ji(p)
dp2 is always non-positive since Oi(p)

shrinks when p increases. Thus, d2Ji(p)
dp2 is bounded above if

the second term is bounded. Since p ≤ pth
i due to Lemma 2,

we show that the integral term is bounded above. Given p, we
first rewrite the offloading region by using (3) and (6):

Oi(p) =
{

(z, γ, θ, µ) ∈ R4
+ | (hi,1 − αip+ θhi,2)zγ

− (βi + θ)
z

µ
+ θwi(πi) ≥ 0

}
,

where hi,1 and hi,2 are user-dependent constants. Moreover,
we define

wi(πi) , E[wi,L(πi)]− E[wi,R(πi)]

=
((1− πi)λo

i + λc
i)E[s2

i,L]

2 (1− ((1− πi)λo
i + λc

i)E[si,L])

−
(πiλ

o
i + λnt

i )E[s2
i,R]

2 (1− (πiλ
o
i + λnt

i )E[si,R])
.

We derive the second-order derivative of∫
Oi(p)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ) utilizing the Reynolds

transport theorem [49].

Lemma 4 (Reynolds Transport Theorem [49]). Let g(x, t) be
a function such that the partial derivative of g with respect to
t exists, and is continuous over region Ω(t). Then,

d

dt

[∫
Ω(t)

g(x, t)dV

]
=

∫
Ω(t)

∂

∂t
g(x, t)dV

+

∫
∂Ω(t)

(
vb · n

)
g(x, t)dA,

where ∂Ω(t) is the region boundary and dV and dA are
volume and surface elements at x. In addition, vb(x, t) is
the velocity of the area element and n(x, t) is the outward-
pointing normal, where vb · n represents their inner product.

Utilizing the Reynolds transport theorem, we have

d

dp

∫
Oi(p)

zγdFZ,Γ,Θ,Mi(z, γ, θ, µ) =∫
∂Oi(p)

zγ
(
vb1 · n1

)
fΓ(γ)dFZ,Θ,Mi

(z, θ, µ). (30)

The boundary region ∂Oi is defined by

(hi,1 − αip+ θhi,2)γz − (βi + θ)
z

µ
+ θwi(πi) = 0, (31)

according to which we obtain

γ(z, θ, µ, p) =
(βi + θ) zµ − θwi(πi)
(hi,1 − αip+ θhi,2)z

, (32)

∂Oi(p) = {(z, θ, µ) ∈ R3
+ | γ(z, θ, µ, p) ≥ 0}. (33)

Moreover, we have

vb1 =
∂

∂p
(z, γ, θ, µ) =

(
0,
∂γ

∂p
, 0, 0

)
, (34)

n1 =
∂

∂z
(z, γ, θ, µ)× ∂

∂θ
(z, γ, θ, µ)

=

(
1,
∂γ

∂z
, 0, 0

)
×
(

0,
∂γ

∂θ
, 1, 0

)
, (35)

where × denotes the cross product. By substituting (33)–(35)
into (30), we have

d

dp

∫
Oi(p)

zγdFZ,Γ,Θ,Mi(z, γ, θ, µ) =∫
∂Oi(p)

−zγ ∂γ
∂p
fΓ(γ)dFZ,Θ,Mi

(z, θ, µ), (36)

where FZ,Θ,Mi(z, θ, µ) is the joint cdf of random variables
z, θ, and µ. By following the same approach, we obtain the
second-order derivative of

∫
Oi(p)

zγdFZ,Γ,Θ,Mi
(z, γ, θ, µ) as

follows.

−
∫
∂Oi(p)

z
∂

∂p

(
γ
∂γ

∂p
fΓ(γ)

)
dFZ,Θ,Mi

(z, θ, µ)

−
∫
∂∂Oi(p)

zγ
(
vb2 · n2

)
fΓ(γ)fZ(z)dFΘ,Mi(θ, µ), (37)

where FΘ,Mi
(θ, µ) is the joint cdf of random variables θ and

µ and ∂∂Oi(p) is the region where γ(z, θ, µ, p) = 0, which
is equivalent to

∂∂Oi(p) =

{
(θ, µ) ∈ R2

+ | z(θ, µ, p) =
θµwi(πi)

βi + θ
≥ 0

}
.

(38)
In addition,

vb2 · n2 =

(
∂z

∂p
, 0, 0

)
·
(
∂z

∂θ
, 1, 0

)
=
∂z

∂p

∂z

∂θ
. (39)

According to (38), ∂z
∂θ > 0. Moreover, ∂z

∂p ≥ 0 since
∂wi

∂p = ∂wi

∂πi

∂πi

∂p ≥ 0. Therefore, the second term of (37) is
non-positive. In order to show that (37) is bounded above, it
is sufficient to prove that its first term is bounded above. We
rewrite the first term of (37) as follows.

−
∫
∂Oi(p)

zγ

(
γ
∂2γ

∂p2
fΓ(γ) + γ

∂γ

∂p
f ′Γ(γ)

)
dFZ,Θ,Mi(z, θ, µ)

−
∫
∂Oi(p)

z

(
∂γ

∂p

)2

fΓ(γ)dFZ,Θ,Mi
(z, θ, µ). (40)

We know that γ, ∂γ∂p , and ∂2γ
∂p2 approach infinity if the denom-

inator on the right hand side of (32) tends to 0. However, in
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this case, fΓ(γ) and f ′Γ(γ) are zero for infinite values of γ.
Moreover, since we assume that both the CPU and the wireless
interface queues are stable, dwi

dp = dwi

dπi

dπi

dp is bounded. Thus,
(40) is bounded above, which completes the proof.
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