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Abstract—In this paper, we propose a new pricing algorithm
to minimize the peak-to-average ratio (PAR) in aggregate load
demand. The key challenge that we seek to address is the
energy provider’s uncertainty about the impact of prices on
users’ load profiles, in particular when users are equipped with
automated energy consumption scheduling (ECS) devices. We
use an iterative stochastic approximation approach to design
two real-time pricing algorithms based on finite-difference and
simultaneous perturbation methods, respectively. We also propose
the use of a system simulator unit (SSU) that employs approximate
dynamic programming to simulate the operation of the ECS
devices and users’ price-responsiveness. Simulation results show
that our proposed real-time pricing algorithms reduce the PAR in
aggregate load and help the users to reduce their energy expenses.

Keywords: Demand response, real-time pricing, PAR minimiza-
tion, stochastic approximation, simultaneous perturbation.

I. INTRODUCTION

Demand response (DR) is an important component of the
future smart grid [1]–[3]. Direct load control (DLC) and
price-based load control are two general categories of DR
programs. In DLC programs, based on a contract between
the energy provider and the users, the energy provider can
remotely control the operation and energy consumption of cer-
tain appliances for users [4]–[10]. In contrast, in price-based
programs, the energy provider provides economic incentives
to consumers by changing the electricity price for different
times of a day such that users are encouraged to shift their
usage of high-power appliances to off-peak hours [11]–[18].

With the growing deployment of advanced metering in-
frastructure (AMI) [19] and automated energy consumption
scheduling (ECS) devices [20]–[25], real-time pricing (RTP)
is gradually becoming a feasible DR solution. In general, it is
difficult for power users to follow the RTP price variations to
make appropriate decisions accordingly. In this regard, ECS
devices can help by making such price-responsive decisions
on behalf of users to achieve certain objectives. Examples of
such objectives include minimizing the energy expenses [20],
maximizing the social welfare [21]–[25], minimizing both the
energy expenses and the waiting time [26], and maintaining
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system stability with minimum curtailment [27]. However,
while the use of ECS devices improves users’ rationality
in response to price changes, such ECS devices can also
introduce new DR challenges such as load synchronization
[26] and price instability [28], [29]. Therefore, the effect of
the automated ECS devices on users’ price-responsiveness is
not obvious and yet to be investigated. It has been shown
that load synchronization can be avoided by adopting pricing
tariffs with inclining block rates (IBRs), where the marginal
price increases when the load increases [26].

In this paper, we address minimizing the peak-to-average
ratio (PAR) in the aggregate load demand through pricing
under the practical scenario that the utility is uncertain about
users’ price-responsiveness. While we assume that users are
equipped with ECS devices, our approach is quite different
from all prior works, e.g., in [20]–[27], which do not take into
account the uncertainty in users’ price-responsiveness. Note
that such uncertainty is inevitable to preserve user privacy
[30].

Some related literature can be summarized as follows. In
[24], Chen et al. devised a Stackelberg game approach in
which the energy provider acts as a leader and users are
followers. This design intends to jointly maximize the social
welfare of all users and the revenue of the energy provider.
The algorithm in [24] requires detailed information about
users’ energy consumption needs. However, for the scheme
proposed in this paper, users are not required to submit
their demand requirements at the beginning of the operation
period. As a result, our design is more practical and preserves
users’ privacy. The authors of [20] proposed a game theoretic
approach to minimize the PAR of the system, where users
interact with each other and change their power consumption
accordingly. However, such interactions may take a long time
to converge, in particular in the presence of a large number
of users. In contrast, our design does not involve direct user
interaction. Therefore, it converges much faster. Finally, while
in [31], the authors devised a method which takes into account
the load uncertainty to minimize the energy payment for each
user, here, our focus is on designing a pricing algorithm and
our design objective is to minimize the PAR in the aggregate
load.

The block diagram of our proposed real-time pricing model
is shown in Fig. 1. Our main contributions are as follows:

• We propose two iterative algorithms to be implemented in
a price control unit (PCU) for minimizing the PAR of the
aggregate load based on the information provided by the
system simulator unit (SSU). The first algorithm, called
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Fig. 1. The block diagram of the proposed closed-loop pricing model.

finite-difference price selection (FDPS), uses a variation
of the finite-difference technique [32] to approximate the
gradient of the PAR minimization objective function by
making small one-at-a-time changes to each individual
element of the input price parameter vector. The FDPS
algorithm requires only few iterations for convergence.
However, it needs a large number of measurements of
the objective function in each iteration.

• The second algorithm, called simultaneous perturbation
price selection (SPPS), is based on the simultaneous
perturbation technique [32]. Unlike the FDPS algorithm,
all elements of the input variable are jointly and ran-
domly perturbed to approximate the gradient. As a result,
the SPPS algorithm significantly reduces the number of
measurements of the objective function in each iteration,
compared to the FDPS algorithm. Yet, we show that it
achieves a similar performance.

• We propose an approximate dynamic programming
scheme which simulates how users automatically respond
to various price values to eliminate the need for users
to reveal their detailed energy consumption needs to the
energy provider. This assures user privacy.

• Simulation results show that our proposed pricing algo-
rithms reduce the PAR in aggregate load. In addition,
we show that adopting the new pricing algorithms is
also beneficial for the users if they are equipped with
automated control units.

The rest of this paper is organized as follows. The system
model and problem formulation are introduced in Section II.
The FDPS and SPPS algorithms are developed in Section III.
The SSU is explained in Section IV. Simulation results are
presented in Section V. The paper is concluded in Section VI.

II. PROBLEM FORMULATION

Let U denote the set of all users. Let Au denote the set of
all appliances of user u ∈ U . We denote Mu as the set of
must-run appliances of user u, Cu as the set of controllable
appliances of user u, and Nu as the non-interruptible subset
of Cu. For each user, we assume that there is an ECS unit
which is embedded in the user’s smart meter and controls the
user’s power consumption [16], [17]. The users’ responses to
the price changes are done automatically using the ECS units.
All ECS units are connected to the energy provider through a
two-way communication infrastructure. The operation period
is divided into T time slots. We define binary variable xt

u,a∈
{0, 1} as the state of power consumption of appliance a ∈ Au

at time slot t ∈ T , where T , {1, . . . , T}. We set xt
u,a =

1 if appliance a operates in time slot t; otherwise, we have
xt
u,a = 0. For each user u, Eu,a is the total energy requirement

of appliance a ∈ Au, γu,a is the nominal power consumption
of appliance a, and Tu,a = Eu,a/γu,a.

A. Centralized Load Control Algorithm

Assuming that the energy provider is aware of all users’
energy needs and is capable of remotely controlling the ECS
devices of all users, the centralized load control problem to
minimize the PAR in aggregate load can be formulated as

minimize
xu,a ∈ X̃u, ∀ a ∈ Au, ∀ u ∈ U

T max{L1, . . . , LT }∑T
t=1 Lt

, (1)

where

xu,a , (x1
u,a, . . . , x

T
u,a), (2)

Lt =
∑
u∈U

∑
a∈Au

γu,ax
t
u,a, (3)

and the feasible set X̃u is defined as

X̃u=

{
xu,a

∣∣∣∣ xt
u,a∈{0, 1}, ∀a ∈ Au, ∀ t ∈ T ,

γu,a

βu,a∑
t=αu,a

xt
u,a = Eu,a, ∀ a ∈ Cu,

γu,a

αu,a+Tu,a−1∑
t=αu,a

xt
u,a = Eu,a, ∀ a ∈ Mu,

xt
u,a = 1, ∀ a∈Nu,∀ t ∈Tu,a, 0 <Et

u,a<Eu,a

}
.

(4)

Here, αu,a is the earliest time at which the operation
of appliance a could be scheduled, βu,a is the deadline
by which the operation of appliance a should be finished,
Tu,a = {αu,a, . . . , βu,a}, and Et

u,a is the amount of energy
required to finish the operation of appliance a ∈ Au while the
system is at time slot t and is calculated as

Et
u,a =

[
Eu,a − γu,a

t−1∑
k=1

xk
u,a

]+

. (5)

The first constraint in (4) indicates that each appliance can be
either on or off. The second constraint implies that the opera-
tion of each appliance should be scheduled within its feasible
interval. The third constraint indicates that the operation of
must-run appliances should be started immediately. The last
constraint guarantees that the operation of non-interruptible
appliances will continue, once they become active.

The ECS unit does not change the total load of the users,∑T
t=1 Lt, and the denominator in (1) is a constant. Thus, we

introduce an auxiliary variable Γ and rewrite problem (1) as

minimize
Γ,xu,a ∈ X̃u,
∀ a ∈ Au, ∀ u ∈ U

Γ

subject to
∑
u∈U

∑
a∈Au

γu,ax
t
u,a ≤ Γ, ∀ t ∈ T . (6)
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Problem (6) is a linear mixed-integer program and can be
solved using software such as MOSEK [33]. Its solution pro-
vides a performance benchmark for any load control algorithm
that minimizes the PAR of the aggregate load while satisfying
the demand requirements of all users.

B. Decentralized Price-Based Load Control Algorithm

In this section, we assume that the energy provider has no
control over users’ behavior and it may only influence the
load by changing the price parameters. Recall from Section
I that RTP and IBR are two non-flat pricing models that
are used to encourage consumers to shift some of their load
from peak hours to off-peak hours and also to prevent load
synchronization.

Let Lt
u ,

∑
a∈Au

γu,ax
t
u,a denote the total power consump-

tion of user u at time slot t. Let λt(L
t
u) denote the selected

price of electricity in time slot t as a function of the user’s
power consumption in that time slot. By combining RTP and
IBR [34], [35], the price function λt(L

t
u) is defined as [26]:

λt(L
t
u) =

{
mt, if 0 ≤ Lt

u ≤ bt,
nt, if Lt

u > bt,
(7)

where mt, nt, and bt are price parameters, and mt ≤ nt.
Also, let Λt , (mt, nt, bt) and Λ , (Λ1, . . . ,ΛT ). The
general pricing function in (7) represents an RTP structure
that is combined with IBR. Based on this combined model,
the price of electricity depends on the time of day and also the
total load. We assume that the price parameters for each time
slot are selected such that the PAR of the aggregate load in
the system is minimized. Thus, the best choice for the price
parameters in each time slot is that obtained by solving the
following optimization problem:

minimize
Λ

Q(Λ) (8)

subject to mmin
t ≤ mt ≤ mmax

t , ∀ t ∈ T ,

nmin
t ≤ nt ≤ nmax

t , ∀ t ∈ T ,

bmin
t ≤ bt ≤ bmax

t , ∀ t ∈ T ,

mt ≤ nt, ∀ t ∈ T ,

where
Q(Λ) = max{L1(Λ), . . . , LT (Λ)}, (9)

Lt(Λ) denotes the aggregate load at time slot t that depends on
the price parameters. mmin

t , mmax
t , nmin

t , nmax
t , bmin

t , and
bmax
t are lower and upper bounds for the price parameters
mt, nt, and bt, respectively. To devise an efficient pricing
algorithm capable of minimizing the PAR, the energy provider
needs to know the behavior of the users in response to the
selected price parameters. With the deployment of the ECS
devices, it is very challenging to anticipate the response of
the users to different price parameters. Therefore, we cannot
have an explicit expression for Q(Λ) and consequently it is
not possible to obtain a closed-form analytical solution for (8).

Due to the challenges explained above, we propose to solve
problem (8) using an iterative algorithm that does not require
a closed-form expression for Q(Λ). That is, we follow a step-
by-step procedure that moves from an initial guess to a final

value which is close to the optimum solution of problem (8).
There exist different methods to solve problem (8) iteratively.
In this regard, we propose to equip the energy provider with
an SSU, as shown in Fig. 1, that simulates the likely behavior
of the users in response to price parameters announced by the
energy provider. The information produced by the SSU will
then be used by the PCU to select prices.

III. PRICE CONTROL UNIT (PCU)

Recall from Section II-B that finding a closed-form solution
for problem (8) is challenging. An alternative is an iterative
algorithm using a gradient method. In this regard, we need to
approximate the gradient from noisy measurements of Q(Λ).
Next, we propose two different methods for this purpose.

A. Finite-Difference Price Selection (FDPS)

Using the finite-difference technique [32, Ch. 6], the gradi-
ent of the objective function can be approximated by making
small one-at-a-time changes to each of the individual elements
of Λ. That is, the jth element of vector Λ is perturbed and
the changes in the objective function are measured. The ratio
of the changes in the objective function to the amount of
the perturbation of the jth element of vector Λ approximates
the jth element of the gradient vector of objective function
Q(Λ). The general recursive procedure of updating the price
parameters in each time slot can be written as

Λi+1 = Λi − σiĝi(Λi), (10)

where p × 1 column vector ĝi(Λi) is an estimate of the
gradient of Q(Λ), ∇Q(Λ), at iteration i based on the mea-
surements of Q(Λ)1, Λi is the input vector Λ at iteration i,
and p = 3T is the size of vector Λi. The step size σi > 0
is reduced as the number of iterations increases to assure
convergence. In our proposed FDPS algorithm, we use one-
sided gradient approximations which involve evaluations of
the form Q(Λi + perturbation) and Q(Λi). That is, we obtain
the gradient estimate as

ĝi(Λi) =


Q(Λi+ciζ1)−Q(Λi)

ci

...
Q(Λi+ciζp)−Q(Λi)

ci

 , (11)

where ζj denotes a p × 1 vector with a 1 in the jth position
and zeros elsewhere, and ci > 0 is the magnitude of the
perturbations. Among different methods proposed for selecting
coefficients σi and ci, some specific forms have been sug-
gested in practice which also satisfy the conditions required
for convergence of the algorithm [32, Ch. 6]:

σi =
σ

(i+ 1 +A)α
, ci =

c

(i+ 1)γ
, (12)

where σ, α, c, and γ are strictly positive constants, and A ≥ 0
is added to improve the convergence of the algorithm.

1For non-differentiable functions, to update the price parameters in (10),
the subgradient of the objective function can be used instead of the gradient.
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Algorithm 1: Price selection algorithm executed at the PCU.
1: Select initial value for σ, α, c, γ, A, and Λ0.
2: repeat
3: Update σi and ci as in (12).
4: if (FDPS) then
5: Calculate ĝi(Λi) as in (11).
6: elseif (SPPS)
7: Calculate ĝi(Λi) as in (13).
8: end if
9: Update Λi as in (10).

10: until the stopping criteria

B. Simultaneous Perturbation Price Selection (SPPS)

Next, we consider another method for approximating the
gradient of the objective function Q(Λ) which is known as
simultaneous perturbation stochastic approximation [32, Ch.
7]. Similar to the FDPS algorithm, the SPPS algorithm updates
the price parameters as in (10). However, unlike FDPS, the
SPPS algorithm randomly and jointly perturbs all elements of
Λi in order to obtain two different perturbed measurements of
Q(·). Thus, the two-sided simultaneous perturbation gradient
approximation is given by

ĝi(Λi) =


Q(Λi+ci∆i)−Q(Λi−ci∆i)

2ci∆i
1

...
Q(Λi+ci∆i)−Q(Λi−ci∆i)

2ci∆i
p

 (13)

=
Q(Λi+ci∆i)−Q(Λi−ci∆i)

2ci

(
1

∆i
1

, . . . ,
1

∆i
p

)
,

where ∆i ,
(
∆i

1, . . . ,∆
i
p

)
is the perturbation vector, and

∆i
j ∈ {−1, 1} is a random number. We note that, for the

SPPS algorithm, the number of measurements in each iteration
is two, independent of the size parameter p. Thus, compared
to FDPS, the SPPS algorithm provides large savings in the
number of measurements in each iteration, especially if p is
large. This lower per-iteration complexity is beneficial as long
as the number of iterations required to converge to an optimal
value of Λ⋆ does not increase significantly.

C. Algorithm Description

In this section, we explain the steps of the proposed FDPS
and SPPS algorithms (Algorithm 1) executed at the PCU. At
the beginning of the algorithm, the initial values for parameters
σ, α, c, γ, A, and Λ0 are selected, c.f. Line 1. At the ith
iteration of the algorithm, the coefficients σi and ci are updated
as in (12), c.f. Line 3. For the FDPS algorithm, the gradient is
approximated as in (11), c.f. Line 5. For the SPPS algorithm,
the gradient is approximated as in (13), c.f. Line 7. Λi is
updated as in (10), c.f. Line 9. The algorithm is stopped
if the maximum number of allowed iterations is reached or
the difference between two subsequent values of the objective
function is less than a pre-determined threshold, c.f. Line 10.

D. Convergence of the Algorithms

We now present the conditions for convergence of Algo-
rithm 1. Convergence of different stochastic approximation
based algorithms has been analyzed under various conditions.
In particular, algorithms based on simultaneous perturbation
stochastic approximation (SPSA) have attracted more atten-
tion, as they require fewer objective function evaluations. Spall
showed the convergence of SPSA under a three times differ-
entiability condition for the objective function [32]. However,
it was shown later that weaker assumptions suffice for SPSA
to converge [36]–[38]. The iterative updating step in (10) can
be written as

Λi+1 = Λi − σi
(
g̃i(Λi) + ϵi

)
, (14)

where g̃i(Λi) is any subgradient of the objective function
at the ith iteration, and ϵi represents the observation noise
and bias term. For differentiable functions, the subgradient
g̃i(Λi) is identical to the gradient of the objective function. For
non-differentiable functions, the sub-gradient of the objective
function Q(·) at Λi is defined as any vector g that satisfies the
inequality Q(Φ) ≥ Q(Λi) + gT(Φ− Λi) for all Φ. Following
the discussion in [37], [38], the conditions for the iterative
convergence of Λi to the optimum value Λ∗ that minimizes
the objective function are summarized as

A.1 The domain of Q(·) is convex and closed. Q(·) is
convex, and the expected value E[Q(Λi)] is uni-
formly bounded, where E{·} denotes mathematical
expectation.

A.2 For the step-size parameters we must have: a) σi > 0,
b) ci > 0, c) σi → 0, d) ci → 0, e)

∑∞
i=0 σ

i = ∞,
and f)

∑∞
i=0(σ

i/ci)2 < ∞.
A.3 Let Ii , (Λ0, . . . ,Λi).

∑∞
i=0(σ

i)2E
[
∥ϵi∥2|Ii

]
<∞.

A.4 The subgradient g̃i is uniformly bounded.
A.5 ∆i

j must be independent for all i and j, identically
distributed for all j at each iteration i, symmetrically
distributed about zero, and uniformly bounded in
magnitude for all i and j.

Condition A.1 specifies the criteria required for the conver-
gence of the algorithm to the global optimum. Condition A.2
determines the rate at which the gain σi has to decay. The
gain σi should decay neither too fast nor too slow. It has to
approach zero fast enough to damp the effects of the noise
as the algorithm gets closer to the solution Λ∗. However, it
has to approach zero at a sufficiently slow rate to ensure full
convergence of the algorithm. Condition A.3 ensures that the
algorithm is able to cope with the noise. In practice, for large
numbers of users, the effect of each individual user on the
aggregate load of the system is small and the variations in
the demand requirements of different users help in making
the load curve smooth which also reduces the effects of the
noise term. Conditions A.4 and A.5 ensure that the algorithm
is asymptotically an unbiased estimator of the optimum value
Λ∗ [38]. Condition A.5 determines the randomization property
of the perturbation vector such that the objective function can
be effectively approximated by a smooth function at the points
of non-differentiability [38].
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Together, conditions A.1-A.5 specify the ideal requirements
for the convergence of the algorithm. However, in practice,
due to the lack of knowledge of the structure of Q(·), it is
very difficult or even impossible to check these conditions.
To resolve this issue, gradient-free techniques are adopted to
optimize the objective function in this paper. This also reveals
the difficulty of verifying the above mentioned conditions.
However, despite the fact that some conditions may not be
verifiable, it has been shown that the adopted techniques are
among the most effective methods to optimize objective func-
tions with an unknown formulation in practice [32]. Different
methods have been proposed in the literature to ensure that
the stochastic approximation methods converge to the global
optimum among multiple local optima. One of the well-known
approaches is to inject an additive noise in the right-hand side
of the basic updating step in (10) [32, Ch. 6].

IV. SYSTEM SIMULATOR UNIT (SSU)
In this section, we explain the algorithm to be implemented

in the SSU. This requires an understanding of how the ECS
device may operate for each user. We assume that the operation
of ECS devices in each time slot begins with an admission
control phase, where appliances send admission requests to
the ECS unit. Once an admission request is submitted, the
state of the appliance changes from sleep to awake. The ECS
unit schedules the operation of awake appliances such that the
electricity expenses of the user are minimized.

To simulate the users’ load patterns, the SSU simulates
the time at which each appliance becomes awake and also
the time by which the operation of each appliance has to
be finished. Such information can be obtained based on the
sleep and awake history of each appliance. To preserve the
users’ privacy, we assume that the actual data is manipulated
such that the statistical information is preserved, but it is not
possible to extract the exact information about the demand
requirements of individual users [39], [40]. Various privacy
aware smart metering techniques have been proposed in the
literature, such as secure meter data aggregation [41], and
privacy aware home energy management system [42]. By using
the manipulated data, the SSU simulates the likely control
decisions of the ECS unit of each user based on the price
indicated by the PCU. We note that the SSU simulates the
likely behavior of general users, and each general user does
not refer to any particular user.

In the following, we first explain the control algorithm
running in the ECS device of each user and then how the
SSU simulates the control decisions of the ECS devices.

A. Power Scheduling Done by ECS Devices
For each user u, the power scheduling is done by the ECS

device at the current time slot t by solving the following
optimization problem that is specific to user u and aims to
minimize the expected energy cost in the upcoming time slots:

V t
u(S

t
u) = minimize

xt
u,a ∈ X t

u,

∀ a ∈ Ck
u,

∀ k∈T t

gt
(
Stu, Lt

u

)
+ E

{
V t+1
u (St+1

u ) | Stu
}
,

(15)

where T t , {t, . . . , T}, xt
u,a , (xt

u,a . . . , x
T
u,a), and we have

gt
(
Stu, Lt

u

)
, Lt

uλt

(
Lt
u

)
, (16)

Lt
u =

∑
a∈Mt

u

γu,a +
∑
a∈Ct

u

γu,ax
t
u,a. (17)

We refer to V t
u(·) as the value function of user u at time slot

t, and V T+1
u (·) , 0. For each user u, we also define the

state of the system at time slot t as Stu , (Et
u, I

t
u), where

Itu , (Mt
u, Ct

u) and Et
u , (Et

u,1, . . . , E
t
u,|Au|). Here, Mt

u

and Ct
u are the sets of must-run and controllable appliances of

user u that are awake at time slot t, respectively. The feasible
set X t

u in problem (15) is defined as

X t
u=

{
xt
u,a

∣∣∣∣ xk
u,a∈{0, 1}, ∀ a ∈ Ck

u, ∀ k ∈ T t,

γu,a

βu,a∑
m=k

xm
u,a = Ek

u,a, ∀ a ∈ Ck
u, ∀ k ∈ T t

xk
u,a = 1, ∀ a∈N k

u ,∀ k ∈T t
u,a, 0 <Ek

u,a<Eu,a

}
,

(18)

where T t
u,a , {t, . . . , βu,a}, and N k

u denotes the non-
interruptible subset of Ck

u . The first term in the objective
function in (15) is the payment of the user in the current time
slot t for the known load Lt

u, while the second term is the
expected cost of energy in the upcoming time slots, which we
will refer to as the cost-to-go. The feasible set in (18) is similar
to (4). However, it is based on the updated information which
is available up to time slot t. An algorithm based on linear
mixed-integer programming has been proposed in [31] to solve
problem (15). However, its complexity makes it difficult to be
used in the SSU.

B. Simulation of ECS Operation at SSU

In order to mimic the operation of the ECS devices, the
energy provider needs to similarly solve optimization prob-
lem (15). However, this cannot be done because the energy
provider does not have access to the details regarding the
users’ energy needs. To tackle this problem, we propose an
approximate dynamic programming algorithm to estimate the
solution of problem (15). First, we note that the state of user
u in the next time slot, St+1

u , depends on the current state Stu,
the decision which is made at the current time slot xt

u,a, and
the exogenous information which arrives at the beginning of
the next time slot It+1

u . We define

Stu,x = Sx(Stu,xt
u,a), (19)

St+1
u = SI(Stu,x, It+1

u ), (20)

where Stu,x is the state of the system immediately after we
make a decision and is referred to as post-decision state [43],
Sx(·) is the state transition function which takes into account
the effect of decisions, and SI(·) is the state transition function
which takes into account the effect of arrival information.
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A well-known approach to approximate the cost-to-go is to
represent it based on the post-decision state Stu,x [43]. Problem
(15) can now be written as

V̂ t
u(S

t
u) = minimize

xt
u,a ∈ X t

u,

∀ a ∈ Ct
u

gt
(
Stu, Lt

u

)
+ V̂ t+1

u,x (Stu,x), (21)

where V̂ t
u(·) is the approximation of the cost of being in state

Stu, and V̂ t+1
u,x (·) is the approximation of the cost-to-go by

writing it as a function of post-decision state Stu,x rather than
current state Stu. Since Stu,x is a deterministic function of xt

u,a,
problem (21) is a deterministic optimization problem. Among
different techniques considered to approximate the cost-to-
go, parametric models [43] are particularly popular, where
the value function is replaced with a linear regression. Let
ϕt(·) be a basis function which captures some features of the
underlying system at time slot t. We approximate the cost-to-
go at the next time slot as

V̂ t+1
u,x (Stu,x) =

T∑
k=t+1

θkϕk(x̃
t+1
u ), (22)

where θk is the weight coefficient at time slot k, x̃t+1
u =

(x̃t+1
u,1 , . . . , x̃

t+1
u,|Au|), x̃

t+1
u,a = (x̃t+1

u,a , . . . , x̃
T
u,a), and we have

ϕk(x̃
t+1
u ) = gk(Stu,x, L̃k

u), (23)

L̃k
u =

∑
a∈Mt

u

γu,a +
∑
a∈Ct

u

γu,ax̃
k
u,a. (24)

Furthermore, we can calculate x̃t+1
u as follows:

x̃t+1
u = argmin

xt
u,a ∈ X̄ t

u, ∀ a ∈ Ct
u

T∑
k=t+1

θkgk
(
Stu,x, lku

)
, (25)

where X̄ t
u is the feasible set defined by (18) while the state

of the system is Sku,x and the first integer constraint in (18) is
relaxed as 0 ≤ xk

u,a ≤ 1. lku is defined as

lku =
∑

a∈Mt
u

γu,a +
∑
a∈Ct

u

γu,ax
k
u,a. (26)

The basis functions ϕk(·) in (23) capture the estimate of the
cost in future time slots based on the information which is
available at the current time slot t. The cost-to-go then is
approximated as a weighted sum of the estimated cost of
all upcoming time slots. However, as the new observations
about the true cost of each time slot are revealed, the weight
coefficients θ = (θ1, . . . , θT ) are updated accordingly, as we
explain next.

C. Updating the Value Function Estimation

Assume that we have n different observations for the true
value of being in different states (i.e., the observations from
the real system at the end of the entire operation period) that
can be written in vector form as (V m

u ,Smu )nm=1. Let ϕm be
the vector of basis functions evaluated at Smu , and Φn be a
matrix with n rows, one corresponding to each observation,
and T columns, one for each feature. Let Vn

u be a column

vector with elements V m
u . By using least square batch linear

regression [43], we can update vector θ as

θ =
((
Φn

)T
Φn

)−1(
Φn

)T
Vn

u , (27)

where in the above equation, T is the transpose operator. We
note that at the end of the operation period, we have multiple
observations for different states of the system. The estimate of
the value function’s parameters can be improved if the obser-
vations of multiple operating periods are used to update the
θ. Moreover, the estimate of the value function’s parameters
can be further improved if users are able to communicate
and share their observations to have more samples to update
the parameters of the value function. In practice, it may not
be possible to obtain the true observation of the cost-to-go
from the real system because of privacy issues. To tackle this
problem, the results produced by the SSU can be used to
update the value function’s parameters. We note that in a real
system, users are making control decisions based on the partial
information available at the beginning of each time slot. That
is, the complete demand requirements in the future time slots
are not known. The SSU simulates the behavior of each user
for different scenarios. For each scenario, to better mimic the
behavior of each user, the control decisions are similarly made
based on partial information available at the beginning of each
time slot. Thus, similar to the real system, at each time slot,
the exact cost-to-go is not known and only some estimation
of it is available. However, at the end of each scenario, the
exact value of cost-to-go can be observed. These observations
can be used instead of true observation from the real system
to update the value function’s parameters.

D. Algorithm Description

We now explain the steps of the proposed control algorithm
(Algorithm 2) to be executed in the SSU. At the beginning, the
value of n is initialized and the price parameters Λ are received
from the PCU, c.f. Lines 1 and 2. Subsequently, the initial
value for vector θ is selected randomly, c.f. Line 3. For each
user u and at the beginning of each time slot t, the appliances
that become awake are determined. The SSU also determines
the demand requirements of each appliance. That is, whether
the appliance is must-run or controllable and also the deadline
by which the operation of the appliance should be finished are
determined. The lists of awake appliances are then updated,
and the operation schedule of the awake appliances for the
current time slot t is calculated as the solution of problem
(21), c.f. Lines 4 to 10. At the end of the operation period, we
update vector θ as in (27). The aggregate load of the system in
each time slot t is determined as L̄t =

∑
u∈U

∑
a∈Au

γu,ax̄
t
u,a,

where x̄t
u,a is determined at time slot t as the solution of (21),

c.f. Line 13. V. PERFORMANCE EVALUATION

In this section, we present simulation results and assess
the performance of our proposed price control algorithm.
Unless stated otherwise, the simulation setting is as follows.
We assume that the general RTP method combined with
IBR is adopted as described in (7). We consider a system
with |U| = 50 users. Each user possesses various must-
run and controllable appliances. We assume that the exact
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Algorithm 2: The algorithm executed at the SSU.
1: Initialize n.
2: Receive price parameters Λ.
3: Select initial value for vector θ.
4: for u ∈ U
5: for t ∈ T
6: Determine appliances that become awake

and their demand requirements.
7: Receive new information Itu.
8: Determine xt

u,a as the solution of (21).
9: Update (Et

u,1, . . . , E
t
u,|Au|) as in (5).

10: end for
11: Update θ as in (27).
12: end for
13: Determine the aggregate load of the system.

information about the energy requirements of the users is not
known by the SSU. However, we assume that some statistical
information about the energy requirements of the users in form
of distribution functions is available at the SSU. This statistical
information includes the number of appliances, the nominal
power consumption of each appliance, the probabilities with
which each appliance becomes awake in each time slot, and
the deadline by which the operation of each appliance should
be finished. The statistical information can be obtained from
the operational history of the real system. In the SSU, for a
typical household user, we consider on average 18 appliances.
Some of the appliances and their operating specifications are
summarized in Table I. The time slot at which each appliance
becomes awake is selected randomly from a pre-determined
interval. Based on the demand requirements of the user, each
appliance can be set as must-run or controllable. This setting
is decided by the user and can vary from time to time.

In our simulation setting, we consider various must-run
and controllable appliances [31]. For example, we consider
electric stove, clothes dryer, and vacuum cleaner as non-
interruptible appliances. Refrigerator and air conditioner are
modeled as interruptible appliances, and must-run appliances
include: lighting, TV, etc. In general, the operation of some
appliances can be correlated. However, taking such corre-
lations into account for algorithm design would make the
implementation of the SSU significantly more complex, which
may not be desirable in practice. Therefore, we assume that
the operations of appliances are independent. For controllable
appliances, the operating deadline is selected randomly from
the remaining feasible time slots.

We note that the SSU does not observe the demand require-
ments of the users in the real system. Instead, it simulates
the behavior of each user by running multiple scenarios. To
better simulates the decisions made by the user, for each
scenario, the information about the demand requirement of
the user is updated gradually over time. That is, the SSU
mimics the control decisions of the user based on the partial
information available at the beginning of each time slot.
For each user u and at the beginning of each time slot t,
we determine the appliances that become awake and their

TABLE I
OPERATING SPECIFICATIONS OF DIFFERENT APPLIANCES.

Eu,a (kWh) γu,a (kW) arrival interval
Electric stove 4.5 1.5 [06:00, 14:00]
Clothes dryer 1 0.5 [14:00, 22:00]

Vacuum cleaner 2 1 [06:00, 15:00]
Refrigerator 2.5 0.125 [06:00, 09:00]

Air conditioner 4 1 [12:00, 22:00]
Dishwasher 2 1 [15:00, 24:00]

Heater 6 1.5 [15:00, 03:00]
Water heater 3 1.5 [06:00, 23:00]
Pool pump 4 2 [12:00, 21:00]

PEV 10 2.5 [16:00, 24:00]
Lighting 3 0.5 [16:00, 24:00]

TV 1 0.25 [16:00, 01:00]
PC 1.5 0.25 [08:00, 24:00]

Ironing appliance 2 1 [06:00, 16:00]
Hairdryer 1 1 [06:00, 13:00]

Other 6 1.5 [06:00, 24:00]

operating specifications. The lists of awake appliances are then
updated, and the operation schedule of the awake appliances
for the current time slot t is calculated as the solution of
problem (21). The aggregate load of the system in each time
slot t is determined as

L̄t =
∑
u∈U

∑
a∈Au

γu,ax̄
t
u,a, (28)

where x̄t
u,a is obtained at time slot t as the solution of

(21). This procedure is repeated for multiple scenarios of the
demand requirements of each user and the average results are
considered.

By testing different practical examples, it has been shown
in [32] that α = 0.602 and γ = 0.101 are good choices for
(12). To mitigate the effect of the measurement noise, we set c
at a level approximately equal to the standard deviation of the
measurement noise in Q(Λ). We set A equal to 10 percent
of the maximum number of allowed iterations. Coefficient
σ in (12) plays an important role in the convergence of the
algorithm as it has a significant effect on the step size in the
different iterations. To select σ, first for each element j of Λ,
we determine the appropriate value of σj that keeps the range
of changes in the jth element of Λ in an appropriate range.
Second, to assure stability, we set σ = min{σ1, . . . , σp}.

A. Performance Gains for the Utility Company

To have a baseline to compare with, we consider a system
without ECS deployment, where each appliance a starts opera-
tion right after it becomes awake at its nominal power γu,a. For
the system without ECS deployment, users are not responding
to the variations of the price parameters. Furthermore, as an
upper bound on the performance of the energy provider in
minimizing the PAR of the aggregate load, we consider a
system in which the energy provider knows all the demand
requirements of the users and is capable of controlling the
ECS units of all the users. The energy provider schedules
the operation of all the appliances of the users such that all
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Fig. 2. Aggregate load profile in different scenarios.

the demand requirements of the users are met. This system
with direct load control achieves the minimum PAR of the
aggregate load, and since the energy provider has full control
over the operation of the users’ appliances, the performance
of the system is independent of the price parameters. We
note that the existence of a pricing scheme that can achieve
this performance bound is not guaranteed. Since optimization
problem (6) is too complex, we calculate a lower bound on the
PAR of the system with direct load control. That is, we treat all
controllable appliances as if they are interruptible, and instead
of solving the mixed integer program, we present the results
for the corresponding continuous problem. Simulation results
for the average total power consumption of the proposed
load control algorithms, the system without ECS deployment,
and the lower bound on the PAR of the system with direct
load control are depicted in Fig. 2. Simulation results for the
average PAR of the aggregate load at different iterations of the
proposed SPPS pricing algorithm, the proposed FDPS pricing
algorithm, the system without ECS deployment, and a system
with direct load control are depicted in Fig. 3. The simulation
results show that the PAR of the aggregate load for the system
without ECS deployment is on average 1.92. Our proposed
SPPS algorithm reduces the PAR of the aggregate load to 1.58
(i.e., 18% reduction). Our proposed FDPS algorithm reduces
the PAR of the aggregate load to 1.49 (i.e., 22% reduction).
The lower bound on the achievable PAR of the system with
direct load control is on average 1.2. Considering the number
of time slots and the number of price parameters for each time
slot, the number of measurements of the FDPS algorithm is
72 times higher than for the SPPS algorithm.

B. Performance Gain of the Users

For the SSU, we propose a load control algorithm (Algo-
rithm 2) which simulates the operation of the ECS unit of
each user. Since the SSU has to be fast enough and has to
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Fig. 3. The PAR of the aggregate load in different scenarios.

deal with the complex system of multiple users, the proposed
load control algorithm is based on an approximate dynamic
programming approach. The proposed load control algorithm
can be adopted in the ECS units of the user. Therefore,
in this section, we assess the performance of the proposed
load control algorithm. To have a baseline to compare with,
we consider a system without ECS deployment, where each
appliance a is assumed to start operation right after it becomes
awake. As an upper bound, we also consider the scheme in
[31] in which problem (21) is solved to schedule the operation
of controllable appliances. Simulation results show that, to
reduce electricity payment, the proposed control algorithm
shifts the load to time slots with lower prices such as the
few first hours after midnight. However, the high price penalty
for exceeding the bt threshold prevents load synchronization
as discussed in Section I. The simulation results show that
the use of the proposed algorithm reduces the average daily
payment of the user from $4.85 to $3.99. The average daily
payment of the users for the load control algorithm in [31]
is $3.88. We can see that the efficiency loss in our proposed
scheme compared to the one in [31] is small, although, our
design has less computational complexity and is faster. The
running times of the proposed FDPS and SPPS algorithms
are directly influenced by the number of measurements of the
objective function in each iteration and the running time of
the SSU for each measurement. The SSU simulates the load
pattern of each user to produce the aggregate load pattern of
the users. This process can be done in parallel or sequentially.
The running time of the SSU increases approximately linearly
with the number of users if the load pattern of individual users
is simulated sequentially. In the following, we evaluate the
complexity of the load control algorithm (Algorithm 2) which
simulates the load pattern of each user for different numbers of
appliances. In general, integer linear programs with n integer
variables and m constraints are NP-complete. However, there
exist pseudo-polynomial algorithms for solving m×n integer
programs with fixed m which have a complexity of order
O(n2m+2(mν)(m+1)(2m+1) log(n2(mν2)2m+3)), where ν is
the maximum coefficient in the set of constraints [44]. A
complete discussion of algorithm complexity is beyond the
scope of this paper. However, to provide a general idea about
the complexity of our proposed algorithm compared to the one
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TABLE II
PERFORMANCE MEASURES OF DIFFERENT ALGORITHMS.

Average run time of the algorithm (in seconds).
|A|=20 |A|=30 |A|=40

Proposed algorithm for SSU 0.7324 0.7673 0.7919
Algorithm in [31] 2.1364 10.3071 69.5810

Average number of integer variables.
|A|=20 |A|=30 |A|=40

Proposed algorithm for SSU 4 6 10
Algorithm in [31] 57 90 129

in [31], simulation results for the average running time and the
average number of integer variables for both algorithms are
presented in Table II. The results were obtained by a computer
system with Intel(R) Core(TM) i7 CPU 3.07 GHz processor,
12 GB RAM, and Windows 7 operating system.

VI. CONCLUSIONS

In this paper, we proposed two pricing algorithms based on
stochastic approximation technique to minimize the PAR of the
aggregate load. The proposed algorithms eliminate the need to
know the structure of the objective function. In our proposed
pricing algorithms, we take into account the way users will
respond to different price values. We also consider the effect
of control decisions of the ECS unit on the users’ load profile.
Moreover, we proposed the use of an SSU. A load control
algorithm based on the approximate dynamic programming
approach is also proposed and executed at the SSU to simulate
the operation of the ECS unit at the demand side. The details
of the demand requirements of the users at the appliance level
are considered in the SSU. Simulation results showed that our
proposed algorithms reduce the PAR of the aggregate load.
The proposed algorithms provide incentives for the users to
reduce their energy expenses.

In this work, we assumed that all users are equipped with
ECS units and try to minimize their energy expenses. In
practice, some users may schedule their power consumption
to achieve different objectives such as minimizing the energy
expenses, maximizing the social welfare, etc. In general,
some users may be equipped with automated control units
while others make control decisions manually. To obtain a
better estimate of the likely behavior of the users, for the
SSU, considering various users with different objectives and
different levels of price-responsiveness is an interesting topic
for future work.
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