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Abstract—Multiple-input multiple-output (MIMO) wireless
communication systems can achieve higher throughput through
interference alignment. For a small number of users, determin-
ing the maximum possible degrees of freedom as well as the
feasibility of interference alignment in MIMO systems is well
studied. However, the issues of scheduling in systems employing
interference alignment and serving a large number of users have
received little attention so far. In this paper, we study the problem
of joint scheduling, interference alignment, and packet admission
control in MIMO wireless systems with the goal of maximizing
system throughput subject to stability constraints. We formulate a
stochastic network optimization problem and propose a schedul-
ing and interference alignment (SIA) algorithm. In each time
slot, SIA schedules some users among many competing ones to
transmit data, and determines encoding and decoding matrices
for the selected users. Packet admission control is performed
in each time slot. In addition, we propose a heuristic semi-
distributed algorithm (SDSIA), which has a lower computational
complexity than the SIA algorithm. Via simulation, we evaluate
the performance of SIA and SDSIA for different algorithm
parameters and different numbers of users. We also compare
the performance of SDSIA with other approaches which do not
simultaneously exploit interference alignment and scheduling and
find that the combination of these two techniques increases the
achievable data rate dramatically.

Index Terms—Scheduling, multiple-input multiple-output
(MIMO), interference alignment, Lyapunov stability theory.

I. INTRODUCTION

ULTIPLE-input multiple-output (MIMO) wireless

communication systems enable spatial multiplexing of
data streams in addition to temporal and frequency multiplex-
ing [1]. The challenge in designing multiuser MIMO systems
is the management of interference originated from concurrent
signal transmissions. Recently, interference alignment [2] has
been proposed as an efficient approach for the case when the
strength of the interference is comparable to the strength of
the desired signal. The main idea is to align the interference
such that it is orthogonal to the desired signal. Interference
alignment techniques involve the use of suitable encoding and
decoding matrices at the transmitter and receiver, respectively,
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such that at each receiver the interference caused by all
undesired transmitters is projected onto a separate interference
subspace. This permits the receiver to easily extract the desired
signal from the corresponding interference-free subspace. It
has been shown that while the per-user sum rate for a K-
user interference channel without interference alignment is
+1og(SNR) + o(log(SNR)), where SNR is the signal-
to-noise ratio, the sum rate per user can be increased to
1log(SNR)+ o(log(SN R)) with interference alignment [2].

Some of the related work on interference alignment focuses
on determining the maximum possible degrees of freedom
(DoF) as well as studying its feasibility and achievability
through finding optimal encoding and decoding matrices.
However, the problem is typically considered for a small
number of users such that the interference is minimized at
the undesired receivers while all users transmit in each time
slot and scheduling is not required [2]-[11].

In [3], the feasibility of interference alignment in MIMO
systems is studied by relating it to the problem of deter-
mining the solvability of a multivariate polynomial system.
The effectiveness of interference alignment in fully connected
wireless networks with more than two users is considered
in [2], [5]. A distributed approach requiring only local channel
knowledge is provided in [6] by exploiting the reciprocity
of wireless channels. The achievability of a large number of
DoF in wireless networks is studied in [7] for the case when
instantaneous channel state information (CSI) is not available.

Interference alignment has been applied in various types of
wireless networks to improve system performance. It has been
shown in [8] that interference alignment can almost double the
throughput of MIMO local area networks. In [10], the authors
propose a downlink interference alignment scheme, which
does not require CSI exchange across base stations, to improve
the throughput of a cellular system. Interference alignment in
cooperative relay networks for video applications has been
studied in [11]. These works only consider systems with
a small number of interfering users (or transmitter-receiver
pairs that interfere each other) in each transmission interval.
As the number of interfering users increases, the design of
interference alignment schemes becomes more complicated
and may be infeasible [4]. Therefore, for a system with a
large number of interfering users, a proper scheduling scheme,
which selects users such that the feasibility of interference
alignment is ensured, is desirable.

We now discuss some of the related prior work on schedul-
ing with interference alignment. In [12], the authors propose a
scheduling scheme with interference alignment which selects



the user that achieves the maximum sum rate in each trans-
mission period. This scheme is based on an exhaustive search
algorithm and is not efficient for systems with a large number
of users. An opportunistic interference alignment scheme for
cellular uplink systems is proposed in [13] and [14], where
each base station opportunistically selects users who generate
the minimum interference to other base stations. This scheme
does not require the global CSI at the transmitter and is easy to
implement. However, the aforementioned scheduling schemes
do not consider the stability of the system. In [15], a dynamic
scheduling scheme with interference alignment for multicell
networks has been proposed, which maximizes a fair utility
function while guaranteeing the stability of the system. This
scheme assumes a fixed number of transmitter-receiver pairs
and a constant packet arrival rate in each transmission period,
but neglects the admission control process that may also affect
the stability of the system.

In this paper, we propose joint scheduling, interference
alignment, and admission control algorithms for a MIMO
system. To ensure the stability of the system, we apply
Lyapunov stability theory, which has been used to establish
stable, distributed, scheduling policies [16] for throughput
maximization [17]-[19], energy minimization [20], and data
rate allocation in wireless networks [21]. However, to the best
of our knowledge, there is no prior work on using interfer-
ence alignment to improve the effective network capacity via
Lyapunov stability theory.

For interference alignment to be practical, one needs to
determine a scheduling policy and an appropriate signal design
(i.e., encoding and decoding matrices) such that the interfer-
ence caused by undesired signals at each receiver is mini-
mized. The signal design depends on the channel conditions
and the set of users scheduled for transmission. In addition,
new data packets must be admitted from the upper layer
by the users subject to network stability considerations. The
contributions of this paper are as follows:

e We formulate a joint scheduling, signal design, and
packet admission control problem with the goal of max-
imizing the aggregate throughput and ensuring stability.

o Using Lyapunov stability theory, we transform the prob-
lem into a nonlinear mixed-integer programming (MIP)
problem with non-convex constraints for each time slot.
We incorporate interference alignment to construct nec-
essary conditions for minimizing the interference.

o We transform the problem with non-convex constraints
into a nonlinear MIP with convex constraints using the
coordinate ascent method and semidefinite programming
(SDP) techniques. This enables us to derive a centralized
scheduling and interference alignment (SIA) algorithm.

o We also propose a semi-distributed scheduling and inter-
ference alignment (SDSIA) algorithm, which is a heuris-
tic and has a lower computational complexity than SIA.

o Through simulation, we present convergence results and
evaluate the relative performance of SIA and SDSIA.
We determine the impact of the joint use of interference
alignment and scheduling on the network throughput by
comparing the performance of the proposed algorithms
with a greedy maximal scheduling (GMS) scheme with-
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Fig. 1. Network topology for wireless MIMO system with K users.

out interference alignment.

This paper is organized as follows. The system model is
presented in Section II. The joint scheduling, signal design,
and packet admission control problem is formulated in Section
III. In Section IV, we present the centralized SIA algorithm.
The SDSIA algorithm is provided in Section V. Simulation
results are presented in Section VI, and the paper is concluded
in Section VIIL.

II. SYSTEM MODEL

Consider a single-hop MIMO wireless network. Each link,
together with its dedicated transmitter and receiver nodes, is
called a user. Let K = {1,..., K} denote the set of users.
We assume that each user’s receiver node can hear every other
user’s transmissions. Time is divided into equal-length slots.
Let 7 ={0,1,...,T—1} denote the set of time slots. For each
user k € IC, we introduce a scheduling variable py(t) € {0,1}
such that py(¢t)=1 if user k transmits data in time slot ¢, and
pr(t) =0 otherwise. We assume that a user can send at most
one data packet in each time slot.

The network topology is shown in Fig. 1. User k has
M, antennas at the transmitter node and N;, antennas at the
receiver node. At each time slot ¢ € T, if user k is scheduled to
transmit, it prepares a data packet x(¢) as a vector of symbols
of size dji. Then, the transmitter node of user k£ encodes the
data packet with an encoding matrix V(t) € CMs*dk where
C denotes the set of complex numbers, and transmits the
encoded M;, x 1 vector over its M), antennas.

For two users k,[ € IC, at time slot ¢, the channel between
the transmitter node of user k£ and the receiver node of user [
is modeled by matrix Hyj(t) € CMt*Mr_ At the receiver node
of user [, the packet is received as an IN; x 1 vector and is
decoded using decoding matrix U;(t) € CNt*%, The decoded
data packet y;(¢) at time slot ¢ can be represented as

yi(t) = Y o) U7 (OHu () Vi () () +UF (Omi(t), (1)
ke



where matrix U (¢) is the conjugate transpose of U;(¢) and
n;(t) is the additive white Gaussian noise (AWGN) at the
receiver node of user /.

Interference alignment techniques aim at minimizing the
projection of the interfering signal within the interference-free
subspace of the receiver. For ideal interference alignment, we
need to determine the encoding matrices V(¢),..., Vg (?)
and decoding matrices Uy (¢),..., Ug(t) such that for each
user [ there is no interference from other users k& € K\ {/}
projected into the interference-free subspace of the receiver
node of user [, and the desired signal is received through a
full rank channel matrix, i.e.,

U () Hi (1) Vi(t) = 0,
rank(UZ (t)Hkk (t)Vk (t)) = dk,

VEkleK, k+#1,
VkeKk.

2
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Note that (2) and (3) are the interference alignment feasibility
conditions [6]. However, complete interference suppression at
the receiver may not be practical.

Let Ii(t) = > jex\ gy Lun(t) denote the total interference
leakage for any user [ € K at time slot ¢, where

I (t) = dlfktr (Ur OHuw () V(O Vi (OB (0)UL(1)  (4)

denotes the interference leaked by the transmitter of user k at
the receiver of user [ [6], and tr(-) denotes the trace of a matrix.
At each time slot ¢, we aim to keep [;(¢) for any scheduled
user [ € IC below a user specified threshold e. That is,

pi(t)(t) <. ©))

On the other hand, for any scheduled user k, the received
signal should be larger than the receiver threshold Pyp,. That
is,

Iii(t) = Pinpr(t), VEkeK. (6)

Egs (5) and (6) ensure that the interference from undesired
signals is sufficiently suppressed at each receiver node I.
However, if the corresponding transmitter k is scheduled to
transmit, the desired signal is sufficiently strong. Note that I;(t)
in (5) is the summation of the interference received at receiver
[ from all transmitters including those not being scheduled at
time slot ¢ (px () =0). Thus, for (5) to be satisfied, we require
elements of the encoding matrices for unscheduled users as
well. Although we can avoid the involvement of the encoding
matrices of non-scheduled users by adding the term pg(t)
in the expression of I;(t), this does not lead to a tractable
problem. However, it can be shown that the optimal solutions
for both formulations are the same regarding the variables of
scheduled users, since the precoding and decoding matrices for
unscheduled users are all-zero matrices at the optimal point.
To ensure error-free decoding at the receivers, the thresholds
Py, and € have to be properly chosen such that the signal-to-
interference-plus-noise ratio (SINR) is greater than a threshold
Ty, ie., P /(e +02)=Tyy, where o2 is the noise variance.
Each user’s transmitter performs admission control and
maintains a backlog queue. Let Qg (¢) denote the number of
packets that are waiting to be sent in the backlog queue of user
k at time slot ¢. Let ay(t) denote the number of packets that
are admitted into the queue backlog of user £ at time slot ¢.

We assume that the number of admitted packets in each time
slot is bounded by a constant ;. That is, ax(t) < mazs
for all k£ € K. The backlog at the transmitter of user k, Q (),
can be modeled as a queue with arrival process ay(t) and
service process p(t). That is,

Qr(t+1) < max{Q(t)— pr(t), 0} +ax(t),

The network is strongly stable [22] if

I}ijnm sup% Z Z E{Qx(t)} < oo

teT kek

VEe K. (7)

®)

where the expectation is taken over all possible channel states.
If the network is stable, then the admission rate ay(t) at each
transmitter node of user k € K is also the throughput at the
corresponding receiver node. The average throughput for user
k € K in T time slots is

= % > E{ax(t)}.

teT

(©))

The aggregate network throughput is

6= =3 Y Bla(n) = 7 Y Efa(n). (10)

kex teT kel teT

where a(t) = >, . ar(t) denotes the total number of pack-
ets that are admitted by the upper layer at time slot ¢. Finally,
we denote the set of all admission rates as & = (a1, ...,QK)
and define II as the set of & that satisfy the inequality in (8).
That is, the network is stable when & € 1I.

III. PROBLEM FORMULATION

We now present the joint scheduling, admission control, and
signal design problem formulation. The goal is to maximize
the aggregate network throughput such that all queues remain
stable. The optimization problem can be formulated as follows:

maximize o
a(t),p(t),U(t),V(t),teT
subject to aell kek,
Lk (t) > Pinpr(t), kek, teT
o) IL(t) <, ke, teT
pi(t) € {0,1}, kek,teT
0<ap(t) < maz, KEK, teT
(11
where a(t)= (a1 (t),...,ax(t)) denotes the vector of admit-

ted packets at time slot ¢, p(t) = (p1(t),...,px(t)) denotes
the scheduling vector, and U(¢) and V(¢) denote the sets of all
matrices Uy (t) and V. (¢) for k € K, respectively. In problem
(11), the objective function is the aggregate network through-
put over all time slots. The first constraint is the network
stability constraint and ensures that the obtained solution leads
to a stable network. The second and third constraints ensure
the scheduling variables as well as the encoding and decoding
matrices are selected such that the admitted data packets can
be transmitted successfully.

Instead of solving problem (11) to obtain the solutions
for all time slots, we decompose this problem into multiple
problems, one for each time slot. The solution to each problem
provides suitable values for the variables in that particular



time slot. We formulate the problems such that their solutions
lead to the solution of problem (11). For this purpose, we
first present some preliminaries. We begin by summarizing
some aspects of Lyapunov stability theory. Let the Lyapunov
function L(Q(t)) be a non-negative function of a vector
Q(t) = (Q1(t),...,QK(t)). The Lyapunov drift is defined
as A(Q(t) £ E{L(Q(t +1)) — L(Q(1)) | Q(1)}-
Proposition 1: (Lyapunov Optimization [16]) Let «(t) be
the utility function at time ¢, and A, &, Z be positive constants
such that for all time slots ¢ and queue vectors Q(t), we have

AQ(1)-ZE{a(t) | Q()} < A—c Y Qu(t)-

keKx

Za*, (12)

where o* can be any target value for utility function «(t).
Then, we have
Qg > " —A/Z,

A Z(gyp — *
hm sup—ZZE{Qk + (a;up oz)’

teT kek

13)

where oy = hmT_)oolnf
lim7_, o SUp ZteTE{oz(t)}

The proof of the proposition can be found in [16, pp. 82-
84]. Proposition 1 implies that by satisfying inequality (12) at
each time slot ¢, we can approach the target point a* while
the queue backlogs remain stable. The larger the parameter
Z, the closer we can get to «*. This is at the expense of
a linear increase in the aggregate queue backlog. Consider
the Lyapunov function L(Q(t)) = (1/2) 3, cxc @7 (t). Before
calculating the Lyapunov drift, we state the following lemma.

Lemma 1: For any positive ()1, @2, p, and «, if @1 <
max[Q2 — p, 0] + «, then

QI <Q3+p" +a®—2Q2(p— ).

The proof can be found in [16], [22]. According to Lemma
1 and inequality (7), we have

e E{a(t)} and oy, =

(14)

Qi(t+1) < Q) + pi () + i (t) — 2Qi (1) (pr(t) — ax(t)),
(15)
for all k¥ € K. Thus, we can write
A(Q(1) — ZE{a(t) | Q(1)}
= E{L(Q(+1)) - L(Q®)) | Q®t)} — ZE{a(t) | Q(1)}
< Aoz — Zke)CE{Qk( )(pr(t) — au(t)) | Q1) }
_ ZE{ZkeK Ozk (t }, 16)

where A0 = K(1 4 a?,,,)/2. Note that inequality (16)
holds for any algorithm.

Consider an optimal scheduling and interference alignment
(OSIA) algorithm, which selects the admission vector a(t),
scheduling vector p(t), and encoding and decoding matrices
V(t) and U(¢) in each time slot ¢ such that the following
problem is solved:

o aximize ;{ (@r(B)pr(t) + k(1) (Z — Qk (1))
subject to Ik (t) > Pippi(), kek,
pk(t).[k(t) <€, ke,
pi(t) € {0,1}, ke K,
0 < ag(t) < maz, kek.

(I7)

Maximizing the objective function of problem (17) is equiv-
alent to minimizing the right hand side of (16). The first
set of constraints ensures that the power of desired signal
is sufficiently high at the receiver if the corresponding user
is scheduled for transmission. The second set of constraints
implies that the interference produced by the other users in
the signal subspace of any receiver which is scheduled for
receiving data is suppressed. In Theorem 1, we explain why
solving problem (17) leads to the optimal solution of problem
an.

Theorem 1: Let the OSIA algorithm solve problem (17) in
each time slot . OSIA is throughput-optimal' with respect
to (w.r.t.) problem (11). The throughput & in (11) is at most
Aimaz/Z away from the optimal value o* in Proposition 1.

Before proceeding to the proof, we note that a channel state-
only (CSO) algorithm is an algorithm which makes decisions
based on the observed state of the channels. CSO algorithms
require global knowledge of the channel state.

Proof: Assume there exists a CSO algorithm which solves
(11) and determines p(t), Vi (t) and Ug(t) for k € K, and
a(t) for all t € T, such that the network is stable and the
network throughput is equal to the optimal value a*. Since
the network is stable, we have stable queues at all transmitters
and therefore an £ > 0 can be found such that

E{oe(t) | Q(1)} > E{ax(t) [ Q(1)} +e, VhkeK. (18)
From (16) and (18), for the CSO algorithm, we have
A(Q(t)) — ZE{a(t) | Q(1)} < Apaz — ) Qult) —
kex
(19)

Recall that (16) is true for any algorithm including the OSIA
algorithm, which solves problem (17). Maximizing the objec-
tive function in problem (17) in all time slots is equivalent to
minimizing the right hand side of (16). For OSIA, the right
hand side of inequality (16) is smaller than its value for any
other algorithm including the CSO algorithm, which in turn
is smaller than the right hand side of (19). Therefore, we
obtain (19) also for the OSIA algorithm. This is the necessary
condition (12) in Proposition 1 and leads to (13). Thus, OSIA
can support any target value for the aggregate throughput o*
that can be achieved with any CSO algorithm. [ ]
Theorem 1 assumes that o™ is an achievable throughput,
which implies that there exists a CSO algorithm that achieves
throughput «*. In fact, the theorem states that the OSIA
algorithm is able to achieve any target throughput «* that
is feasible. Clearly, the maximum feasible throughput is the
optimal value. We can maximize the second term in the
objective function in problem (17) independent of the first term
by setting oy (t) = max Whenever Qg (t) < Z, and oy (t) =0
otherwise (V k € K). Thus, we have the following problem:

aximize Y kek Qr(t)pr(t)

subject to I (t) > Pippi(t), k€K, (20)
pk(t)[k(t) <e kek,
ah) € 0.1}, kek.

" Throughput optimality means that no other algorithm can provide a larger
aggregate throughput while maintaining stability [23].



In problem (20), the objective is to maximize the num-
ber of scheduled users where each user is weighted with
its corresponding queue backlog. Note that the solution to
problem (20) and the aforementioned admission decisions
(ag(t),¥Y k € K) constitute the solution to problem (17) in
each time slot ¢. According to Theorem 1, the algorithm that
solves problem (17) in each time slot also finds a near optimal
solution to problem (11). Therefore, solving problem (20) is
essential to finding the desired solution to problem (11).

IV. SIA ALGORITHM

Problem (20) is an MIP problem with nonlinear constraints.
We use several techniques to convert it into simpler problems
and propose an SIA algorithm to solve those problems effi-
ciently. First, to deal with the multiplicative terms U;(¢) and
Vi (t) in Ijx(t), we use the coordinate descent method [24]
and solve problem (20) iteratively by solving two separate
problems at the transmitter and receiver sides. The new
problems are still non-convex. Then, we use SDP techniques
to convert each problem into a linear MIP problem. Finally,
we use generalized Benders decomposition (GBD) to solve
the formulated MIPs. The GBD algorithm involves constraint
relaxation and rank approximation. Therefore, the solution
achieved using the proposed SIA algorithm is suboptimal. For
the reminder of the discussion, we assume data packet x ()
to be a scalar, that is d =1 for all users k£ € K. This means
that at each time slot ¢, each scheduled transmitter sends one
data stream.

Using the coordinate descent method [24], problem (20) can
be separated into problems at the transmitter and receiver side,
respectively. At each side, the signal design parameters related
to the other side are considered as given input parameters. The
problem at the transmitter side is

t
rr;?glg(ltz)e Y okex Qr(t)pr(t)

subject to V*( VF ek (t) Vi (t) > Pthpk( ), Vkelk,
) > Vit)Fu(t)Vi(t) <e VIEK,
keX\{1}
pk(t)e{ovl}v Vke’Ca
(2D

where Fy;,(t) =Hj, (t)U;(¢t)Uj (t)Hyx(t). The objective func-
tion in problem (21) is linear in pg(t). V;(t)Fpi(t)Vi(¢)
is convex in Vy(t) for each k € K. The convexity can be
proved by verifying that the corresponding Hessian is positive
semidefinite. Thus, the first set of constraints is convex while
the second set is non-convex. To deal with the non-convexity
in the second set of constraints, we use Lemma 2.
Lemma 2: For any vector a € C and matrix B € CV*V,
we have a*Ba = tr(BA), where A = aa*.
Proof: This can be shown by expanding both sides of the
equality. [ |
We rewrite Vi (t)Fi(t)Vi(t) as tr(Fy(t)Wg(t)), where
Wi(t) = Vi(t)Vi(t). Note that we assume a single data
stream is transmitted in each time slot (d; = 1). Therefore,
Vi (t) is a vector and W(¢) is a rank one matrix, ¥V k € K.
Let W () denote the set of all W, (¢),V k € K. We modify the
second set of constraints in problem (21) to separate admission

variables p(t) from the other variables. Problem (21) can be
transformed as

minimize = 2 kex Qr(t)pr(t)
subject to  tr(Fpr ()W (t)) > Punpr(t), VEkeK,
S w(Fu()Wi(t) < e+ B(1— p(t)),
kek\{1}

Viek,
pk(t) € {071}7 VkEIC,
rank(Wg(t)) =1, VEkek.

(22)

Note that in the second set of constraints of problem (22),
we introduce the term B(1 — p;(t)), where B is a large
positive number. It can be verified that this set of constraints
is equivalent to the second set of constraints in problem (21).
Specifically, when p;(t) = 1, we have B(1 — p;(t)) = 0 and
the second set of constraints in both problems are the same.
When p;(t) = 0, the second set of constraints in problem (22)
is always satisfied when B is large enough, while the second
set of constraints in problem (21) is also satisfied regardless
of other variables. Due to the rank constraint, problem (22)
is a nonlinear mixed integer optimization problem, which is
computationally-demanding.
Similarly, the receiver-side problem can be formulated as

minimize — ), - Qr(t)pr(t)
p(t), X(t)
subject to  tr(Gg (6) Xy (t)) > Pinpr(t), Vkelk,
Y w(Gu®)Xi(h) < e+ B(1—pi(t)),
kek\{1}

Viek,
pr(t) € {0,1}, Vkek,
rank(X(t)) =1, VEkek,

(23)

where le(t) = Hlk(t)vk(t)VZ(t)ka(t) and X(t) =
U, (t)Ujs(t) for V k,1 € K.

We use the GBD method [25] to obtain an approximation
to the optimal solution of problem (22). We decompose the
problem into two problems: a primal problem and a master
problem. The primal problem is a relaxed SDP problem
with the encoding vectors V(t) as variables when the other
variables are fixed and it yields an upper bound for the final
solution. The master problem is an MIP with binary variables
p(t) when the other variables are fixed and it yields a lower
bound for the solution. We iteratively solve the primal and
master problems until their solutions converge. Since we are
discussing the solution of problem (22) in one particular time
slot ¢, for ease of notation, we drop the time index ¢.

1) Primal problem (m™ iteration): The input parameters
(i.e., constants) include p{™) (obtained from the master prob-
lem in the m™ iteration). The primal problem is as follows:

minimize — (m)
i I;CQ KOy
subject to  tr(FgWy) > Pt;Lp,(Cm), VEkek,
Z (P Wy) < e+ B(1 — pi™),
kER\{1}
Viek,
W, =0, Vkek.
(24)



In problem (24), the objective function is a constant. The
two sets of constraints are linear in Wy. Problem (24) is
a standard form SDP and it can be solved by using convex
optimization solvers such as CVX [26]. In problem (24), the
rank constraint, rank(Wy) = 1,V k € K, is relaxed. Having
solved the primal problem, we use eigen-decomposition to
obtain a rank-one approximation of the obtained solutions
W,.. Thus, V,(cm) = /Yk9k, Where v, is the largest eigenvalue
of matrix Wy, and qy, is the corresponding eigenvector. Note
that the rank-one approximation leads to a sub-optimal solu-
tion. From the solver, the corresponding Lagrange multipliers,

A0 = (R0 AL gk 1 e K, for the first and second
set of constraints in problem (24) can also be obtained. The
solution to primal problem W (") is used as an input to
formulate the master problems for the next iteration.

Given the input parameters p(™), if problem (24) is infea-
sible, then we formulate an [y -minimization problem (25) as
in [25] and use its corresponding solution V(") to continue
to the master problems in the next iteration:

e 1 2
ISR 2 (A0
subject to  tr(Fre W) + 8L > Pupl™, Vkek,
Z w(FieWi) < 87 +e+ B(1— ('”))
keR\ {1}
Viek,
Br, Bt = 0, VkeKk.
(25
Problem (25) is an SDP problem and is always feasible.

.. . ISRT] k(m
Similar to (24), the corresponding Lagrange multipliers )\1( )

A;(m), V k,l € K, can be obtained. We define M and M’ as
the set of all iteration numbers at which the primal problem
is feasible and infeasible, respectively. Note that similar to
(24), in (25) the rank constraint rank(Wy) = 1,V k € K,
is relaxed. Therefore, we use a similar technique to find a
rank-one approximation for the obtained solutions Wi.

2) Master problem (m™ iteration): The input parameters
are V(™ and X(") (obtained from the rlmal Froblem) where

vector A" is a concatenation of )\1 for k € K,
n € M UM’. The master problem is
minimize
P
subject to p > A (p, VW AM) | ne M, (26)
0>A (p, VW AM) - neM,

where
A (p7 V(”), A(”))
= M (Ponpr = VY FrVEY)

ke
+3 "D VTRV — (e + B -p) |,
lex kek\{l}
(27
foralln=1,...,m—1, and
Alp. VW A™) = =37 Qupr + N (p, VI, AM), - (28)

ke

for all n € M. Problem (26) is an MIP that can be solved by
an integer program solver such as MOSEK [27].

Algorithm 1 Generalized Benders decomposition (GBD)

1: Initialization: p®, M := @, M’ := &, and m := 1.

2: Obtain V™A™ by solving primal problem (24).

3 M= MU{m}.

4: flag := 1.

5: while flag #0 do

6. Setm:=m+1.

7:  Solve master problem (26) and obtain p<m)

bound (LB™).

8:  Solve primal problem (24) and obtain V™A™ and the
" ypper bound (UB™).

9:  if problem (24) is infeasible then

, and the m™ lower

10: Solve problem (25) and obtain V<m>, A and UBU™.
11 M = M U {m}.

12:  else

13: M= MU{m}.

14:  end if

15:  if |[LB™) — UB(™)| < ¢ then

16: flag :=0.

17:  end if

18: end while

3) GBD algorithm: By weak duality [28, p. 225], the
solution of the master problem (26), u(m), is a lower bound
for the optimum of problem (22). Moreover, in each iteration,
the master problem has one additional constraint compared
to the one formulated in the previous iteration and therefore,
its optimum is equal to or greater than that of the previous
iteration. Thus, the lower bounds on problem (22) achieved
through solving the master problem in each iteration are non-
decreasing. Since the integer variables are fixed in primal
problem (24), its optimal value (with rank-one approximation)
is always equal or worse (greater) than the optimal value
of problem (22). Therefore, it provides an upper bound for
the optimal value of problem (22). However, the order of
the obtained upper bounds may be non-decreasing. We set
the upper bound in each iteration equal to the minimum of
all upper bounds achieved by that iteration. We solve master
problem (26) in each iteration and then solve primal problem
(24) given the optimal solution of the master problem. Since
problem (22) is always feasible, monotonicity of the obtained
upper bounds and lower bounds causes the GBD algorithm to
converge to the solution.

The proposed GBD method is shown in Algorithm 1. After
initialization, in the first iteration, primal problem (24) is
solved given the initial p*) (lines 1-2). The only condition
for p!) is that problem (24) must be feasible at the initial
point. Since scheduling only one user to transmit is always
possible, the corresponding binary point creates a feasible
primal problem and can be used as an initial point. In the m™
iteration (m > 1), master problem (26) is formulated using
V@A™ for n € MUM’ (line 7) and the m™ lower bound
1™ is obtained. Then, the optimal solution of master problem
(26), pU™), is used to formulate the primal problem (24) and
V(™) is obtained as well as the m™ upper bound (line 8). If
problem (24) is not feasible, [;-minimization problem (25) is
solved, V(™) and the m™ upper bound are obtained and the
iteration number is stored in M’ (lines 9-11). If problem (24)
is feasible, the iteration number is stored in M (line 13). In
iteration m, when the difference between the m™ lower bound



Algorithm 2 Efficient scheduling and interference alignment
(SIA) algorithm. SIA is run at each time slot ¢, and takes
the queue backlogs Q(t) and the channel state information as
inputs. It is initialized with Z, 1, qmaz, Pin, and €.

- Initialization U@ (¢), V(©(¢), and a(t) := 0.
: for each k € K do
if Qx(t) < Z then
a(t) := amaz-
end if
end for
n:=0.
: Set flag := 1.
: while flag # 0 do
Set n:=n+41.
Formulate problem (22) using U™~V (¢) and solve it with
GBD (Algorithm 1) to obtain V™ (£), p{™ (t).
Formulate problem (23) using V") (? and solve it with GBD
(similar to Algorithm 1) to obtaln U™ (t), pm(t).
Boif (VU@ - VYol + U ) -
U@+ 1o () = o ”( H)) <n_then
14: flag :== 0. \\ The algorithm is converged.
15:  end if
16: end while

A B A R

—_—

._
»

and the m'™ upper bound is less than a threshold &, the solution
is obtained and is equal to V(™) p(™) (lines 15-17).

The SIA algorithm is presented in Algorithm 2. It is initial-
ized with encoding and decoding matrices V() (t), U©)(¢)
(line 1). For each user k € K, if the queue backlog Q(t) is
less than Z, a4, packets are admitted (lines 2-6). In iteration
n > 0, problem (22) is formulated using U™~ (¢) as input
and the optimal solution V(™ (¢) and p(™ (t) is obtained (line
11). Then, using V(™ () as given, problem (23) is formulated
and the optimal solution U(™)(t) is obtained (line 12). If
the difference between the current solution and the previous
solution is less than 7, then the obtained solution is equal
to V™) (t), UM (t), and p™(t) (lines 13-15). Note that the
GBD method employs alternate optimization of primal and
master problems, and involves rank-one approximation in the
primal problem. Therefore, the GBD algorithm achieves a
suboptimal solution to problem (22).

V. SDSIA ALGORITHM

The SIA algorithm presented in Section IV can find an
efficient solution. However, this algorithm has a high com-
putational complexity since it needs to solve an SDP problem
and an MIP problem in each iteration. In this section, we
propose a suboptimal semi-distributed scheduling and inter-
ference alignment (SDSIA) algorithm. The proposed SDSIA
algorithm has two parts. The first part is shown in Algorithm
3. It is executed at each time slot and has three phases.

1) Transmission scheduling (lines 2-6, 24-27): The candi-
date set S is the set of all users which have at least one
packet to send. Then, the user k¥’ with the largest number of
packets in its queue backlog is considered as a scheduled user
(pr(t) = 1). The chosen user is removed from the candidate
set. The optimum signal design is obtained and its feasibility is
checked regarding the first two sets of constraints in problem
(20) through the signal design and feasibility check phases. If

Algorithm 3 Semi-distributed scheduling and interference
alignment (SDSIA) algorithm. SDSIA is run at each time
slot ¢, and takes the queue backlogs Q(t), and channel state
information as input. It is initialized with a4z, Z, Pin, €,
and preset decoding matrix U°(t).

1: Initialization: Set p(t) = 0, V(¢).

2: Initialize candidate set S of all users that have data to send.

3: while S # @ do
Set k' := arg max Q(t).

4
keS

50 Set ppr(t) :=1.

6:  S:=S8\{K'}.

7. for each {l € K | pi(t) =1} do

8: El(t) = [O]NZXNI'

9: for cach {k e K | k # 1, p(t) = 1} do

10 B/(1) = Bi(1) + Fa (V. (Vi ()G, ().

11: end for

12: if Zkelc pk(t) =1 then

13: Ui(t) :=U1).

14: else

15: Ul(t) = <El(t)>dl

16: end if

17: end for

18:  feasibility := 1.

19:  for each {{ € K | pi(t) = 1} do

20: if (I”(t) < Pth) H (Il(t) > ¢) then
21: Set feasibility := 0.

22: end if

23:  end for

24:  if feasibility # 1 then

25: prr (t) == 0.

26:  end if

27: end while

the scheduled set is not feasible, then the most recently added
user is removed from the scheduled set (i.e., py’ () = 0). The
above process is repeated until the candidate set is empty. In
this process, we use the greedy maximal scheduling (GMS)
policy [29] to maximize the first term in the objective function
of (17). GMS is suboptimal and may be implemented in a
distributed manner.

2) Signal design (lines 7-17): When there is only one
user to be scheduled, its corresponding matrix U;(t) is set
equal to a preset value U°(¢). When more than one user is
scheduled, the signal design is obtained based on interference
alignment techniques. The goal is to minimize the interference
leakage I;(t) at all receivers whose corresponding transmitters
are scheduled to transmit in time slot t. We need to set the
columns of matrix U;(¢) equal to the vectors spanning the
subspace with the least interference [6]. At each receiver [
with p;(t) = 1, we determine

E(t)= > Hy()Vi0)Vi)H; ().
keR\{1}, px(t)=1
We set U;(t) = (Ei(t))a,, where (E;(t))q, is a matrix
consisting of the eigenvectors of matrix E;(¢) corresponding
to its d; smallest eigenvalues. Those vectors span the subspace
with the least interference.

3) Feasibility check (lines 18-23): In each iteration, having
obtained the scheduled set of users and the signal design V (¢)
and U(t), the feasibility of the design is checked based on
the interference alignment requirements. If the desired signal

(29)



strength is higher than Py, at all receivers (i.e., the first set of
constraints in problem (20) is satisfied), and the interference
strength is also less than threshold e (the second set of
constraints in (20) is satisfied), then the design is feasible.

To implement the signal design and feasibility check phases
in a semi-distributed manner, we have to run the algorithm in
both transmitters and receivers in a receiver-based manner.
That is, at the transmitters a similar algorithm as at the
receivers is executed using channel reciprocity. At each time
slot ¢, Algorithm 3 is first run at the receivers where the
encoding matrices V(t) are set equal to an initial value and
decoding matrices U(¢) as well as p(t) are obtained. At the
transmitters, using channel reciprocity and the obtained results
for U(t), we set

Hy (t) = Hj, (1),
Vi (£) = Uk (t),

-
where we use (.) to denote the corresponding variables when
the algorithm is run at the transmitter. Then, the algorithm is
run at the transmitters in a similar way as at the receivers and

YV k€K,
Vkek,

(30)
€2y

encoding matrices V(¢) are obtained by finding E(t) Signal
P

design matrices U(t) and V(t) and the obtained schedule p
(t) are then used for data transmission.

The proposed three-phase algorithm can be implemented
in a semi-distributed manner. In each iteration, the sched-
uler makes scheduling decisions (p(t)) based on the queue
backlog information and feasibility check results obtained via
feedback from users, and broadcasts its decision to the users.
Then, based on the scheduling decision, each user designs
its precoding and decoding matrices and checks the design
feasibility. To implement the signal design, each user requires
the channel state information (CSI) as well as the precoding
(or decoding) matrices from other users. The precoding (or
decoding) matrices can be obtained via message exchange, i.e.,
each user broadcasts its information and all others can hear it.
Similar to [1]-[5], we assume each user has perfect CSI of all
channels to other users. Although this assumption is optimistic,
the analysis and results in this paper provide valuable guideline
for implementation in practical systems. Note that the SDSTA
algorithm involves message exchange between the scheduler
and users. Since the size of the scheduling decision (1 bit
for each user) and the precoding (or decoding) matrices are
relatively small compared to the data packet to be transmitted,
the communication overhead and time consumed for message
exchange is tolerable. We note that the impact of imperfect CSI
and approaches to further reduce communication overhead are
beyond the scope of this paper, and are interesting topics for
future work.

The second part of SDSIA (i.e., admission control) is
performed in a distributed manner in each transmitter. Each
user k € K checks if the number of packets waiting to be sent
in its queue Q(t) is less than design parameter Z. If so, it
admits a4, packets into the queue.

Note that both the SIA and SDSIA algorithms use an
iterative approach to find the desired solution. However, the
SDSIA algorithm is more efficient in terms of computational
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Fig. 2. Convergence of SIA algorithm is shown in one time slot when there
are 5 and 10 users in the network.

complexity. This has two reasons. First, in each iteration, the
SIA algorithm needs to solve an SDP primal problem (23) and
an MIP master problem (26). Solving these problems is also
done in an iterative manner. On the other hand, the SDSIA
algorithm only requires finding the eigenvectors of matrix
E;(t) in each iteration, which is much simpler. Second, the
average number of iterations required for the SDSIA algorithm
to converge is smaller than that for convergence of the SIA
algorithm. From Algorithm 3, it can be seen that the total
number of iterations of the SDSIA algorithm is bounded by
the cardinality of the candidate set S, which is smaller than the
number of users in the system. However, the average number
of iterations for convergence of the SIA algorithm increases as
the number of users increases, and is typically larger than the
number of users in the system (see Fig. 4 in Section VI).
Therefore, the SDSIA algorithm reduces the computational
cost in each iteration as well as the total number of iterations,
and hence, is deemed more suitable for practical systems.

VI. PERFORMANCE EVALUATION

We now present simulation results for the proposed SIA
and SDSIA algorithms. First, we show the convergence of the
SIA algorithm in one time slot. Then, we evaluate the two
algorithms with respect to different values of e and different
number of users K. Finally, we compare the proposed SDSIA
algorithm with an approach that uses GMS but not interference
alignment. We run the simulations for the network topology
shown in Fig. 1. The channel coefficients in matrices Hyy(¢),
V k,l € K follow a complex Gaussian distribution. Unless
specified otherwise, we set the number of antennas at both
transmitters and receivers to be equal to two, the initial queue
backlog at each user is 50 packets, di, = 1, € = 1079 mW,
Py, =108 mW, and apax = Z = 1.

a) Convergence: We first verify the convergence of the
SIA algorithm in one particular time slot and for one particular
channel realization. Fig. 2 shows the optimum of primal
problem (24), (25), and master problem (26) for 5 and 10
users. The algorithm is run in a time slot at which all users
have 50 packets in their backlog queues. As shown in Fig. 2,
for the case of K =5, after five iterations the lower bound
and upper bound converge to —150, which corresponds to
allowing users 1, 3, and 5 to send their packets. The number of
iterations increases with the number of users in the network.
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For K = 10, the algorithm converges to —300 after 62
iterations and schedules users 1, 3,5, 6,8, and 10. Note that if
the primal problem (24) is infeasible in one iteration, the upper
bound is the value of the last feasible primal problem in that
iteration. We observe that the optimum for the master problem
is non-decreasing. We also evaluate the convergence of the STA
algorithm for different channel realizations. To this end, we
performed 500 simulation runs for different numbers of users.
Fig. 3 shows the cumulative distribution function (CDF) of
the number of iterations required for convergence. It can be
seen that the average number of iterations for convergence
is increasing as the number of users increases. Moreover,
the number of iterations required for convergence of the SIA
algorithm is larger for M, = 3 than that for M} = 2. This is
because when the number of users and the number of antennas
at each user increase, the number of variables (i.e., the number
of precoding and decoding vectors) to be determined becomes
larger, which results in a larger searching space for the desired
solution. Therefore, it requires more iterations for the SIA
algorithm to converge.

b) Impact of the number of users K: Fig. 4 shows the
average number of transmissions per user per time slot as a
function of the number of users K. For both the SIA algorithm
and the SDSIA algorithm, the number of transmissions per
user decreases when the number of users increases. We also
observe that the SDSIA algorithm achieves at least 80% of the
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Fig. 5. The average value of problem (20) achieved by the SDSIA algorithm
changes when interference leakage threshold € and receiver threshold Py
change.

performance of the SIA algorithm for all considered K. It is
also shown that the average number of transmissions per user
is larger for three antennas per user than that for two antennas
per user, especially when the number of users is greater than
three. This is because a larger number of antennas at each
node allows us to perform interference alignment among more
users. Therefore, the number of successful transmissions per
time slot increases. Note that when the number of users is
two (three), interference free transmission for each user can
be achieved with two (three) antennas, and all users can be
scheduled for transmission. Therefore, in this case, the number
of transmissions per user is one.

c) Impact of interference leakage threshold e: Fig. 5
shows the average value of problem (20) in one time slot
achieved with the SDSIA algorithm when ¢ increases from
0 to 1078 mW. During the increase of €, we also increase the
receiver threshold P, to keep the SINR threshold constant.
That is, Py /(e + 02) = I'y;,. We set the number of users
to be five and in the considered time slot, each user has
50 data packets to send. We run the SDSIA algorithm 2000
times for the same channel realization to make the results
independent of the random behavior of the SDSIA algorithm,
and average the simulation results over 100 different channel
realizations. When e increases, it is easier to satisfy the second
set of constraints in problem (20) leading to an increase in
the (suboptimal) value achieved using the SDSIA algorithm.
However, the increase in the interference leakage threshold
increases the interference in the receivers. Therefore, we need
to increase the receiver threshold P, to maintain the SINR
threshold constant, which makes it harder to satisfy the first
constraint in problem (20). This causes a decrease in the
achieved value. The results in Fig. 5 show that the value
of problem (20) achieved with the SDSIA algorithm first
increases to a maximum value when € increases after which
the effect of increasing P;;, dominates and the obtained value
of problem (20) decreases. Furthermore, when the number of
antennas changes from two to three, the value of the objective
function in problem (20) obtained using SDSIA algorithm
increases. The reason is that with more antennas at each node,
it is possible to perform interference alignment among more
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users, and more users can be scheduled for transmission during
one time slot, which results in a larger value of the objective
function.

d) Impact of interference alignment: To highlight the
effect of the interference alignment technique employed in the
SDSIA algorithm, in Fig. 6 we compare the SDSIA algorithm
with the GMS algorithm that is widely adopted in wireless
MIMO systems. The GMS algorithm uses fixed precoding
and decoding matrices without interference alignment at each
user and select the user(s) such that the number of successful
transmissions in each time slot is maximized. We set all
backlog queues to be empty initially. The admission control
threshold is Z = 10, and we set apax = 1. The number
of users is varied from 1 to 15. Each simulation run is
for 1000 time slots. Each data point in Fig. 6 shows the
average system throughput, which is defined as the average
number of packets admitted to the system during one time
slot. The results are averaged over 100 simulation runs. From
Fig. 6, when there is one user in the system, we have the
same performance for both algorithms. As the number of
users increases, the proposed SDSIA algorithm outperforms
the GMS algorithm. This is because the proposed algorithm
can schedule multiple users in a time slot using interference
alignment, while the GMS algorithm can only schedule one
user for transmission under the interference constraint. We
also observe that when the number of antennas at each node
increases from two to three, the average system throughput
increases. The reason is that with more antennas, by applying
interference alignment, more users are allowed to be scheduled
simultaneously without violating the interference constraints,
and the corresponding service rate becomes larger, which
results in a larger average system throughput. However, for
the GMS algorithm, increasing the number of antennas does
not improve the system throughput, since this algorithm does
not consider the design of precoding and decoding matrices
and can only schedule one user (which successfully transmits
one packet) in a time slot for both the two-antenna and the
three-antenna scenarios.

For the SDSIA algorithm, it is also observed that the
average system throughput increases rapidly at the beginning
and then grows gradually as the number of users increases.
The reason is as follows. When the number of users is small
(i.e., less than 3 for the case M = N, = 2), all users

can be scheduled for transmission in a time slot, and these
users can always admit packets. In this case, the average
system throughput is equal to the packet admission rate (cuyax)
multiplied by the number of users in the system. As the
number of users becomes larger, only a small number of them
can be scheduled simultaneously in a time slot according to
the interference alignment requirement. The packet service rate
remains almost constant, which becomes the bottleneck of the
system throughput. Nevertheless, since each user can backlog
Z packets in the queue, the total number of packets that can be
backlogged by the system increases linearly with the number
of users. Therefore, the average number of packets can be
admitted to the system in a time slot still increases slightly.
Note that when K is equal to two, changing the number
of antennas from two to three does not improve the system
throughput. The reason is that when there are two users in
the system, interference alignment achieves interference-free
transmission if two antennas are available at each user. Thus,
both users will always be scheduled for transmission and the
system throughput only depends on the packet admission rate,
which does not depend on the number of antennas.

VII. CONCLUSION

The problem of coordinating interference alignment with
transmission scheduling and packet admission control in wire-
less MIMO systems is computationally hard. This approach
is, however, needed if interference alignment techniques have
to scale to large networks. We formulated the corresponding
optimization problem as a nonlinear MIP problem with non-
convex constraints and propose an SIA algorithm to solve
the problem using a sequence of mathematical tools. We
also developed an SDSIA algorithm, which is computation-
ally efficient. We showed through simulations that our ap-
proach can dramatically improve the network performance
when compared with systems that employ only scheduling
without interference alignment. The presented work suggests,
in essence, that network performance can be improved by
considering interference alignment and scheduling decisions
in a common framework. We have established the theoretical
properties of two algorithms that utilize interference alignment
when making scheduling decisions. This is a step towards
a practical realization of such approaches. Subsequent steps
should consider the overhead involved in the process.
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