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Abstract— Multi-path routing and adaptive channel coding are
two well-known approaches that have been separately applieto
wireless networks in order to improve the effective througiput.
However, it is usually expected that achieving a high throulgput
would be at a noticeable cost of increasing the average end-t
end delay and causes major degradation in the overall netwdr
performance. In this paper, we show that acombination of
multi-path routing and adaptive channel coding can improve
throughput and reduce delay, and that it is possible to tradeoff
delay for throughput and vice versa. This is in contrast to tre
general expectation that higher throughput can only be actéved
with noticeable degradations in the end-to-end network dely.
In this regard, we jointly formulate the end-to-end data rate
allocation and adaptive channel coding (at the physical lasr)
within the general framework of network utility maximizati on
(NUM). Depending on the choice of the objective function,
we formulate two NUM problems: one aiming to maximize
the aggregate network utility; another one aiming to maximize
the minimum utility among the end-to-end flows in order to
achieve fairness, which is of interest in certain vehiculanetwork
applications. Simulation results confirm that we can decrese
the average delay significantly at the cost of a small decreas
in throughput. This is achieved by maximizing the aggregate
utility in the network when fairness is not the dominant concern.
Furthermore, we also show that even when resource allocaio
is performed in order to provide fairness, we can still decrase
the maximum end-to-end delay of the network at the cost of a
slight decrease in the minimum throughput.

Keywords: Link reliability, multi-path routing, adaptive channel
coding, delay-throughput trade-off, utility maximizatio n, fairness,
non-convex optimization, signomial programming.

|. INTRODUCTION

While most of the new multimedia applications have stri

quality-of-service (QoS) requirements [1], the existingsb

effort traffic delivery model cannot provide any service gua
antee with respect to the minimum throughput and maximu"f\l1I

delay of the end-to-end flows. Therefore, it is important
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design wireless networks with high performance in regard of
delay and throughput.

Following the work by Kelly et al. [2], network utility
maximization (NUM) has been widely used as a framework
to systematically devise resource allocation stratediasdan
enhance the network performance subject to various cgpacit
and QoS constraints [3]-[6].

It is known that multi-path routing improves the network
performance by not only distributing the traffic over diffat
links, but also by providing alternative paths for thosesgess
which are exposed to high bit error rates due to environmen-
tal conditions [7], [8]. The improvements lead to reducing
network congestion, increasing throughput, and also highe
energy efficiency [9]. On the other hand, adaptive channel
coding (cf. [6], [10]) is used in the wireless networking text
to improve the reliability of the transmissions, i.e., iéasing
the number of error-free delivered packets. Through adapti
channel coding, we provide higher resistance to errors in
data packets by adding redundant bits. This in turn decsease
the aggregate information sending rate on each link and
correspondingly introduces a trade-off between throughpd
reliability.

Recently, we investigated the trade-off between religbili
and throughput in achieving the highest possibftective
throughput, which is the end-to-end throughput that the re-
ceiver is able to receive [11]. We focused omlti-path
routing wireless systems, wheradaptive channel coding is
also performed at the physical layer. However, did not
address the issue of delay in our earlier work. In this paper,
&xplicitly incorporate delay in the utility of each sessiand
propose a joint data rate and coding rate allocation algworit
that leads to maximizing the network aggregate utility asro
sessions. Our work complements the existing results in
dhe literature as follows. The recent work by O’'Ned al.

12] used NUM with adaptive modulation to determine the
optimal sending rates and transmit powers that maximize
system performance. The trade-off between data rate, ynerg
consumption, and delay is studied. However, O’'Netllal.

did not incorporate delay into the utility function in their
problem formulation [12] and the proposed design neither
minimizes the delay nor provides a bound on end-to-end
delay. On the other hand, Saatal. [13] used theM/G/1
queueing model to estimate the delay as the summation of
n . . .

transmission delay and queueing delay. The same authors
examined upper bounds on delay [14] but did not focus on



delay reduction. In work by Kallitsigt al. [15], resources o P
are allocated to maximize the throughput of the network NN f
and minimize the delay. Delay is modeled using network P l

calculus and is incorporated directly into the utility ftioo. (6 )7 # el 9 a0
Another research direction focuses on resource allocaton 1 l ; ;

enhance the network performance by only minimizing the (11%»” 12) (, j— 15\)
delay (e.g., Liet al. [16] and Kalyanasundaramet al. [17]). — l - \I’
However, the impact of adaptive channel coding has not been TN N

considered in this context. On the other hand, channel godin
is considered in [6]; but no analysis is performed related to P A , .
delay. Finally, our problem is closely related to the recenitk (20 22 w23 H@Hﬁ)

by Li et al. [18], which only addresses single-path routing N - N N N

within the context of wired networks or wireless network)s_ig 1. A sample topology with five unicast multi-path datsssens. Data

with fixed capacity links. The contributions of this papencasessions ar¢2 — 15), (7 — 18), (9 — 20), (12 — 23), and (3 — 25).
be summarized as follows: These sessions hage1, 2, 2, and4 available paths, respectively.

o We model a wireless network with several unicast data
sessions,multiple routing paths for each session, and € Z, whereZ = {1,2,...,1}, the source and destination
adaptive channel coding at the physical layer. To modelnodes are denoted by and¢;, respectively. We definé;,
the end-to-end delay, we use the average waiting timeWith K; = |K;|, as the set of all available routing paths from
anM/D/1 queueing system [19]. We then formulate the; to ¢;. Moreover, for each sessiare Z, eachk = 1,..., K;,
NUM problem of jointly finding optimalsending rates and each linke € £, we define

and code rates in the network to achieve theaximum on [ 1, iflink e € k™ routing path for session
network utility as a function othroughput and delay. @; 0. otherwise.

« We formulate two design optimization problems with (1)
and without fairness provisioning. In the former one, Weqr each sessione 7, let of denote the data rate at source

aim to maximize the minimum utility in the network. s; on its k™ routing pathk = 1,.. ., K;. Channel coding can

In the latter case, we maximize the overall utility ofn-ove the reliability over lossy wireless channels byiadd
the network. Fair resource allocation is of particulgfequndant bits to data packets. For each link £, we define
interest in vehicular networks in which moving vehicles; a5 the linkcoding rate, i.e., the ratio of the number of data
frequently switch among stationary access points.  pits 4t the input of the encoder to the number of data plus

« To overcome the non-convexity due to channel codingyqyngant bits at the output. Notice that if channel coding i
multi-path routing, delay and reliability consideratiove not performed on linke, then R, — 1. Given the data rates
introduce new variables, constraints, and approximatiogs ine sourcesr — (F, ieT, k=1 ;) and the link

- 9 I I K3

a;,
in the original problem and reformulate it as a series (Efoding ratesR — (Rez e € &), the aggregate traffic load on
tractablegeometric programming problems [20]. ' ’

: C , each linke € £ is ue = & Yo7 ZkK;'l agk of. The smaller
+ We develop an iterative algorithm to solve the formulateglo coding rateR., the more redundant data is added to the

problem. To the best of our knowledge, there has been panqmitted packets on link € € leading to more reliable
prior work on jointly improving throughput and delay in a,5ngmissions, i.e., transmissions with lower error philtig.
wireless multi-path routing network withchannel coding o yever, this will be at the cost of exposing the link to highe
aPp"ed _at the physical layer. ) traffic. Let Ry = (R, ¢ € &), whereRy. < 1 is the cut-off

¢ Slmulathn results for random topologies show that, whie o wireless linke € &, that is an upper bound for the rate
fairness is not a concern, we can decrease the avergge, hievable with certain codes (e.g., convolutional codes)
delay by60% at the cost of only a marginak(0.1%) 151 |n general, the cut-off rat&,. depends on the received
degradation in throughput. We also show that if fa'meﬁgnal-to—noise-ratio (SNR) and the modulation schemagei

is addressed, we can decrease the maximum delay acioSsy Given coding rat®. < Ro., the error probability on
the network by more thar35% with less than12% S o1

decrease in minimum throughput. I
Paper Organization: The system model and problem for- Pe=2 v 2

mulation are described in Section II. The delay-aware apltimynereT is the coding block length. Based on the link failure
data rate and coding rate allocation approach is introdutedyqdel in (2), the probability that a packet is successfutips-

link e can be modeled as [21]

Section Ill. The numerical results are shown in Section I\yitted along thek™ routing pathk = 1, ..., K; for session
The paper is concluded in Section V. ieTisgvenbyl[,ce yoiy (1—Po) =[Lee (1—askP.).
From the above equation, for each sessianZ, the aggregate
Il. SYSTEM MODEL effective throughput at destinatioty becomes
' i [ K; e
A wireless network is modeled as a directed gréfitv, &), S [ (1 —ag*P). (3)

where) represents the set of nodes ahdepresents the set of
wireless links, as it is shown in Fig. 1. For each unicastisass To obtain the average end-to-end delay, we model each



link as a singleM/D/1 queue based on the Kleinrockbe increased by either increasing the throughput or deagas
independence approximation [19]. Here, we assume that the delay. We can tune the importance of delay by changing
arrival rates in the source nodes follow a Poisson distidbut its weight, w. By increasingw, we move on the trade-off
Since the transmission times over all links are determistcurve towards decreasing delay at the cost of decreasing the
the number of arrivals for each queue in any time interval cdinroughput. We define the utility of the network as either the

be assumed to follow a Poisson distribution with rate summation of all utilities of data sessions Z, or just the
K; one with the minimum value.
e = Z Z astak /L, (4) 1) Maximizing the Aggregate Utility of the Network: This
ieT k=1 problem is formulated as

whereL is the packet length. From Little’s Theorem [19], the

K;
iting ti i i maximize (1 — K 1—a%*P
average waiting time for each queunecorresponding to link anpXImIZE, (1—-w) ZZ% H (1—-af*P,)

e € £ is given by €T k=1 ec€
K Kk Nk
Q _ LY ver2piiaf ap —w Z Z o
d, ®) T
i€l k=1

- K., / N ?
‘ 2ceRe(ceRe — Zi/ez Dkt af/k O‘f/ ) K;
where ¢, denotes thenominal data rate of linke € £. By  subject to Z Zzafk af R7' e <v, QeQ,
adding the waiting time and the transmission tidfe= —Z e€Q i€ k=1
Qg7 ; S lle ok < gmaz iel, k=1 K;
together, we havé, = §¥ + ¢; for each linke € &£. Then, i =" ' v (g
;Zig\é:aegg igg'ﬁ:?gﬁiﬁlzﬁfor each path 1,..., K; of where §™** is the maximum delay that can be tolerated for
X« o each path of sessioh € Z. The set of constraints declare
sk — L agk 5 Sverwiiad ok that the portion of time that all links in a maximal clique are
i T o Z c.R + ceRe =3, ZKli/ ack’ ok active must be less than the clique capacity. The expression
cce vel ekr=1 Tt T (6) for P. ands¥ are as in (2) and (6), respectively.

To model the mutual interference among the wireless Iinksrgz)lgﬂrsxi;mgr?ﬁutlg?e'\;Iglsmum Utility of the Network: This
in the network, we use the concept afntention graph. In P
the contention grapld’-(V¢, Ec) corresponding to network K K
G(V,€), the set of vertice¥ represents the set of all wireless  maximize min(1 —w) daf[[(—afP)—wd o}
links £ in the network graphG. An edge connects any two B k=1 e€& k=1

Ki

vertices in sefV¢ if the corresponding wireless links in the : ek k p—1 —1

network graph mutually interfere with each other. That fs, i subject to Z 2;;% i Belem sy, QeQ

the receiver node of one link is within the interference o fﬁc@f&ma; ieT k=1.... K.

the sender node of the other link. Given the contention graph oo ’ T (é)

eachcomplete subgraph is called alique. A maximal clique ynlike (8), here the design addresses the notion of maxmin

is a clique which isnot a subgraph of any other clique [22].fajrness among sessions.

We denote the set of all maximal cliquesGi: by Q. In each

instant, only one link among all members of a maximal cliquelll. D ELAY-AWARE OPTIMAL DATA RATE AND CODING

Q € Q can be active. The ratig= denotes the portion of time RATE ALLOCATION

that link e € £ is active when it is being used with data rate The optimization problem in (8) is non-convex and non-

ue. It is required that | ., ¢= < v for each clique € Q  separable due to the product forms in the objective function

wherev € (0,1] is called theclique capacity. Note thaty = 1 yith respect to the effective throughput, the fractionaie

is a necessary constraint on the clique capacity. It may ngtine first set of constraints and in the delay constraints

always be possible to find feasible schedules that achievg,ae), the exponential forms in the objective function with

clique capacity ofv = 1. Shannon showed that = 5 is a respect to error probabilities, the non-separability tiaslity

suffit;ient condition on the F:quug capaci_ty in order to obtai g throughput due to multi-path routing, and the coupling

feasible schedule for the links in the clique [23]. across variables because of delay constraints and channel

We formulate the problem of jointly allocating coding ratesoding. Most of the above properties are due to the fact

and sending data rates such that the utility of the network treat we consider multi-path routing and wireless intenfiere

maximized. The utility of each sessiare Z is defined as  For example, if we assume there is no interference, which is
true for wired networks, the clique capacity constraintsilgo
reduce tolinear link capacity constraints for any link € &:

K K
U, R)= (1 —w) ) af 1—al*P) —w) ok, K Ki
1; eel_Ie( ) 1; RelceZZafkafgl, = ZZafkaf—Recego.

. . . ) _(7) i€ k=1 i€ k=1
where §¥ is as in (6). Here, the utility of sessionis a (20)

weighted trade-off between the session’s aggregate effectiv&e can also show that the non-convexity due to the product
throughput and its average delay. It is a trade-off becawsmi forms in the objective function can be resolved if there is




only a single routing path for each session [6]. However, albnly positive terms. Posynomials are the building blocks in ge-
sources of complexity remain in place when multi-path mogiti ometric programming [20]. By minimizing~!, we maximize
is used and wireless transmissions are subject to inteddere the objective function in (8).
In the following, we use various techniques to overcome the
complexity of the problem formulation and convert problerré
(8) into a convex problem.

Consider the exponential form d@f. in (2). For notational
simplicity, we can rewrite (2) a¥>. = X. exp (Z R.) for

To tackle the fractional forms in the delay constraints, we
an write (6) in an inequality form

each linke € £, whereX, =27 7fc andZ =T'ln2. Wecan o _ L Z ag® 9+ Siver Sty aft ok

useTaylor series e<pan§on and rewrite the above equationas * — 2 = ceRe K, o ’

P, =X, fo:o z ff) . Clearly, for somebounded innteger CeRe — Z Z af/k ozf/

N, > 1, we can approximate®, as X, Y\ Z8)" for Vel k=1

each linke € £. We investigate the value oV, necessary 1€, k=1,..., K,

for obtaining a good approximation through simulation.Hé t . o . (15) .
error probabilitiesP, are small, we can rewrite the receivingt can be shown that (15) is always satisfied with equality
rates in each session as for the optimal solution. This can be proved by contradittio

X, Assume that (15) is not satisfied with equality in thaimal

K;
af H (1 _ a;;kpe) ~ Zo‘f <1 _ Z afk&) . (11 solution for some: and k. Note thats; is not lower bounded
1 k=1

o e = in any other set of constraints. Therefore, we can decrease

& such that the corresponding constraint is satisfied with

. . _— : ;
h Due tot th_etpolynomlal f?rms mbtlhe otgegtlve f_unc'uon ant(i uality. This leads to further increasing the value of the
e consfraints, we can solve problem (8) by using geomety jective function by choosing a solution different tham th

programming techniques. In this respect, using the approébtimal solution which is a contradiction. That is, it is an

n}atedb}/alue8forpea \.N? rzplace (1.%;” thﬁ ?hbjgc_nve IfunCt'onactive inequality constraint. For each liake £, we introduce
of problem (8) and introduce variabtesuch that is a lower- new variablesy, such that

bound for the objective function. That is,

e

K Ne e n K Yve_l - ek’ a;_c,' Re_l
P TS IR Sy e el vees a9

i€Lk=1lecEn=0 i€Z k=1 verk=l . Lo .
K We can show that (15) is satisfied if (16) holds and we have
<(1-w)) > ok Ky el K
i€ k=1 sk > L Zagk 2 i Yedlver 2wy air oy
(12) " =247 R ceR2 :
Then, we follow the signomial programming techniques [20] °c VieT k=1.... K.
to approximate the polynomial in the right-hand side of ’ ’ ’(117

(12), which is only a function okx, as amonomial, i.e., a Similarly, we can show that (16) and (17) are always satisfied
polynomial with only one term andpositive multiplier. This  wjth equality for the optimal solution.

approximation can be done around some initial p@intFor ] ) ] ] )
a parameterf, > 1, which is close tol, we have By introducingt as in (14) and adding constraints (16),
. and (17) to the constraints of problem (8), it is equivalent
>azv(z >t

t~! which is equal to maximizing where ¢ is declared
, to be a lower bound for the network utility function in the
first set of constraints. The second set of constraints tecla
Vace[a/fs, fs@], the capacity constraints and the third and fourth set are

. . , o (13), active constraints (17) and (16), respectively. The lasto$e
where[a/ fs, fs&]is a small neighborhood around initial pointyonsiraints guarantees all end-to-end delays to be bounded
.

i - i - B} minimize t1
For notatlonfell.(.:onvemence, we defide which I(()vnly de 150,60/ fa<o<f.61 OX RARo550,¥ >0
pends on the initial pointy, asA™! = (Y, 7> 0, aF ).
Then, inequality (12) can be approximated around the Initia

. R . K; Ne k ek n
point & as ﬁ <t+ (1 —W)ZZZZ Q; a; X;Z!(ZRe)

i€Z k=1 ec& n=0

A us Je akae " R
e (1+u-w 3y el R i ()

to the problem (18) in which the objective is to minimize
VeT k'=1

11

i€Tk=1 g

33 ot~ (300

1€Tk=1 €L k=1

subject to

<1

K; K; k

- iezk:u;m:o . (14) —|—wzz&f HH % <1,

s S
7 dk

<1.
h - K

i€ k=1 i€Z k=1 g lz :z :z :afka;cRe—lce—lgl’ VQEQ,
The above constraint is posynomial, i.e., a polynomial with ¥ ;25 527 =1

2




L Gﬁk Ki/ ’ ’ -1
52 - 2RIV RIPY. D> D affal | of <1

e w =70

0.9-

ecé e k'=1
Vielk=1,... K,
w = 0.0000125
Kv/ 0.77/

—1 i
" i Z Z af/k/Re_laf// =t vees 06\

Ce .

e k=1 0.5 .

5k < gmaz VieI k=1,...,K,. ol , : ]

(18)

Problem (18) is a standard geometric programming proble
that can be converted into a convex optimization problen [2
and can be solved around an initial point. It has been sho
that iteratively solving (18) converges to the optimal siolo
of problem (8) [20]. In each iteration, (18) is initializedtiwv
the optimal solution of the problem corresponding to thé las
iteration. As discussed, we may move on the throughputydekg. 2. The average delay decreases as its importance wieitjfe objective
trade-off curve by tuning the delay importance weightu Uncton ncreases, Deay alues e normalized over tresgonding values
must be chosen such that the objective function in problem
(8) remains positive.

Similarly, we can convert problem (9) into a convex opticompared to the case of maximizing the minimum utility in the
mization problem. Compared to solving problem (8), theee anetwork. In the former case, no fairness is achieved and some

two differences. First, variableis introduced such that sessions may be starved. Therefore, we also solve problem
(9) to determine the sending rates and coding rates such that

Ki Nc Ki
k ok (Z Re)" k the minimum utility of the network is maximized. We show
t<(1- w)kilozi <1 — E a;” Xe E_OT - wg—l(si )

0.3+

0.2+

0.1~

Normalized Average Delay of the Networl

o I I I I I I I I I
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

Delay Importance Weight w

that at the cost of loosing some gain in the throughput-delay
v iez. trade-off we can provide fairness among all sessions. In our
(19) set of simulations, we us& = 10, L = 8000 bits, c. = 11
As in the earlier case, we use signomial techniques to convigtbps, N. = 15, f; = 1.1, Ry = 1, andv = % [23]. The
(19) into a constraint in the standard form of geometrigroper values for parameters, and f, are obtained from
programming problems. By applying a similar technique isimulations.
(13) this time to}_;, o, we can rewrite (19) as We solve problem (8) for different values ofin a feasible
) K, Ne katk X (7 R K, range across 50 diffe.rent random topolpgies. Each random
Y —MZZZM ai*Xe(Z R.) wy ok topology is a5 x 5 grid topology for which20 nodes are
v n! 1 placed in random locations. Five pairs of nodes are randomly

el

k=lec&n=0
Ki 7k —ar A, selected as the source and destination pairs. We observe tha
X <A—§C) <1, VieZ, by considering the delay in the objective function, everhwit
k=1 \Yi a small weight, we can decrease the average delag7by

A1 Ki ok ) » (20) compared to the case with no delay consideration (Fig. 2). We
whereA; " = (3,2, a;7). Second, inequalities (16) and (17)154 note that by further increasing the importance weight o
may not be active anymore and so inequality (15) may not B,y in the objective function the average delay decrebges
S"’.me'ed with equality. In this case, we are in fact deall%%. The more a link is utilized, the higher will be the queuing
with th_e upper bo%’”ds of t_he average end-to-end delay dBlays for that link. Therefore, decreasing the averageydel
the obje_ct|ve function. In this way, the performance of _thf%ads to the use of the intermediate links at a lower rateithat
network is better than what we would expect from the obtaingg, |eads to a slight decrease1%) in aggregate throughput.
solution in terms of average delay since the upper bounds ks confirms the delay-throughput trade-off. We can also se
the average delay are used in the objective function. The MBSt by decreasing the throughput by a small amount, theydela

of the formulation is the same as the one in (18). Again, jecreases dramatically at the starting point. This is bezau
must be chosen such that the objective function in problega|ay is an exponential function of the utilization rate.

(9) remains positive. Maximizing the total throughput usually requires sacriftgi

fairness among sessions. That is, some sessions may starve
while some other sessions use the network with a higher
In this section, we numerically solve problem (8) to dethroughput. For instance after solving problem (8) for ajglem
termine the optimal sending and coding rates such that ttepology, we observe that sessionand3 use the network at
utility of the network (i.e., the trade-off between the aggpate a rate of2 Mbps while sessiong and5 starve and sessioh
effective throughput and the average delay) is maximizeel. Wends data at a rate d¢f5 Mbps. To provide fairness among
show that maximizing the aggregate network utility leads ®essions, we solve problem (9) to maximize the minimum util-
higher benefits in the throughput-delay trade-off (i.e.,abe ity across sessions for different feasible choices of patam
tain lower delays at the cost of lower decrease in throughput and for 50 randomly selected topologies. Maximizing the

IV. NUMERICAL RESULTS
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Fig. 3. The normalized maximum delay among the users in titwanke Fig. 5. Faimess index is shown for both problem (8) (aggeegsility
decreases as the corresponding importance weight in thetiigj function maximization) and problem (9) (maxmin fairness).

increases. Delay values are normalized over the valuessgnding tav =

0. We observe almost7% decrease in the maximum delay in the network
whenw reached).5.

6

——Without delay guarante
—s—Maximum delay of 20 nj
——Maximum delay of 10 ms

o7

15}

0.96—
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Maximum Delay in the Network (ms)
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0.9-

Normalized Minimum Throughput
in the Network

065 07 ors 08 085 09 0% 1 Fig. 6. Average maximum delay is shown when there is no gteeaan
Normalized Maximum Delay in the Network the maximum delay, there is a guaranteel6fms, and 20 ms. Since the
guarantee is imposed on the upper bound of the delay, the dedsy not

reach the guaranteed value.

Fig. 4. The trade-off between the maximum delay and the mimm
throughput in the network. We may move on the curve by tuningthe

delay importance weight. Delay and throughput are norredlinver their M wherez; denotes the total effective throughput of
corresponding values at = 0. I iez @} ! . . . .
flow ¢ € Z from (3). We can see in Fig. 5 that fairness is
improved when the resource allocation is based on the ealuti
minimum utility of the network, we expect that there will beof problem (9).
no session with starvation. We can see that the normalizedBy now, we considered the normalized values of delay
maximum end-to-end delay in the network among all routingver their value wheny = 0 (delay is not considered). It
paths decreases by alm@st on average when we considelis interesting to see how the average maximum delays in the
the delay only by a very small weight (Fig. 3). We can furthatetwork change under different delay guarantees. We solve
decrease the delay b37% when w increases. Again, thereproblem (9) without considering the last set of constraints
exists a trade-off between the maximum end-to-end delay (@lelay guarantee constraints), and also whgA” is 10 ms
the network and the aggregate throughput of the session waitd 20 ms for all i € Z (Fig. 6). We can see that the delay
the minimum aggregate throughput in Fig. 4. By tracing thig guaranteed to be less thafi**.
graph starting from the upper right corner = 0) to the  As mentioned earlier, the decrease in delay is gained at
lower-left corner(w = 0.5), we gain a37% improvement in the cost of decreasing the utility of the links which in turn
the maximum delay at a cost of a slight decrease at bty |eads to a decrease in the overall throughput. This throuighp
in the minimum throughput when we are in proper points efegradation can be compensated for by using channel coding.
the curve. To determine the effect of channel coding, we consider the
We use Jain’s fairness index to quantitatively measure tieoughput-delay trade-off in a network in which channel
fairness of the throughput attained among different unicasoding isnot performed and we study how this can affect the
sessions. Lef denote Jain’s fairness index. We hawe= network performance. We assume a packet error ratd)f
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