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Abstract—The fundamental tradeoff between low latency and
high reliability makes the design of ultra-reliable low-latency
communications (URLLC) wireless systems challenging. To sup-
port URLLC for a fixed bandwidth, faster-than-Nyquist (FTN)
signaling is a promising approach since it increases the degrees
of freedom (i.e., channel uses) per time interval, which can be
exploited to improve reliability. In this letter, we derive analytical
expressions for the approximate maximum channel coding rate
(MCCR) for finite blocklength FTN signaling for water-filling
and equal power allocations. We show that for practical non-
sinc square-root Nyquist pulses, the penalty on the rate incurred
due to the finite blocklength can be significantly reduced by non-
orthogonal FTN transmission. Our results reveal that the MCCR
for finite blocklength FTN signaling exceeds the Shannon capacity
achieved for infinite blocklength and orthogonal transmission.

Index Terms—Faster-than-Nyquist (FTN) signaling, finite
blocklength, channel dispersion, constrained channel capacity.

I. INTRODUCTION

NYQUIST signaling relies on the orthogonality of pulses
to avoid intersymbol interference (ISI), leading to low-

complexity receivers. However, for practical non-sinc pulses,
the spectral efficiency is reduced in order to preserve such
orthogonality. The reduction in spectral efficiency becomes
more relevant for short burst transmission, which is widely
employed for the low latency communication use case in the
fifth generation (5G) wireless systems [1].

Unlike Nyquist signaling, faster-than-Nyquist (FTN) sig-
naling uses non-orthogonal transmission to achieve a higher
Shannon information rate for practical non-sinc pulses satisfy-
ing Nyquist’s symmetry condition, such as square-root raised-
cosine (SRRC) pulses. In fact, FTN signaling achieves the
capacity upper bound by taking into account the power spectral
density (PSD) of the transmit pulse. Spectral efficiency can be
improved by up to a factor of two compared to Nyquist sig-
naling for a given transmit energy per bit. The higher spectral
efficiency of FTN signaling is attributed to its capability to
exploit the excess bandwidth introduced by non-sinc pulses
through non-orthogonal transmission [2], [3].

With the advent of ultra-reliable and low-latency commu-
nications (URLLC), recent information-theoretic studies have
analyzed the achievable rate in the finite blocklength regime
[4]–[7]. In particular, it has been shown that when the packets
are short, the achievable rate for a given blocklength and
maximum block error probability (MBEP) is subject to a
penalty compared to Shannon’s channel capacity. This penalty
is characterized by the channel dispersion and is inversely
proportional to the square root of the packet length, i.e., as
the packet length decreases, the penalty increases [4].

Since FTN signaling can increase the number of channel
uses per time interval, it is attractive for URLLC use cases.
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In particular, FTN signaling can be employed to mitigate the
rate penalty in short packet transmission. However, to the best
of the authors’ knowledge, the maximum channel coding rate
(MCCR) for FTN signaling in the finite blocklength regime
has not been studied in the literature, yet.

In this letter, we derive an analytical expression for the
MCCR for finite blocklength FTN signaling. We show that
for FTN signaling, the channel can be equivalently modeled
as a finite number of parallel frequency-nonselective additive
white Gaussian noise (AWGN) channels with different signal-
to-noise ratios (SNRs). Based on this model, the achievable
MCCR for a given blocklength, MBEP, and PSD of the
square-root Nyquist pulse shape is derived.

II. SIGNAL MODEL AND PRELIMINARIES

We consider a real-valued1 bandlimited baseband AWGN
channel with one-sided bandwidth B over which short packets
of length N are transmitted with FTN signaling. The received
signal of a packet is given as follows

x(t) =

N−1∑
m=0

amh(t−mτTs) + w(t), (1)

where am is the m-th transmitted real-valued symbol
with E{a2m} = pm (E{·} denotes statistical expectation),∑N−1
m=0 pm = Nσ2

a , h(t) is a unit-energy square-root Nyquist
pulse with one-sided bandwidth B, B ∈ [W, 2W ], Ts ,
1/(2W ) is the smallest time shift for which h(t) is orthogonal,
τ , 0 < τ < 1, is the time-squeezing factor, and 1/(τTs) is the
signaling rate. Furthermore, w(t) is AWGN with PSD N0/2.
The average received power for FTN signaling is σ2

a/(τTs).
A. Capacity Results for FTN Signaling

Shannon’s channel capacity characterizes the maximum rate
at which reliable communication is feasible when there is no
restriction on the packet length, i.e., N → ∞. The highest
transmission rate of the real-valued AWGN channel in (1) for
Nyquist signaling (orthogonal transmission), i.e., for τ = 1, is
bounded by the Nyquist capacity CN as follows [8]

CN = W log2

(
1 +

P

N0W

)
, (2)

where P , 2Wσ2
a . Note that the Nyquist capacity in (2) does

not depend on the pulse shape since the received symbols
after matched filtering and sampling at the Nyquist rate 2W
are orthogonal.

Orthogonal signaling is optimal only if h(t) is a sinc-pulse
with bandwidth B = W . For non-sinc pulses, the channel
capacity is higher. For independent and identically distributed
(i.i.d.) transmission (i.e., pm = σ2

a, ∀m), the channel capacity
is given as follows [3]

CIID
FTN =

∫ B

0

log2

(
1 +

2Ps|H(f)|2

N0

)
df, (3)

1As is customary for capacity and rate analysis [3], [4], we consider a real-
valued channel model. The extension to complex channels is straightforward.
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where Ps , PB/W = 2Bσ2
a and H(f) =

∫ +∞
−∞ h(t)e−j2πft

dt denotes the frequency response of h(t). CIID
FTN can be

achieved by FTN signaling with i.i.d. real-valued Gaussian
symbols am and time-squeezing factor τ = 1/(2BTs) [3].
Further improvement is possible if non-i.i.d. FTN signaling is
employed. In this case, the capacity is given by [9]

CNIID
FTN =

∫ B

0

log2

(
1 +

4Bp(f)|H(f)|2

N0

)
df, (4)

where p(f) is given by

p(f) =

[
Θ− N0

4B|H(f)|2

]+
, (5)

and constant Θ satisfies

2

∫ B

0

[
Θ− N0

4B|H(f)|2

]+
df = Ps. (6)

Here, [x]+ , max(0, x) and p(f), |f | < B, is the water-
filling power allocation at frequency f . For practical non-sinc
square-root Nyquist pulses, we have CNIID

FTN > CIID
FTN > CN,

due to the non-zero excess bandwidth of these pulses. On the
other hand, if h(t) is a sinc-pulse with bandwidth B = W ,
we have CNIID

FTN = CIID
FTN = CN.

B. Capacity Results for Finite Blocklength Coding
Recently, it has been shown that for the AWGN channel

with Nyquist capacity CN, the MCCR RN(N, ε) [bits/s] for
a given finite blocklength N and a given MBEP ε can be
expressed as [4]

RN(N, ε) = CN−2W

√
VN
N
Q−1(ε)+

W log2N

N
+O

(
1

N

)
,

(7)
where VN = 1

2 (log2 e)
2(1 − 1/(1 + P/(WN0))2) denotes

the Nyquist channel dispersion, Q(x) , 1√
2π

∫∞
x
e−t

2/2dt is
the Gaussian Q-function, and O(·) is the big-O notation. The
channel dispersion is defined as the variance of the information
density under the capacity achieving distribution. We note that
the classical Nyquist channel capacity is obtained from (7)
as CN = limN→∞ limε→0RN(N, ε). In the next section, in
analogy to (7), we extend (3) and (4) to the finite blocklength
regime.

III. FINITE BLOCKLENGTH FTN SIGNALING

In this section, we first model the continuous-time AWGN
channel for FTN signaling equivalently by a finite number of
parallel discrete-time AWGN channels. Based on this repre-
sentation, we then derive the MCCRs for FTN signaling for
both i.i.d. and non-i.i.d. transmission in terms of the channel
dispersion of parallel AWGN channels. Then, by exploiting
Szegö’s theorem [10], we simplify these expressions further
and express the MCCRs in terms of the frequency response
of the square-root Nyquist pulse shape.
A. Equivalent Discrete-Time Channel Model

Based on the Whittaker-Shannon-Kotel’nikov sampling the-
orem [11], [12], we can write h(t) in (1) equivalently as

h(t) =

∞∑
i=−∞

hiφ(t− iτTs), (8)
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Fig. 1: εL versus L for SRRC pulses with different RoFs β.

where φ(t) is a τTs-orthonormal basis function such that∫ ∞
−∞

φ(t− iτTs)φ(t− kτTs)dt = δ[i− k], (9)

and
hi ,

∫ ∞
−∞

h(t)φ(t− iτTs)dt. (10)

Here, δ[·] denotes the Kronecker delta sequence. A condition
for φ(t) is that its Fourier transform is constant over the
bandwidth of h(t) [12]. For capacity-achieving signaling, i.e.,
for τ = 1/(2BTs), φ(t) = sin(2πBt)

πt meets this condition.
A sufficient statistic to estimate the transmitted sequence

am, m ∈ {0, 1, . . . , N − 1}, based on x(t) is given by

yk =

∫ +∞

−∞
x(t)φ(t− kτTs)dt =

N−1∑
m=0

amhk−m + wk, (11)

where k = {−∞, . . . ,∞}, and wk ,
∫ +∞
−∞ w(t)φ(t −

kτTs)dt is zero-mean discrete-time AWGN with variance
N0/2. Eq. (11) reveals that, in principle, an infinite number
of τTs-spaced samples are needed to detect N symbols. This
is due to the fact that the bandlimited pulses h(t) cannot be
time-limited. However, in practice, hi decays quickly as |i|
increases. Hence, we may truncate hi to length 2L + 1 and
assume that hi = 0 for |i| > L. The associated truncation error
becomes negligible if the normalized energy, εL, contained in
hi, |i| > L, is negligible. εL is defined as follows

εL = 1−
∑L
i=−L |hi|2∑+∞
i=−∞ |hi|2

= 1−
L∑

i=−L
|hi|2, (12)

where we used the identity
∫ +∞
−∞ |h(t)|2dt=

∑+∞
i=−∞ |hi|2=1.

Fig. 1 shows εL versus L for SRRC pulses with different roll-
off factors (RoFs) β. As can be observed, εL decreases fast as
L increases, where the rate of decrease increases with β.

In the following, we assume L is chosen sufficiently large
for εL to be sufficiently small such that we can assume hi = 0
for |i| > L. In this case, the sufficient statistics in (11) can be
rewritten as follows

yk =

N−1∑
m=0

amhk−m+wk, k = −L, . . . , N+L−1, (13)

i.e., we need N + 2L τTs-spaced samples to detect the N
symbols am, m = 0, . . . , N−1. Thus, (13) can be equivalently
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rewritten in matrix form as follows

y , Ha + w, (14)

where y , [y−L y−L+1 . . . yN+L−1]T , a , [a0 a1 . . .
aN−1]T , w , [w−L w−L+1 . . . wN+L−1]T , and (·)T denotes
transposition. Furthermore, the (N + 2L)×N convolution
matrix H is given as follows

H ,



h−L 0 · · · 0

h(−L+1) h−L
. . .

...
... h(−L+1)

. . .
...

hL
...

. . . h−L

0 hL
. . . h(−L+1)

...
. . . . . .

...
0 · · · 0 hL


. (15)

Define now the singular value decomposition (SVD) of H as
H = UΛVT , where U and V are orthogonal matrices and

Λ ,


λ0 0

. . .
0 λN−1

0N×2L

02L×N 02L×2L

 , (16)

with the N non-zero singular values of H denoted by λm,
m ∈ {0, 1, . . . , N − 1}. Without loss of optimality, we may
precode the transmit symbol vector with V, i.e., a , Vã,
and filter the received signal with UT , i.e., ỹ , UTy. Then,
exploiting the orthogonality of U and V, we obtain from (14)

ỹ = Λã + w̃, (17)

where ỹ , [ỹ0 ỹ1 · · · ỹN+2L−1]T , ã , [ã0 ã1 · · · ãN−1]T ,
and w̃ = [w̃0 w̃1 · · · w̃N+2L−1]T , UTw. Here, due to the
orthogonality of U, w̃k are i.i.d. AWGN samples with PSD
N0/2 similar to wk. Hence, since the last 2L columns of Λ are
zero, the continuous-time AWGN channel for FTN signaling
in (1) can be equivalently modeled by N parallel discrete-time
AWGN channels

ỹm = λmãm + w̃m, m = 0, . . . , N − 1, (18)

where E{ã2m} = p̃m,
∑N−1
m=0 p̃m = Nσ2

a , and the SNR of the
mth channel is γm , 2p̃mλ

2
m/N0.

B. MCCR: Parallel AWGN Channel Formulation

In the previous subsection, we have shown that assuming
the pulse sequence hi can be truncated to length 2L + 1,
the transmission of N symbols at a rate of 1/(τTs) = 2B
requires N+2L channel uses and can be equivalently modeled
in terms of a transmission over N parallel AWGN channels
having SNRs γm, m = 0, . . . , N − 1.2 Thus, the MCCR for
the problem at hand, RP(N, ε) in [bits/s], can be obtained by
exploiting the MCCR expression for parallel AWGN channels
reported in [14, Fig. 1], where we set both the codeword length
(denoted by n in [14]) and the number of parallel channels
(denoted by K in [14]) equal to N , account for the fact that
N + 2L samples are needed to detect N transmitted symbols,

2Note that infinite blocklength FTN signaling has also been modeled in
terms of parallel AWGN channels in [13].

and take into account that the symbols are transmitted at a rate
of 2B in FTN signaling. This leads to the following expression

RP(N, ε) =

(
1− 1

1 +N/(2L)

)(
CP − 2B

√
VP
N
Q−1(ε)

+
B log2N

N

)
+O

(
1

N

)
. (19)

Here, CP and VP are the channel capacity in [bits/s] and
dispersion of N parallel AWGN channels, respectively, and
are given as follows

CP =
B

N

N−1∑
m=0

log2

(
1 +

2p̃mλ
2
m

N0

)
, (20)

and

VP = (log2 e)
2 1

2N

N−1∑
m=0

(
1− 1

(1 +
2p̃mλ2

m

N0
)2

)
. (21)

Eq. (20) and (21) are obtained by setting K = N and
SNR γm = 2λ2mp̃m/N0 (denoted by Ωm in [14]) in the
corresponding expressions for the capacity in [bits/s] and
dispersion of parallel AWGN channels in [14, Fig. 1]. In this
paper, for non-i.i.d. transmission, p̃m, m ∈ {0, 1, · · · , N −1},
we adopt water-filling power allocation3

p̃m =

[
Θ− N0

2λ2m

]+
, (22)

where Θ is chosen such that
∑N−1
m=0 p̃m = Nσ2

a holds. For equal
power allocation, i.e., i.i.d. transmission, p̃m = σ2

a .

C. MCCR Approximation
The non-zero diagonal entries of Λ2, i.e., λ20, λ

2
1, . . . , λ

2
N−1,

are the eigenvalues of positive-definite (PD) matrix HTH =
VΛ2VT. The eigenvalues of a PD matrix as its dimensions
go to infinity can be obtained from Szegö’s theorem.
Theorem 1. (Szegö’s theorem [10]): Let us denote the eigen-
values of the M ×M PD Toeplitz matrix

D =


d0 d−1 · · · d1−M
d1 d0 · · · d2−M
...

. . .
. . .

...
dM−1 · · · d1 d0

 (23)

as η0, η1, · · · , ηM−1. Then, for an arbitrary continuous func-
tion g(·), the following identity holds:

lim
M→∞

1

M

M−1∑
m=0

g(ηm) =

∫ 1
2

− 1
2

g(D̃(F )) dF, (24)

where D̃(F ) =
∑∞
m=−∞ dme

−j2πFm is the discrete-time
Fourier transform (DTFT) of {· · · d−2 d−1 d0 d1 d2 · · · }.

Matrix HTH has the form of matrix D in (23) with
M = N and dk =

∑L
m=−L hmhk−m, k ∈ {−2L, · · · , 2L},

and dk = 0 otherwise. Furthermore, the DTFT of dk is
given by D̃(F ) =

∑∞
m=−∞ dme

−j2πFm = |H̃(F )|2 with
H̃(F ) =

∑L
m=−L hme

−j2πFm. In addition, exploiting (8), the
properties of φ(t), 1/(τTs) = 2B, and assuming L is chosen
sufficiently large such that truncation error εL is negligible, we

3We note that the water-filling power allocation is suboptimal for finite N ,
but becomes asymptotically optimal as N → ∞.
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obtain H(f) = 1√
2B
H̃(F ) with f = 2BF . Hence, taking into

account H∗(f) = H(−f), (24) can be rewritten as follows

lim
N→∞

1

N

N−1∑
m=0

g(λ2m) =
1

B

∫ B

0

g
(
2B|H(f)|2

)
df. (25)

Exploiting this asymptotic identity, we provide an approximate
expression for the MCCR for FTN signaling.
Proposition 1. For sufficiently large N and L, the maxi-
mum channel coding rate for FTN signaling, RNIID

P (N, ε) in
[bits/s], can be approximated by

RNIID
FTN (N, ε) =

(
CNIID

FTN − 2B

√
V NIID
FTN

N
Q−1(ε) +

B log2N

N

)

×
(

1− 1

1 +N/(2L)

)
+O

(
1

N

)
+O

(
1

Lα

)
, (26)

where CNIID
FTN and the optimal power allocation p(f) are given

by (4) and (5), respectively, the value of the positive parameter
α depends on the pulse shape, and

V NIID
FTN =

(log2 e)
2

2B

∫ B

0

1− 1(
1 + 4Bp(f)|H(f)|2

N0

)2
 df. (27)

The MCCR for FTN signaling with i.i.d. symbols, RIID
P (N, ε),

can be approximated by

RIID
FTN(N, ε) =

(
CIID

FTN − 2B

√
V IID
FTN

N
Q−1(ε) +

B log2N

N

)

×
(

1− 1

1 +N/(2L)

)
+O

(
1

N

)
+O

(
1

Lα

)
, (28)

where V IID
FTN is obtained from V NIID

FTN for p(f) = Ps/(2B).

Proof: RNIID
FTN (N, ε) is obtained from RP(N, ε) by applying

(25) to CP and VP in (20) and (21), respectively, and truncating
the sum on the left-hand side of (25) to a finite number
of terms. Thereby, we have g(x) = B log2(1 + 2[Θ −
N0/(2x)]+x/N0) and g(x) = (log2 e)

2(1 − 1/(1 + 2[Θ −
N0/(2x)]+x/N0)/2 for CP and VP, respectively. The term
O
(

1
Lα

)
indicates the order of the approximation error in terms

of L which vanishes for L→∞. The result for i.i.d. signaling
is obtained by uniformly allocating the available power P over
the entire bandwidth of 2B.

Remark 1: Based on (25), the approximations in Proposition
1 become asymptotically tight for L → ∞ and N → ∞.
For finite L and N , the accuracy of the approximation can
be evaluated numerically. To this end, we define the relative
approximation error incurred by Szego’s theorem in (25) for
finite L and N as follows

E ,

∣∣∣ 1N ∑N−1
m=0 g(λ2m)− 1

B

∫ B
0
g
(
2B|H(f)|2

)
df
∣∣∣

1
N

∑N−1
m=0 g(λ2m)

. (29)

Fig. 2 shows E for capacity CNIID
FTN and dispersion V NIID

FTN

for an SRRC pulse with β = 0.8 and SNR γ ,
10 log10(P/(N0W )) [dB], where g(·) in (29) was replaced
with the appropriate function specified in the proof of Propo-
sition 1. As can be observed, for sufficiently large L (L = 45
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Fig. 2: Relative approximation error E versus blocklength, N , for
CNIID

FTN and V NIID
FTN for an SRRC pulse with β = 0.8 and γ = 20 dB.
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Fig. 3: Normal approximation with the third-order term of MCCR and
corresponding achievability and converse bounds versus blocklength,
N , for SRRC pulse with β = 0.7, L = 4, and γ = 20 dB.

in this case), E decays as 1/N for both CNIID
FTN and V NIID

FTN . For
smaller L, E decays more slowly. Nevertheless, our results
in Fig. 4 will show that RNIID

FTN (N, ε) closely approximates
RNIID

P (N, ε) even for values of L as small as 4. This is due to
the fact that although, for small L, E decays slowly as N in-
creases, the absolute value of E, which determines the quality
of the approximation of RNIID

P (N, ε) in terms of RNIID
FTN (N, ε),

is still small compared to the value of RNIID
FTN (N, ε).

Remark 2: The term (1 − (1 + N/(2L))−1) in (26) and
(28) accounts for the rate loss caused by the fact that N +
2L samples are required to detect N transmitted symbols in
FTN signaling. This term approaches unity for N/(2L)� 1.
The remaining terms in (26) and (28) are similar to those
present in the MCCR expressions for other types of channels
[6]. In the limit as N → ∞ and ε → 0, RNIID

FTN (N, ε) and
RIID

FTN(N, ε) converge to the respective capacity expressions
CNIID

FTN and CIID
FTN. The speed of convergence is investigated

in the next section.
IV. NUMERICAL EVALUATION

For our simulations, we consider the normal approxima-
tion including the third-order term (i.e., B log2N/N ) of
RNIID

FTN (N, ε) and RIID
FTN(N, ε), which is defined as follows
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Fig. 4: Normal approximation of MCCR versus blocklength for
SRRC pulses with RoF β, L = 4, and γ = 20 dB.

R̃TR
FTN(N, ε) =

(
1− 1

1 +N/(2L)

)
(30)

×

(
CTR

FTN − 2B

√
V TR
FTN

N
Q−1(ε) +

B log2N

N

)
[bits/s],

where TR ∈ {NIID, IID}. We used SRRC pulses, W = 100
Hz, and L = 4. For L = 4, the approximation error εL in (12)
is below 10−2 for all considered values of β in Fig. 1.

In Fig. 3, we compare the derived normal approximation
with the κβ achievability bound, RκβP (N, ε), and Polyanskyi-
Poor-Verdu (PPV) meta-converse bound, RPPV

P (N, ε) [4] for
FTN signaling. These bounds are obtained by using the κβ
achievability bound in [15] and the PPV meta-converse bound
in [14] for parallel AWGN channels. Fig. 3 suggests that the
normal approximation accurately characterizes the theoretical
MCCR for sufficiently large blocklengths where the PPV
upper bound and the κβ lower bound approach each other.

Fig. 4 compares the normal approximation of RTR
FTN(N, ε)

derived in Proposition 1 with the normal approximation of
RP(N, ε) in (19) for different RoFs β and different MBEP ε.
The normal approximation of RP(N, ε) is obtained by drop-
ping the term O(1/N) in (19) and denoted by R̃NIID

P (N, ε)
and R̃IID

P (N, ε) for water-filling and equal power allocation,
respectively. As can be observed, for all considered values
of β, ε, and N > 20, R̃TR

FTN(N, ε) closely approximates
R̃TR

P (N, ε) for both water-filling and equal power allocation.
Fig. 5 compares the MCCR of FTN signaling with finite

and infinite blocklength coding for water-filling power alloca-
tion and SRRC pulses with different RoFs β. As expected,
R̃NIID

FTN (N, ε) increases with β because FTN signaling can
exploit the higher excess bandwidth. Note that the curves for
β = 0 correspond to the case of Nyquist signaling. For a
given blocklength N , the gap between the MCCRs for finite
and infinite blocklength coding increases with β. Considering
(30) this implies that the square root of V NIID

FTN grows faster
with β than capacity for infinite blocklength coding, CNIID

FTN .

V. CONCLUSION

In this letter, we derived an easy-to-evaluate approximation
for the MCCR for finite blocklength FTN signaling. We
showed that the MCCR for finite blocklength FTN signal-
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Fig. 5: Normal approximation of MCCR versus blocklength for water
-filling power allocation with ε = 10−6, L = 4, and γ = 20 dB.

ing exceeds the Shannon capacity for infinite blocklength
Nyquist signaling. Hence, FTN signaling is an effective means
to mitigate the rate penalty incurred by finite blocklength
transmission. This property makes FTN signaling a promising
candidate for short-packet transmission supporting URLLC
use cases. The derived analytical expression for the MCCR
can be exploited for protocol design and resource allocation.
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