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Abstract—In this letter, we consider the uplink random access User Ausers
problem in a wireless multimedia network (WMN) with audio, \ << >> / ® rudio Appiication
video, and best effort applications. Since these multimedi ap- E} A Video Aoplication
plications have different quality-of-service (QoS) requiements, P
B Best Effort Application

functions. We assume that the access point performs admissi vser2 P
control and assigns transmission probabilities to the user for vser
random access, based on solving a non-convex network utiit

maximization problem. We propose a novel enumeration algo-

rithm to Obtf?““ the global optimal soluthn .by §0IV|ng a number model, user: first declares the AC of its applicatio; to the AP. After
of computationally tractable convex optimization problems. We receiving 0;, Vi € N, the AP assigns the transmission probabilitigs=
characterize the total number of iterations of the algorithm (Pl,P2,P371;747P5) to the users for random access based on NUM.
analytically. Simulation results show that our proposed agjorithm
achieves a higher average network aggregate utility than azcrier  propose an enumeration algorithm to obtainghabal optimal
sense multiple access (CSMA) scheme implemented in a slalte sojytion for the formulated non-convex problem by solving a
time system. number ofconvexoptimization problems. To the best of our
Index Terms—Random access, wireless multimedia networks. knowledge, this work is the first study on NUM for random
access with both elastic and inelastic traffic using concave
. INTRODUCTION step, and quasi-concave utility functions related to metlia

N a wireless multimedia network (WMN), the multimedig@PPlications in WMNs.

applications are commonly supported by two main types
of medium access control (MAC) protocols, contention-free Il. SYSTEM MODEL
scheduling protocols and contention-basedndom access As shown in Fig. 1, we consider a WMN with one access
protocols. Due to their flexibility and efficiency in resoarc point (AP) andN users. The users run audio, video, and best
sharing for bursty multimedia traffic [1], random access-préffort applications with different quality-of-service ¢Q) re-
tocols have received significant attention for improving thquirements. We assume that the users are one-hop neighbors t
performance of wireless multimedia communications [1]-[4the AP, and we denote the set of usersWy= {1,2,..., N'}.

In this letter, we propose a utility-optimal algorithm forWe consider the uplink random access scenario, where the
uplink random access in WMNSs. Different from the previusers transmit multimedia content to the AP based on a simple
ously proposed heuristic MACs for WMNs (e.g., [1]-[4]), weslotted-Aloha MAC. Specifically, we consider the centradiz
design the algorithmanalytically based on the mathematicalsetting, where usei € N first declares its access category
framework of network utility maximization (NUM). Previous(AC) 6; to the AP. In return, the AP assigrteansmission
works on random access, such as [5], [6], have focused pivbability p; to useri € N. Useri € N then attempts to
solving the NUM problem to achieve efficiency and fairnesaccess the shared wireless channel at the beginning of each
for non-real-time applications (e.g., file transfer anctelenic  time slot with probabilityp;. At a given time slot, letp$“
mail) with elastic trafficonly, where the utility functions of be the probability that a transmission from usee N is
the applications areoncave Here, we also include the moresuccessful, i.e., a collision does not occur. For the case wi
challenging case dhelastic trafficin real-time multimedia ap- saturatedtraffic, we have
plications (e.g., video streaming), which hamelasticdemand suc o ‘ .
for bandwidth [7]. Different from [8] that considered sigidal pitp) = i _ H _ (1 =py), VieN, (3)
utility functions for inelastic traffic, we model the utilits of JENNE
applications with inelastic traffic usingtepor quasi-concave Where vectop = (p;, i € ). Given thenominaldata ratep,
utility functions. As a result, the formulated NUM problem i the averagedata rate for usei is obtained as p;““{p). We

this letter isnon-convexand is difficult to solve in general. We define the delay as the duration (in terms of the number of
time slots) from the moment the packet reaches the head-of-
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Fig. 1. A WMN with a set of users\V' = {1,2,3,4,5}. In our system



it experiences when it attains success probabiffitfq{p). Let
Ne be the set of best effort applications with elastic traffitd a
Nz be the set of audio and video applications with inelast
traffic. We refer to the users iWg and Az as elastic and

Utility

inelastic users, respectively. Note thaf N Nz = 0 and i ]
Ne UNT = N. We let M C N7 be the set of those inelastic gt‘f"
users who are admitted to the system. For each best eff o a—c?itical |

applicationj € N¢, we can use @oncavefunction to model -05;
its utility. A common class of concave utility functions iset
a-fair utility function [9]:

0.2 0.4 0.6 0.8 1
Probability of successful transmission (pisucc)

. Suct . 1 J—
Ui( Succ( ), o, Kiy Li) = K (ln(pi C(p)) + Ll)’ if a;=1, Fig. 2. Three different types of utility functions considdrin this letter: (1)

i\P; \P), Qi, 184, L) = K. Py (=) L) if a1 Concave functiona-fair function (; = 0.5, a;; = 1, and L; = 4), (2) Step
g i), W ai>1, fynction (K; = 1.5 and pf.”“ca' = 0.25) , and (3) Quasi-concave function:

1—(!1',
(2)  a-critical function (K; = 0.015, a; = 3, andpSica = 0.1).
\Lljvtrillﬁ)r/ep(){e:r:mues'[z:z[? 0>b tgl?seznmz:\lgpl\i/taul ggpsar_a raeﬁe? gﬁd utility function U; is a concavex-fair function as in (2), then
. L= . " . 0; = {K;,«y;, L;}. If utility function U; is a step function as
is a parameter that adjusts the vertical position of theeurv. criticall e L
On the other hand, each audio or video applicatien\ in (3), thend; = {IG;,pi™*}. Finally, if it is an a-critical
; 1 PP L function as in (4) and (5), thefy = {K;, o, pStica}
may have tight QoS requirements and require some m|n|mun\N ' . ST -
level of available bandwidth. If the available bandwidtogs Ve @SSume that the AP assigns transmission probabilities

below the required threshold, then the connection will loeeo an(_:i performsadmission controlby solving the following
useless, leading to zero utility for the corresponding 'usg¥e|ghtedNUM problem [5], [6], [11]:

Therefore,_ we propose to use two types of utili_ty functiong,aximize Z w;U;(p3"Yp), 0;) + Z w;Us (p3U°Yp), 6;),
to model inelastic trafficstep functions andquasi-concave P77 % i€NT
functions. A step utility function is characterized by para (6)
eters K; and p%iica, Parameterpc@ > ( refers to the whereP = {p : 0 < p; < 1,Vi € N} represents the set
minimumrequiredpS“{p) for the application to run properly of all feasible transmission probabilities. Theority weight
in useri € Nz. Parameterk; determines the amplitude ofw; is controlled by the AP for flexible admission control and
the utility function if the requiredyi°® is achieved. Step protection of existing services [2]. Notice that problen) &
utility functions are used to mathematically model varioug non-convexandnon-differentiableptimization problem due
hard real-timeaudio/video applications, which cannot operatt® the product form in (1) and the use of non-concave and
if the minimum required data rate is not provided [7]. That ig1on-differentiable step and-critical utility functions. For the

B e sue critical rest of the letter, we let,; (p;"*Up), 0;) = w;U;(p3"°(p), 0;)
Ui (p**(p), K, p§") = {é( :; gzsuc;ggigérmcaﬁ (3) forallie N,

Furthermore, forate-adaptiveaudio/video applications with ||| 11Ty -OPTIMAL RANDOM ACCESS FORVMNS
minimum bandwidth requirements, the utility functions are

usually quasi-concave [10, pp. 95]. We introduce a new guasi In t.his section, we propose a utility-optimal r_andom access
concave utility function, which we refer to ascritical utility ~@90rithm for WMNs to obtain the global optimal solution

function, by modifying thea-fair utility function in (2). If of problem (6) by iteratively solving a number of convex
a; = 1, we have optimization problems. Although we only considesfair

functions for concave functions ang-critical functions for

iti . . . .
Ui (pzs'ucc(P)voéivKi,p?” 'ca5 guasi-concave functions in this letter, our approach can be
K;In (p?““f(p)) if psucy(p) > peritcal applied to any similar continuous nondecreasing function.
. critical ) 1 — 2 ) . .
= Pé < suc critical Lemma 1:At any optimal solution of problem (6), denoted
0, it pi*(p) <™.

by p*, for all inelastic usersc 'z, we have eithep$'*{p*) >
p;)rltICEﬂ or pzsuCC(p*) = 0.
Proof: We prove this lemma by contradiction. Assume
Ui (p2A(p), s, K, pSical) = that at optimality, we hav® < p$'°{p*) < p¢itca for some
. o tical (1—a)] i useri € Nz. Since the minimum required success probabilit
{% [(ngucc(p))(l - (pgrmcal)( ) if pzs'ucc(p)ngrft?cal’ is not satiéfied for usei € Nz, we qhaveui =0. ThFl)Js, the g
0, if p;““<p) <P?m'c(2-) objective function of problem (6) at optimality becomes
Clearly, both «-critical and step utility functions ar@on-
concaveand non-differentiable Examples for the utility func-
tions that we consider in this letter are shown in Fig. 2. On the other hand, from (1), the success probabjlft{{p)
Next, we define the AC of usei € N as the utility is a decreasing function qf; for any j # i. Therefore, the
parameters that characterize its utility function. Thatiis summation in (7) is decreasing i and at optimality we have

(4)

If a; > 1, then thea-critical utility function is given by

Z Uj(piucc(P*)aej)‘i‘ Z u(py “P"), k). (7)

JENE kENT\{i}



p; = 0. This implies thap$“°Y{p*) = 0 which contradicts our Algorithm 1 Utility-optimal random access algorithm for
assumption tha < pSU°{p*) < pgritcal, m WMNSs witha-fair, step, anda-critical utility functions.
From Lemma 1, the AP either does not admit an inelastig: Input: 0, Vi € N/ .
useri € Nz, or if it admits a usei € Nz, then it guarantees 2 ]E:)T'gﬁ"zsitg‘;g)txtzfijf—% p* =0, M":=0, and¥ := 0
SR - g o3 S o )
to provide it with its minimum required success probability,. ™ M and M are not equivalent AC sets, A1 € 0,

p§teal. Thus, we can obtain the optimal value of problem (6) 4 defined in Definition lthen

»w

by considering all subsets of usekd C AN’z admitted: 5: Set¥ := VUM
6: endif
m%/lxé%ize v(M), () 7. end for
= 8: for all M € ¥ do
where 9:  Solve problem (10) fopr(,M) and the optimal solutiop using
. the interior point method
v(M) £ per Z uj(wj,05) + Z ui@i, 05) (9) 4. (M) > SFT then
’ JENe iENT 11: Sets := v(M), p* := p, and M* := M

subjectto 0 < x; < pi9Up), Vie NeUM, 120 endif
critical suc . 13: end for
Py <p*p), VieM, 14: Output: p* and M*
p; =0, ViENz\M.

In problem (9), the auxiliary variable; in the first constraint

represents the probability of successful transmissiorugmr ~ Lemma 2:1f M, M, C Nz are equivalent AC sets, then
i's packets [5]. We divide the set of inelastic usg&/s into we necessarily have(M;) = v(Mz).

two subsets: subsett and subset\Nz\M, where M acts Proof: Since M and M5 have the same number of users
as an auxiliary set to modeddmission control Note that in every AC, the optimization problems defined in (9) fbt,
problem (9) involves both elastic and inelastic users. Fohe and M, have the same objective functions and constraints.
inelastic uset € M, problem (9) includes the extra constrainf hus, we have)(M;) = v(My). ]
p2Ueqp) > poitical sych that all admitted inelastic users achieve In problem (8), after solving problem (10) fe(M; ), we
their minimum required success probabilitigit°@. On the do not have to solve it again far(M,) if M; and M, are
other hand, for each inelastic usee N7\ M, which is not equivalent AC sets due to Lemma 2. In this way, instead of
admitted, we include the constraipt=0 to make sure that considering problem (8), we just need to solve

no transmission probability is allocated to it. By takingeth o

logarithm of both sides of the first and second constraints m%tlglplze v(M), (11)

in/ (9/) and a Iogjlrithmic change of variables = Inz; and \herey is a subset of set/z’s power set formed by keeping
wi(w,0i) = ui(e™, 0;), we can reformulate problem (9) as oy one equivalent AC set when multiple equivalent AC sets

maximum Y. ul (@, 05) + 3 ul(zh, 0) (10) are encountered! represents the set of different combinations

=/, peP JENE TR N of inelastic users that should be considered for admission.
subjectto o} <Inp; + Z In(1-p;), Vi € Ne UM, We propose Algorithm 1 to find the global optimal solution
JENN{i} of problem (6) by solving problem (11). From lines 3 to 7,

we first record the non-equivalent AC setsim In line 9, the
allocated transmission probabilify for the given setM is
JENALE , calculated. SetM and the corresponding that result in the
pi =0, Vi € No\M, largest aggregate utility so far are recorded in lines 1020 1
where the optimal value of problem (10) remaingM). In line 14,p* is the resulting optimal solution of optimization
Following a similar analysis as in [5], we can show thagroblem (6) for random access and* is the resulting set of
problem (10) isconvex Therefore, it can be solved using thdnelastic users admitted for optimal admission control.
interior point method10]. Next, we characterize the total number of iterations regqliir

In a WMN, since the number of ACs available is limited irfor solving problem (11), which is equal {@|. Let I be the
practice, there are mamgdundantiterations in problem (8) total number of different types of inelastic ACs in the syste
that can be eliminated. That is, some values©f1) can be We perform a one-to-one mapping between an inelastic AC
obtained from the results in previous iterations. WhehC andl =1,...,1. Let N2 be the total number of typkinelastic
Nz is given, letM(0) = (i € M : 6; = 6) be the inelastic users. SO, Nk = |N7).
users in setM with declared AC equal t@. We define the  Lemma 3:The number of iterations required in solving
equivalent AC setas follows: problem (11) is|¥| = H{Zl(N} +1).

Definition 1: A pair of setsM, My C N7 are equivalent Proof: The formation of the setV is equivalent to
AC sets if [M1(0)] = |IM2(0)|, VO € ©, where® is the set formation of combinations with identical objects from a set
of all ACs for inelastic users. In other words, set$; and with N. type I objects,i = 1,...,I. Notice that in each
M have the same number of users in each AC. combination, there can be zero A9, type ! objects, so there

As an example, forM; = {2,3,4} and Ms = {2,3,5},if are NL + 1 possibilities regarding the type object. Thus,
inelastic users 4 and 5 belong to the same AC, thiépand the total number of combinations with different types of
M are equivalent AC sets. identical objects is given bﬂ{zl(N% +1). [ ]

lnp;:ritical < 1npi + Z hl(l-pj), Vie M,



]

1200

a
©

——#— Exhaustive Search
—e— Algorithm 1
‘

1000 -

o
)

5.4 2
= S 800 4
= =
= 5.2 <
= <t
L s “=  e00f g
j=2]
1] 2
L
L a8 =2
< £ 400} q
4.6 E]
4.4
200 g
4.2
4, - * —e— : 1 ——»
3 6 9 12 15 4 6 8 10 1 14 16 18 20
Total Number of Users N Total Number of Users N

Fig. 3. Average utility in the system achieved by our NUM4xhsandom Fig. 4. Number of iterations required to obtain the optimalution with
access scheme and a CSMA scheme versus the total numberrefNise  Algorithm 1 and an exhaustive search. We can see that Algorit has a
the system. much lower computational complexity than an exhaustivecbea

IV. PERFORMANCEEVALUATION search. The simulation results also verify Lemma 3. Moreove

In this section, we assess the performance of our propodg note that the solutions obtained by Algorithm 1 and an
random access scheme using MATLAB. We first compare o@xhaustive search are indeed the same.
random access scheme with a CSMA scheme implemented
in a slotted time system. Its operation is similar to the one V. CONCLUSION
used in the IEEE 802.11e standard with different contention|n this letter, we studied the problem of assigning trans-
window sizes for different ACs. However, the interframenission probabilities to audio, video, and best effort agzpl
spacing of the IEEE 802.11e standard is not implementedtigns for random access in WMNs. We obtained the global
the CSMA scheme. LetCW,,;, and aCW,,,, be the two  optimal solution of the formulated non-convex NUM problem
parameters related to the contention window sizes. For th¢ solving a number of convex optimization problems. We
CSMA scheme, we assume that three ACs are available Wifharacterized the number of iterations required analjyica
different minimum and maximum contention window sizesimulation results show that our proposed scheme achieves a
[12, pp. 131[:aCWinin @and aCWq, for AC 1 (best effort), higher average utility than a slotted-time CSMA scheme. An
(aCWiin, +1)/2 = 1 and aCWpy;,, for AC 2 (video), and interesting topic for future work is the extension of our rabd

(aCWiin+1)/4=1and(aCW,,in+1)/2—1 for AC 3 (voice). to a multi-hop setting for data transmission.
We assume that the number of users in each AC is the same
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