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Abstract—The proliferation of technologies operating on dc
power has motivated system planners towards integration of dc
and ac grids. The optimal power flow (OPF) analysis is widely
used to determine the economically efficient operating points of
the power grids. The OPF problem in ac-dc grids is a non-convex
optimization problem due to the nonlinear power flow equations
and the operating constraints imposed by the ac-dc converters. In
this paper, we study the OPF problem in ac-dc grids to address
the non-convexity of the problem. The objective of the ac-dc OPF
problem is to jointly minimize the generation cost and the losses
on the lines and converters. The optimization problem is subject
to the ac and dc power flow constraints, the limits of the voltages
and line flows, and the operating limits of the converters. We use
convex relaxation techniques and transform the problem to a
semidefinite program. We derive a sufficient condition for zero
relaxation gap to obtain the global optimal solution. Simulations
are performed on an IEEE 118-bus test system connected to
sample dc grids. We show that the zero relaxation gap condition
holds for the case study and the global optimal solution can be
obtained.

Index Terms—Optimal power flow, ac-dc grid, semidefinite
program.

I. INTRODUCTION

The transition from ac grids to integrated ac-dc grids is
accelerating due to the advance in power electronics and the
increase of the applications for dc power. Many renewable
energy resources, such as photovoltaic (PV) systems, generate
dc power [1]. High voltage direct current (HVDC) transmis-
sion lines facilitate transporting power to or from remote
areas [2]. Many electrical loads, such as motor loads, pumps,
and lighting consume dc power [3]. The dc microgrid can be
a viable alternative as an energy source for data centers [4].
Batteries, supercapacitors, and fuel cells store energy as dc [5].
Another motivation for moving towards ac-dc grids is the
increase of energy efficiency by eliminating losses associated
with dc-ac-dc conversions [6]. Besides, ac-dc grids can be
more reliable than ac grids since the additional conversion
steps in ac grids may introduce potential faults [7].

Optimal power flow (OPF) plays an important role in power
system operation. In OPF, the output power of the generators
is determined by optimizing an objective function such as the
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total generation cost and the system power losses [8]. The
OPF problem in ac grids is subject to physical and operating
constraints such as power balance constraints, and voltage
magnitude and power flow limits [8]. The OPF in ac grids
takes the form of a non-convex optimization problem, and is
generally difficult to solve. The non-convexity of the problem
arises from the nonlinear power flow equations and quadratic
dependency on the set of bus voltages.

It is a challenge to determine the global optimal solution
among the multiple local optimal solutions of the OPF problem
in ac grids. Recently, semidefinite programming (SDP) and
convex relaxation of the OPF problem in ac grids have
attracted significant research attention [9]–[16]. These tech-
niques are guaranteed to determine the global optimal solution
when the relaxation gap is zero. The work in [9] presents the
bus injection and branch flow models of the OPF problem and
proves their equivalence. In [10], the convex relaxations of the
OPF problem based on SDP, chordal extension, and second-
order cone programming (SOCP) are studied. The sufficient
conditions that guarantee the exactness of these relaxations are
provided. In [11], a nested optimization approach is proposed
to decompose the multi-period joint OPF and electric vehi-
cle (EV) charging problem into separable subproblems. The
decomposed problem is solved using a nonsmooth separable
programming technique. In [12], it is shown that the SDP
relaxation for ac grids has zero relaxation gap for practical
power grids including IEEE test power systems. The work in
[13] presents the geometric properties of the set of all vectors
of bus power injections satisfying the operating constraints of
a radial power network. The convex relaxation of the OPF
problem is obtained and the sufficient condition to determine
a global optimal solution of the OPF problem is derived. The
work in [14] presents a branch flow model for the analysis of
meshed and radial networks. The proposed convex relaxation
method is exact for radial networks provided there are no upper
bounds on loads or voltage magnitudes. The work in [15]
has proposed the SOCP relaxation of the OPF problem for
resistive networks. The uniqueness of the optimal solution is
characterized for radial and meshed networks. In [16], a model
for the power lines capacity is presented. The zero relaxation
gap for weakly cyclic networks is studied. The upper bound on
the rank of the minimum-rank solution of the SDP relaxation
is provided.

In ac-dc grids, the OPF problem includes the constraints
imposed by the limits on the voltage and current ratings of
the converters in addition to the constraints imposed by the ac
and dc grids. The converter losses can add up to a significant



fraction of the overall system losses. Thus, the converter losses
are usually included in the the ac-dc OPF problem [17]. The
losses in a converter can be approximated by a quadratic
function of its current magnitude [18]. The ac-dc OPF is also a
non-convex problem due to the quadratic form of the converter
losses and nonlinear power flow equations. Several methods
have been proposed to address the ac-dc OPF such as heuristic
and interior point methods [19], [20], the Newton-Raphson
method [21], SOCP [22], and sequential approaches [23].

Most of the works on OPF in ac-dc power grids (e.g., [20]–
[23]) do not guarantee to obtain the global optimal solution.
In this paper, our goal is to determine the global optimal
solution of the ac-dc OPF problem. The efficiency of SDP
in solving the ac OPF problem has motivated us to use this
approach to solve the ac-dc OPF problem. In ac-dc systems,
the ac and dc buses are connected through three-phase ac-
dc converters. To model the ac-dc converters, we consider
voltage source converters (VSCs), which are widely used in
practice [24]. In this paper, we extend the work we have done
in [25] by considering the converter losses and the operating
constraints imposed by the VSCs in the ac-dc OPF problem.
The challenges include obtaining the SDP form of the power
losses and the constraints on the reactive and apparent power
flows in the VSCs. Deriving a sufficient condition for zero
relaxation gap is another challenge that we address in this
paper. The main contributions of this paper are as follows:
• We introduce a general ac-dc OPF problem formulation,

which can be used in different scenarios including (a) an
ac grid connected to dc microgrids via VSCs, and (b) an
ac grid embedded with dc cables such as HVDC lines.
We model the losses and the limits on the voltage and
current ratings of the VSCs in the ac-dc OPF problem.

• We transform the problem into SDP, solve the problem,
and determine the zero relaxation gap condition. We show
that the zero relaxation gap condition can hold in practical
ac-dc grids including the IEEE test systems connected
to some dc grids. We describe how the solution of the
original ac-dc OPF problem can be determined from the
solution of the SDP form of the ac-dc OPF.

• Simulations are performed on an IEEE 118-bus test
system connected to five off-shore wind farms using
HVDC lines and one ac-dc microgrid. We show that the
SDP form of the OPF problem has zero relaxation gap
and it can provide the global optimal solution.

The rest of this paper is organized as follows. The models
for ac-dc grids and the VSCs are presented in Section II.
In Section III, the ac-dc OPF problem is formulated and is
transformed to an SDP. The zero relaxation gap condition is
also studied. Simulation results are presented in Section IV.
The paper is concluded in Section V.

II. SYSTEM MODEL AND AC-DC OPF FORMULATION

Consider an ac-dc grid consisting of an ac grid connected
to multiple dc grids. We represent an ac-dc grid by a tuple
O(N ,L), where N denotes the set of buses and L denotes
the set of transmission lines. The dc grids are connected to
the ac grid using VSCs at some buses. An ac-dc grid with a

Fig. 1. A VSC station schematic in an ac-dc grid.

VSC station is shown in Fig. 1. The VSC station consists of
a transformer, ac filter, phase reactor, and converter. Without
loss of generality, the VSC station is assumed to be a two- or
three-level converter using the pulse-width modulation (PWM)
switching method. Let Nac ⊆ N denote the set of ac buses
that are not connected to the converters. Let Ndc ⊆ N denote
the set of dc buses that are not connected to the converters.
Let G ⊆ N denote the set of generator buses. Let N conv

ac ⊆ N
denote the set of ac side converter buses. Let N conv

dc ⊆ N
denote the set of dc side converter buses. Let N conv = N conv

ac ∪
N conv

dc denote the set of all converter buses. Let XCk
denote the

phase reactor of the converter connected to ac bus k ∈ N conv
ac .

Let RCk
denote the resistance modeling the losses of the non-

ideal phase reactor of the converter connected to ac bus k ∈
N conv

ac . Let Bf denote the shunt susceptance for the ac filter
connected to the filter bus f ∈ Nac. Let XTf

and RTf
denote

the reactance and resistance of the transformer connecting the
ac grid to the filter bus f ∈ Nac, respectively. In Fig. 1, buses
k and s are in sets N conv

ac and N conv
dc , respectively. The buses

in region 1 are in set Nac, the buses in region 2 are in set
N conv, and the buses in region 3 are in set Ndc. The following
assumptions are made in modeling the VSC station and ac-dc
grid.

A1. The VSCs can control the active power (or the dc
voltage) and the reactive power (or the ac voltage) magnitude
and phase angle of the ac terminal voltages [26].

A2. In a VSC, the resistance RCk
is much smaller than the

reactance XCk
for k ∈ N conv

ac . Hence, the conductance of the
phase reactor is negligible compared to its susceptance [17].

A3. The difference of the phase angles δk−δf for ac bus k ∈
N conv

ac and filter bus f ∈ Nac in a VSC station is small [17].
A4. A dc grid is modeled as an ac grid with purely resistive

transmission lines and generators operating at unity power
factor.

The converter between ac bus k ∈ N conv
ac and dc bus s ∈

N conv
dc converts ac voltage Vk to dc voltage Vs. Let ma denote

the maximum modulation factor, which can be set according to
the modulation mode. The voltage magnitude at the converter
ac bus is upper bounded by [27]

|Vk| ≤ ma|Vs|. (1)

Let PCk
and PCs denote the active power injected into ac

bus k ∈ N conv
ac and dc bus s ∈ N conv

dc , respectively. Let P conv
loss,k

denote the losses of the converter connected to ac bus k ∈
N conv

ac . The active power balance equation for the converter
connected to ac bus k ∈ N conv

ac and dc bus s ∈ N conv
dc is

PCk
+ PCs

+ P conv
loss,k = 0. (2)



Let Ik denote the injected current into an arbitrary bus
k ∈ N . For a VSC station, the power losses can be determined
from the aggregate losses of the components in the station such
as the transformer, ac filter, phase reactor, and converter. The
losses of the transformer, ac filter and phase reactor include
the losses through the equivalent series resistance, the core
losses, and the losses due to the harmonic currents. The losses
of the converter include switching losses and conductance
losses [28]. The detailed losses model of the VSC station
can be found in [29] and [30]. However for the purpose of
this paper, the losses in a VSC station with ac converter bus
k ∈ N conv

ac can be approximated by a quadratic function of the
ac current magnitude |Ik| [17]–[19], [30]. Hence,

P conv
loss,k = ak + bk|Ik|+ ck|Ik|2, (3)

where ak, bk, and ck are positive coefficients representing the
constant or no-load losses (e.g., filter losses, transformer core
losses), the linear losses (e.g., switching), and the quadratic
losses (e.g., transformer, phase reactor copper losses, and
conduction losses), respectively. The model in (3) takes into
account the losses of every component of a VSC station.
The values of the coefficients ak, bk, and ck depend on
the components and the power rating of the VSC station
station, and can be obtained using various approaches such
as online identification or by aggregating the loss patterns of
each component. The losses model for a sample HVDC link
rated at 600 MW and 300 kV is given in [30, pp. 58-60],
wherein it is seen that a quadratic losses model as a function of
the phase reactor current offers sufficient accuracy for system-
level studies.

In general, the current magnitude |Ik| of a converter should
not exceed an upper limit denoted by Imax

k . The upper bound
of the current amplitude can be replaced by the maximum
apparent power flow as an operation constraint [17]. Let
SCk

and QCk
denote the apparent and reactive power of the

converter connected to bus k ∈ N conv
ac , respectively. We have

|SCk
|2 = (PCk

)
2

+ (QCk
)
2 ≤ (|Vk|Imax

k )
2
. (4)

From assumption A1, a VSC station can control active and
reactive powers to adjust the voltage of the ac and dc terminal
buses. Therefore, the active and reactive powers PCk

and QCk

are variables and should satisfy constraint (4).
The operation of the VSC is constrained by the upper and

lower limits of the reactive output power of the converter.
Let Snom

Ck
denote the nominal value of the apparent power

of the converter connected to bus k ∈ N conv
ac . In practical

VSCs, the maximum reactive power that the converter can
absorb is approximately proportional to the nominal value of
its apparent power, Snom

Ck
[17]. For the converter connected to

ac bus k ∈ N conv
ac , we have

−mbS
nom
Ck
≤ QCk

, (5)

where mb is a positive constant and can be determined by
the type of the converter. Let V max

k denote the maximum
voltage magnitude of bus k ∈ N conv

ac . Let δf and δk denote
the phase angle of the voltages at filter bus f ∈ Nac and
converter ac bus k ∈ N conv

ac in the VSC station, respectively.

Fig. 2. Q-P characteristic of the converter for |Vk| = 1 pu, V max
k =

1.05 pu, Imax
k = 1 pu, |Vf | = 0.95 pu, RCk

= 0.001 pu, XCk
= 0.1643 pu,

Snom
k = 1 pu, and mb = 0.6.

Let BCk
=

−XCk

R2
Ck

+X2
Ck

denote the susceptance of the non-ideal
phase reactor connected to ac bus k ∈ N conv

ac . From assumption
A2, the conductance of the phase reactor is negligible com-
pared to its susceptance. For filter bus f ∈ Nac and converter
ac bus k ∈ N conv

ac in the VSC station, the reactive power that
the converter can inject is upper bounded by

QCk
≤ |BCk

|V max
k (V max

k − |Vf | cos (δk − δf )) . (6)

From assumption A3, we obtain cos (δk − δf ) ≈ 1. Hence,
the upper limit for the injected reactive power can be approx-
imated by the minimum value of the right-hand side of (6).
We have

QCk
≤ |BCk

|V max
k (V max

k − |Vf |) . (7)

The upper bound of the converter apparent power and the
upper and lower bounds of the converter reactive power are
shown in Fig. 2 for a sample VSC station. Constraint (4)
implies that the apparent power is limited by a circle in the
Q-P plane. Constraints (5) and (7) indicate the minimum and
maximum reactive power capability. The feasible operation
region of the VSC is shown by the dashed area.

In the ac-dc OPF problem, we aim to minimize a cost
function subject to the constraints imposed by the ac grid, the
dc grids, and the VSCs. Let PGk

and QGk
denote the active

and reactive power generation at bus k ∈ G, respectively. In an
ac-dc OPF problem, the variables include the complex voltage
Vk for buses k ∈ N and PGk

, QGk
for generator buses k ∈ G,

as well as PCk
, QCk

and |Ik| for converter buses k ∈ N conv
ac .

In the following subsection, we present the objective function
and the constraints of the ac-dc OPF problem.

A. Objective Function and Constraints

The objective function includes the total generation cost
Cgen and the total system losses Ploss. The generation cost
function for bus k ∈ G is denoted by fk(PGk

). It can be
approximated by a quadratic function ck2P 2

Gk
+ck1PGk

+ck0,
where ck0, ck1, and ck2 are positive coefficients [12]. Thus,
the total generation cost is

Cgen =
∑
k∈G

fk(PGk
)

=
∑
k∈G

(
ck2P

2
Gk

+ ck1PGk
+ ck0

)
. (8)



The total system losses are equal to the total generation
minus the total load of the system. It can be expressed as the
summation of the injected active power into all buses. Let PDk

denote the active load in bus k ∈ N . We obtain

Ploss =
∑
k∈N

(PGk
− PDk

) . (9)

In (9), if bus k is not a generator bus, then PGk
= 0. In this

paper, we only consider the active power losses of the system
since the reactive power does not dissipate energy.

Let ω denote a positive scaling coefficient. The objective
function fobj of the ac-dc OPF problem is

fobj = Cgen + ωPloss. (10)

In (10), by increasing the value of ω, the total system losses
have a larger weight in the objective function as compared
with the total generation cost. The typical value of ω is around
the value of coefficients ck1, k ∈ G since the total system
losses Ploss is a linear function of the generators’ output power
PGk

, k ∈ G. For an appropriate value of ω, minimizing fobj
will enable timely adjustment of control settings to jointly
reduce the generation cost, VSC losses and transmission line
losses. Thus, it can improve the economic efficiency of the
power system operation.

The ac-dc OPF problem is subject to a set of equality and
inequality constraints imposed by the ac grid, the dc grids,
and the VSCs.

1) Equality constraints: The equality constraints consist of
the power balance equations. Let z∗ denote the conjugate of
an arbitrary complex number z. The active power balance
equations for bus k ∈ N can be written as

PGk
− PDk

= Re{VkI∗k}, ∀ k ∈ N \ N conv (11a)
PCk
− PDk

= Re{VkI∗k}, ∀ k ∈ N conv. (11b)

From assumption A4, power balance equations (11a) and (11b)
can be used for dc buses by setting I∗k = Ik and Re{VkI∗k} =
VkIk. Let QDk

denote the active load at bus k ∈ N . The
reactive power balance equations for ac buses are

QGk
−QDk

= Im{VkI∗k}, ∀ k ∈ Nac (12a)
QCk

−QDk
= Im{VkI∗k}, ∀ k ∈ N conv

ac . (12b)

In (11a) and (12a), if bus k is not a generator bus, then PGk
=

QGk
= 0. Consider the converter connected to ac bus k ∈

N conv
ac and dc bus s ∈ N conv

dc . By substituting (11b) into the
power balance equation (2), we obtain

Re{VkI∗k}+ Re{VsI∗s }+ P conv
loss,k + PDk

+ PDs = 0. (13)

2) Inequality constraints: The generators output active
power PGk

, k ∈ G, generators output reactive power QGk
,

k ∈ G, the voltage magnitudes |Vk|, k ∈ N , and the apparent
power flowing through the transmission lines Slm, (l,m) ∈ L
are bounded. We use Pmin

Gk
, Pmax

Gk
, Qmin

Gk
, Qmax

Gk
, V min

k , and V max
k

to represent the lower and upper bounds on the generator active
power, reactive power, and bus voltage at bus k, respectively.
If bus k is not a generator bus, then Pmin

Gk
= Pmax

Gk
= Qmin

Gk
=

Qmax
Gk

= 0. Smax
lm is the maximum apparent power flow through

the line (l,m) ∈ L. The inequality constraints include

Pmin
Gk
≤ PGk

≤ Pmax
Gk

, ∀ k ∈ N \ N conv (14a)

Qmin
Gk
≤ QGk

≤ Qmax
Gk
, ∀ k ∈ Nac (14b)

V min
k ≤ |Vk| ≤ V max

k , ∀ k ∈ N (14c)
|Slm| ≤ Smax

lm , ∀ (l,m) ∈ L. (14d)

The inequality constraints imposed by the VSCs are (1), (4),
(5) and (7). The ac-dc OPF problem is formulated as follows:

minimize Cgen + ωPloss (15a)
subject to (1), (4), (5), (7), and (11a)−(14d). (15b)

The minimization is over the complex voltage Vk for all buses
k ∈ N , the active output power PGk

and reactive output power
QGk

for all generator buses k ∈ G, as well as the active power
flow PCk

, injected reactive power QCk
, and current magnitude

|Ik| for converter buses k ∈ N conv
ac .

III. SDP FORM OF THE AC-DC OPF PROBLEM

In this section, we introduce a semidefinite relaxation of
the ac-dc OPF problem (15). Our approach and notations
are similar to [12]. However, we need to model the power
losses and the constraints imposed by the active and reactive
power flow for the VSCs in SDP form. We first introduce the
notations. Then, we transform the objective function and the
constraints to formulate the SDP form of the ac-dc OPF.

Let matrix Y denote the admittance matrix. For k ∈ N
and (l,m) ∈ L, ek is the kth basis vector in R|N |, eTk is its
transposed vector, and Yk = eke

T
k Y . The row k of matrix Yk

is equal to the row k of Y . The other entries of Yk are zero.
We use the Π model of the transmission lines (l,m) [31]. Let
ylm and ȳlm denote the value of the series and shunt elements
at bus l connected to bus m, respectively. We define Ylm =
(ȳlm+ylm)ele

T
l −(ylm)ele

T
m, where the entries (l, l) and (l,m)

of Ylm are equal to ȳlm + ylm and −ylm, respectively. The
other entries of Ylm are zero. We define matrices Yk, Ȳk,
Ylm, Ȳlm, Mk and Mlm as follows. These matrices will be
used to write the SDP form of the ac-dc OPF problem:

Yk =
1

2

[
Re{Yk + Y Tk } Im{Y Tk − Yk}
Im{Yk − Y Tk } Re{Yk + Y Tk }

]
,

Ȳk = −1

2

[
Im{Yk + Y Tk } Re{Yk − Y Tk }
Re{Y Tk − Yk} Im{Yk + Y Tk }

]
,

Ylm =
1

2

[
Re{Ylm + Y Tlm} Im{Y Tlm − Ylm}
Im{Ylm − Y Tlm} Re{Ylm + Y Tlm}

]
,

Ȳlm = −1

2

[
Im{Ylm + Y Tlm} Re{Ylm − Y Tlm}
Re{Y Tlm − Ylm} Im{Ylm + Y Tlm}

]
,

Mk =

[
eke

T
k 0

0 eke
T
k

]
,

Mlm =

[
(el − em)(el − em)T 0

0 (el − em)(el − em)T

]
.



We define the following matrix for converter bus k ∈ N conv
ac

Sk =

[
ak

bk
2

bk
2 ck

]
.

We define the variable column vector x as the real and
imaginary values of the vector of the complex bus voltages
v = (V1, . . . , V|N |).

x =
[
Re{v}T Im{v}T

]T
.

We define variable matrix W = xxT . We define the
variable column vector ik as follows

ik =
[
1 |Ik|

]T
, ∀ k ∈ N conv

ac .

We also define variable matrix Ik = iki
T
k for converter bus

k ∈ N conv
ac . We use the notation Tr{A} to represent the trace

of an arbitrary square matrix A. In [12], it is shown that

Re{VkI∗k} = Tr{YkW}, ∀ k ∈ N (16a)
Im{VkI∗k} = Tr{ȲkW}, ∀ k ∈ N (16b)

|Vk|2 = Tr{MkW}, ∀ k ∈ N (16c)

|Vl − Vm|2 = Tr{MlmW}, ∀ (l,m) ∈ L (16d)

|Slm|2 = Tr{YlmW}2 + Tr{ȲlmW}2, ∀ (l,m) ∈ L (16e)
P conv

loss,k = Tr{SkIk}, ∀ k ∈ N conv
ac . (16f)

We will use (16a)−(16f) to rewrite the objective function
and the constraints in the ac-dc OPF problem in terms of
variable matrices W and Ik, k ∈ N conv.

A. Transforming the Objective Function

Substituting (16a) into (11a) for k ∈ G, we have PGk
=

Tr{YkW}+ PDk
. The generation cost function (8) becomes

Cgen =
∑
k∈G

(
ck2 (Tr{YkW}+ PDk

)
2

+

ck1 (Tr{YkW}+ PDk
) + ck0

)
. (17)

In (17), the generation cost is expressed as a quadratic function
of matrix W. However, in the SDP form, the objective
function must be linear. We can replace Cgen with

∑
k∈G βk,

which is a linear function of auxiliary variables βk, k ∈ G.
Then, we can include inequalities fk(PGk

) ≤ βk into the
constraints set for all generator buses. Let τk = ck1PDk

+ck0,
then the matrix form of fk(PGk

) ≤ βk for bus k ∈ G is[
βk − ck1Tr{YkW} − τk

√
ck2(Tr{YkW}+ PDk

)√
ck2(Tr{YkW}+ PDk

) 1

]
� 0. (18)

To represent the total system losses, we can substitute (16a)
into (9). Thus, we obtain

Ploss =
∑
k∈N

Tr{YkW}. (19)

The SDP form of the objective function in (10) can be
expressed as

fSDP
obj =

∑
k∈G

βk + ω
∑
k∈N

Tr{YkW}. (20)

B. Transforming the Constraints

The active power balance equation in (11a) can be combined
with constraint (14a). Substituting (16a) into (14a), for k ∈
N \ N conv, we obtain

Pmin
Gk
− PDk

≤ Tr{YkW} ≤ Pmax
Gk
− PDk

. (21)

Similarly, for ac buses k ∈ Nac, we have

Qmin
Gk
−QDk

≤ Tr{ȲkW} ≤ Qmax
Gk
−QDk

. (22)

Substituting (16c) into (14c), for k ∈ N , we obtain

(V min
k )2 ≤ Tr{MkW} ≤ (V max

k )2. (23)

Substituting (16e) into (14d), for (l,m) ∈ L, we have

Tr{YlmW}2 + Tr{ȲlmW}2 ≤ (Smax
lm )

2
. (24)

The matrix form of inequality (24) is[
(Smax

lm )2 Tr{YlmW} Tr{ȲlmW}
Tr{YlmW} 1 0
Tr{ȲlmW} 0 1

]
� 0. (25)

For the converter connected to ac bus k ∈ N conv
ac and dc bus

s ∈ N conv
dc , the SDP form of constraint (1) is

Tr{MkW} ≤ m2
aTr{MsW}. (26)

The SDP form of constraint (5) is

−mbS
nom
Ck
≤ Tr{ȲkW}. (27)

Let ρk = −|BCk
| (V max

k )
2

+ QDk
and ξk = (BCk

V max
k )

2.
Let Ck = (2ρk + 1)Ȳk − ξkMf for ac bus k ∈ N conv

ac
connected to filter bus f ∈ Nac. In Appendix A, we prove that
constraint (7) is equivalent to the following matrix inequality: ρ2k + Tr{CkW} 1√

2
Tr{ȲkW} 1√

2
Tr{ȲkW} Tr{ȲkW}

1√
2

Tr{ȲkW} Tr{ȲkW} 0
√
2Tr{ȲkW}

1√
2

Tr{ȲkW} 0 Tr{ȲkW} 0

Tr{ȲkW}
√
2Tr{ȲkW} 0 1

 � 0.

(28)

The matrix form of inequality (4) is[
(Imax

k )2Tr{MkW} Tr{YkW}+ PDk
Tr{ȲkW}+QDk

Tr{YkW}+ PDk
1 0

Tr{ȲkW}+QDk
0 1

]
� 0.

(29)

Substituting (16a) and (16f) into (13), we obtain

Tr{YkW}+Tr{YsW}+Tr{SkIk}+PDk
+PDs

= 0. (30)

Let I22k denote the entry in the second row and the second
column of matrix Ik. We can obtain I22k = |Ik|2 = (R2

Ck
+

X2
Ck

)−1|Vk−Vf |2 for ac bus k ∈ N conv
ac and filter bus f ∈ Nac

of in a same VSC station. From (16d), we obtain

I22k = (R2
Ck

+X2
Ck

)−1Tr{MkfW}. (31)

Let I12k denote the entry in the first row and the second
column of matrix Ik. For k ∈ N conv

ac , we have

I12k ≥ 0. (32)

We can write the equivalent SDP form of the ac-dc OPF



problem (15) as follows:

minimize
∑
k∈G

βk + ω
∑
k∈N

Tr{YkW} (33a)

subject to (18), and (21)−(32), (33b)
rank(Ik) = 1, ∀ k ∈ N conv

ac , (33c)
rank(W) = 1. (33d)

The minimization is over variables βk, k ∈ G, Ik, k ∈ N conv
ac ,

and W. The rank constraints (33c) and (33d) in problem (33)
are not convex. We propose a SDP relaxation of the ac-dc
OPF problem. This optimization problem is obtained from the
problem (33) by relaxing the rank constraints (33c) and (33d)
and replacing them with constraints Ik � 0, k ∈ N conv

ac and
W � 0, respectively. Hence, the SDP relaxation of the ac-dc
OPF problem is obtained as follows:

minimize
∑
k∈G

βk + ω
∑
k∈N

Tr{YkW} (34a)

subject to (18), and (21)−(32), (34b)
Ik � 0, ∀ k ∈ N conv

ac , (34c)
W � 0. (34d)

In the following theorem, we state that the solution matrices
Iopt
k , k ∈ N conv

ac to problem (34) return zero values for the
current magnitude of the converters.

Theorem 1 The solution matrices Iopt
k , k ∈ N conv

ac to problem
(34) are all symmetric with I12,opt

k = 0.

The proof can be found in Appendix B. From the definition
of the variable matrix Ik, we have I12k = |Ik|. Theorem 1
states that the solutions Iopt

k , k ∈ N conv
ac return zero values

for the current magnitude |Ik|, k ∈ Nac. Hence, they are
rank two. If we enforce problem (34) to return symmetric
rank one matrices Iopt

k , k ∈ N conv
ac with I12,opt

k ≥ 0, then we
can determine a correct solution for Wopt as well. Motivated
by the proof of Theorem 1, we introduce a penalty function
in problems (33) and (34) to obtain a modified ac-dc OPF
problem and its modified SDP relaxation form. The modified
ac-dc OPF problem is obtained as follows:

minimize
∑
k∈G

βk + ω
∑
k∈N

Tr{YkW} − ε
∑

k∈N conv
ac

I12k (35a)

subject to (18), and (21)−(32), (35b)
rank(Ik) = 1, ∀ k ∈ N conv

ac , (35c)
rank(W) = 1. (35d)

By relaxing the rank constraints (35c) and (35d), the mod-
ified SDP relaxation form of the ac-dc OPF is obtained as

minimize
∑
k∈G

βk + ω
∑
k∈N

Tr{YkW} − ε
∑

k∈N conv
ac

I12k (36a)

subject to (18), and (21)−(32), (36b)
Ik � 0, ∀ k ∈ N conv

ac , (36c)
W � 0, (36d)

where ε is a positive penalty coefficient. In problems (35)

and (36), we have used a penalty function to obtain rank
one solution matrices Iopt

k , k ∈ N conv
ac with I12,opt

k ≥ 0. The
feasible set in problems (33) and (35) are the same. However,
the solution to problem (35) is not the same as the solution to
problem (33) since their objective function are not the same.
Let fSDP,33

obj and fSDP,35
obj denote the optimal values for the

objective functions of problems (33) and (35), respectively. In
Appendix C, we show that the difference between the optimal
values fSDP,33

obj and fSDP,35
obj is bounded by

0 ≤ fSDP,35
obj − fSDP,33

obj ≤ εM, (37)

where

M = min

{ ∑
k∈N conv

ac

Imax
k ,

∑
k∈N conv

ac

(
I12,35k −

√
I22,34k

+ Imax
k

(√
1 +

bk
ckI

max
k

− 1

))}
, (38)

and I22,34k , k ∈ N conv
ac and I12,35k , k ∈ N conv

ac are the solutions
to problems (34) and (35), respectively. Inequality (37) implies
that the optimal value fSDP,35

obj obtained from problem (35)
may not be equal to the optimal value fSDP,33

obj obtained from
problem (33). However, if εM approaches zero, then the
difference between the optimal values fSDP,35

obj − fSDP,33
obj will

also approach zero. The value of M in (38) is small when
the number of converters in the system is small. In fact, the

value of I12,35k −
√

I22,34k , k ∈ N conv
ac is generally small. The

value of Imax
k

(√
1 + bk

ckI
max
k
− 1
)

is also small in practice. For
example, for a VSC with typical values of Imax

k = 1.0526
pu, ck = 0.0036 pu, and bk = 0.0037 pu [32], we have
Imax
k

(√
1 + bk

ckI
max
k
− 1
)

= 0.427 pu. In Theorem 2, we show
that the value of ε is small in practice. Besides, problems
(33) and (35) have the same feasible sets. Thus, the optimal
solution to problems (33) and (35) are approximately equal.
Let bmax denote the maximum value for coefficient bk among
all VSC stations in the system. Let cmax

1 , cmax
2 , and Pmax

G

denote the maximum value for ck1, ck2, and PGk
among

all generators k ∈ G, respectively. In the following theorem,
we give an approximation for ε to obtain rank one solution
matrices Iopt

k , k ∈ N conv
ac with I12,opt

k ≥ 0.

Theorem 2 To obtain rank one solution matrices Iopt
k , k ∈

N conv
ac to problem (36) with I12,opt

k ≥ 0, the penalty coefficient
ε can be approximated by

ε ≈ bmax (2cmax
2 Pmax

G + cmax
1 + ω) . (39)

The proof can be found in Appendix D. The value given in
(39) is generally not a tight approximation for the penalty
coefficient ε. In Section IV, we show that penalty coefficient
ε in (39) is a small number. Therefore, the difference between
the optimal values given in (37) is negligible. Problems (15)
and (33) are equivalent. Besides, problems (33) and (35)
are approximately equivalent. However, the relaxation gap
between problems (35) and (36) may not always be zero. In
the following theorem, we give a sufficient condition for zero
relaxation gap.



Fig. 3. The converter model in O and its approximated model in Oac.

Theorem 3 Let Wopt and Iopt
k , k ∈ N conv

ac be the solution to
problem (36). If the rank of Wopt is less than or equal to two,
and the rank of Iopt

k , k ∈ N conv
ac are all one, then the SDP

relaxation gap will be zero.

The proof can be found in Appendix E. The sufficient con-
dition in Theorem 3 is the generalized form of the sufficient
condition proposed in [12] for the ac OPF problem. In [12],
it is shown that the sufficient condition holds for practical ac
grids including the IEEE test systems. We approximate the
ac-dc grid by an ac grid. Then, we use the results in [12]
to show that the sufficient condition in Theorem 3 holds in
practical ac-dc grids as well. We approximate the ac-dc grid
O with an ac grid Oac. As shown in Fig. 3, the converter
between buses k ∈ N conv

ac and s ∈ N conv
dc is replaced by a small

resistor Rks (e.g., 10−5 pu). This resistor is used to maintain
the connectivity of the resistive part of the grid Oac. It also
implies that buses k ∈ N conv

ac and s ∈ N conv
dc have almost the

same voltage in Oac. We also connect a generator with only
reactive output power to the ac converter buses to model the
reactive compensation capability of the converters. Besides, a
dc grid in O is considered as an equivalent ac grid in Oac with
resistive lines and generators operating at unity power factor.

To formulate the OPF problem for the ac grid Oac, the
converter losses and the operating constraints imposed by the
converters will be removed. In Theorem 3, we relate the zero
relaxation gap in Oac to the zero relaxation gap in O.

Theorem 4 If Wopt is at most rank two for the ac OPF in
Oac, then it is at most rank two for the ac-dc OPF in O.

The proof can be found in Appendix F. Theorem 4 implies that
Wopt is at most rank two for practical ac-dc grids since an ac-
dc grid O can be approximated by an ac grid Oac, and Wopt is
rank two for practical ac grids [12]. By solving problem (36),
we can obtain solution matrices Wopt and Iopt

k , k ∈ N conv
ac ,

where Wopt is at most rank two and matrices Iopt
k , k ∈ N conv

ac
are all symmetric rank one with I12,opt

k ≥ 0. In Algorithm 1,
it is explained how to determine the vector of bus voltages
xopt and the vectors of injected currents iopt

k , k ∈ N conv
ac . The

steps in Algorithm 1 are derived from the proof of Theorem 3
in Appendix E. In Line 1, problem (36) is solved. In Line
2, if the solution matrices Wopt and Iopt

k , k ∈ N conv
ac to

problem (36) are all rank one, then in Line 3, we calculate
the nonzero eigenvalue ϕ with eigenvector ψ of Wopt. Going
to Line 9, we calculate the solutions as xopt =

√
ϕψ and

Iopt
k = iopt

k (iopt
k )T . In Line 4, if matrices Iopt

k , k ∈ N conv
ac are

all rank one, but matrix Wopt is rank two, then in Line 5, we
calculate two nonzero eigenvalues φ1 and φ2 of Wopt with the
corresponding eigenvectors ν1 and ν2. It can be shown that
the rank one matrix Wopt

1 =(φ1+φ2)ν1ν
T
1 is also the solution

of problem (36) [12]. In Line 6, matrix Wopt
1 is obtained. In

Algorithm 1 ac-dc OPF algorithm.
1: Solve problem (36).
2: If Wopt and I

opt
k , k ∈ N conv

ac are all rank one
3: Calculate the nonzero eigenvalue ϕ with eigenvector ψ of Wopt.
4: Else if Wopt is rank two and I

opt
k , k ∈ N conv

ac are rank one
5: Calculate two nonzero eigenvalues φ1 and φ2 with eigenvectors

ν1 and ν2 of Wopt.
6: Calculate the rank one matrix W

opt
1 =(φ1 + φ2)ν1νT

1 .
7: Calculate the nonzero eigenvalue ϕ with eigenvector ψ of Wopt

1 .
8: End if
9: Calculate the solution vectors xopt and i

opt
k , k ∈ N conv

ac from xopt =
√
ϕψ

and I
opt
k = i

opt
k (i

opt
k )T .

Line 7, we calculate the nonzero eigenvalue ϕ of Wopt
1 with

its corresponding eigenvector ψ. Then in Line 9, the solution
vector xopt can be obtained from xopt =

√
ϕψ. If the rank of

Wopt is greater than two, or at least one of the Iopt
k , k ∈ N conv

ac
is not rank one, then the relaxation gap may not be zero and the
proposed approach does not return the global solution to the
ac-dc OPF problem. Similar to [16], one may use a heuristic
method to enforce the low-rank solution of problem (36) to
become rank one or rank two. However, this is beyond the
scope of this paper.

IV. PERFORMANCE EVALUATION

In this section, we illustrate the performance of the SDP
approach for solving the ac-dc OPF problem. The test system
is shown in Fig. 4. The IEEE 118-bus test system is connected
to five off-shore wind farms at buses 7 and 9 via HVDC
lines. An ac-dc microgrid consisting of three PV systems is
connected to bus 5 via an ac-dc converter. Buses 5, 7, and
9 in the IEEE test system are connected to each other via
dc cables. The base power of the system is 100 MVA. The
data for the IEEE 118-bus test system can be found in [33].
The generators’ cost function coefficients can be found in
MATPOWER’s library [34]. The rated power of each VSC is
50 MVA. The data for the VSC stations in the grid’s per unit
system are given in Table I. The VSC losses parameters in
Table I are from [32] and converted to the grid’s per unit
system. The resistance of all HVDC lines is 0.06 pu. The
resistance of all dc cables is 0.001 pu. The maximum apparent
power flow through the HVDC lines and other transmission
lines is 1.1 pu. Unless stated otherwise, parameter mb is set to
0.5 and the maximum modulation factor ma is set to 1.05 [17].
The lower and upper bounds for voltage magnitudes are 0.9
pu and 1.1 pu, respectively. The active output power of the
wind farms connected to buses 132 to 135 are 10 MW. The
active output power of the wind farm connected to bus 125
is 50 MW. Wind farms can control the reactive power at
its grid connection point. In this study, the wind farms are
operating at unity power factor. For the ac-dc microgrid, the
output active power of each PV system is 5 MW, and the
active load in each dc bus is 20 MW. The active and reactive
loads in ac bus 164 are 20 MW and 20 MVAR, respectively.
Total active and reactive loads of the system are 4302 MW
and 1448 MVAR, respectively. The scaling coefficient ω in
the objective function (10) is set to 10 to jointly minimize
the total generation cost and total system losses. There are



Fig. 4. The IEEE 118-bus test system connected to five wind farms and one
ac-dc microgrid.

TABLE I
VSC STATION PARAMETERS WITH CONVERTER BUS k AND FILTER BUS f

VSC parameters (pu)

RTk
= 0.0005 XTk

= 0.0125 Bf = 0.2 Snom
Ck

= 0.5

RCk
= 0.00025 XCk

= 0.04 V max
k = 1.05 Imax

k = 1.0526

VSC losses data (pu)

ak = 0.00265 bk = 0.0037 ck = 0.0036

12 converters and the set of converter ac buses is N conv
ac =

{120, 123, 127, 130, 137, 140, 143, 146, 149, 152, 155, 165}.
We discuss the results obtained from Theorems 1 to 4 in

detail. To check the result of Theorem 1, we first solve problem
(34) by using CVX with SeDuMi solver in Matlab. As The-
orem 1 states, the matrices Iopt

k , k ∈ N conv
ac are all symmetric

and rank two with zero values for I12,opt
k . Hence, problem (34)

does not return a correct solution to the ac-dc OPF problem.
Then, we use a penalty function to obtain problems (35) and
(36). We solve problem (36). According to Theorem 2, the
appropriate value for the penalty factor ε can be determined
from (39). In the grid’s per unit system, we have bmax = 0.0037
pu, cmax

1 = 40 pu, cmax
2 = 0.02 pu, and Pmax

G = 5 pu. Hence,
ε = 0.1857 is obtained from (39). It returns symmetric rank
one matrices Iopt

k , k ∈ N conv
ac with positive values for I12,opt

k .
The optimal value of problem (36) is 1093.28 pu ($128,171
per hour). If the relaxation gap between problems (35) and (36)
is zero, then the optimal value of problems (35) and (36) are
equal. We use inequality (37) to determine the upper bound
for fSDP,35

obj − fSDP,33
obj . By solving problem (34), we obtain∑

k∈N conv
ac

(
I12,35k −

√
I22,34k

)
= 0.11 pu. According to (37),

for ε = 0.1857 and Imax
k = 1.0526 pu, the difference between

the optimal values fSDP,33
obj and fSDP,35

obj is at most 0.973 pu,
which is negligible compared with 1093.28 pu, the optimal
value of problem (35). Therefore, problems (33) and (35) are
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Fig. 5. The value of the upper bound εM in (37) for different values of
parameters bk , ck , Imax

k , k ∈ N conv
ac , and the scaling coefficient ω.

approximately equivalent, and the approximation is negligible.
To assess the approximation in solving the ac-dc OPF problem,
we obtain the value of the upper bound εM given in (37) for
different values of parameters bk, ck, Imax

k , k ∈ N conv
ac , and

the scaling coefficient ω. The results are given in Fig. 5. The
value of parameters bk and ck, k ∈ N conv

ac are changing from
50% to 200% of their assumed values in the simulation setup.
The value of Imax

k , k ∈ N conv
ac is changing from 1 pu to 1.1

pu. The value of the scaling coefficient ω is changing from 0
to 100, which is practical for the case study since coefficients
ck1, k ∈ G in (8) are about 40 pu. The results show that for
different values of bk, ck, Imax

k , k ∈ N conv
ac , and ω, the value

of εM is less than 3.5 pu, which is negligible compared with
the optimal value of problem (35). Therefore, the solutions to
problem (35) (or problem (36)) and the original ac-dc OPF
problem (33) can be treated as “approximately equal” for the
purpose of this paper.

By solving problem (36), we obtain a rank two matrix
Wopt with nonzero eigenvalues φ1 = φ2 = 8.831 and the
corresponding eigenvectors ν1 and ν2. According to Theo-
rem 3, when matrix Wopt is rank two, then the relaxation
gap between problems (35) and (36) is zero, and the global
optimal solution to the ac-dc OPF problem can be obtained
by using Algorithm 1. From Algorithm 1, the rank one matrix
Wopt

1 = (φ1 + φ2)ν1ν
T
1 is also the solution of problem (36).

Matrix Wopt
1 has one nonzero eigenvalue ϕ = 17.662 with

corresponding eigenvector ψ. The solution vector xopt is
obtained from xopt =

√
ϕψ. Fig. 6 shows the voltage profile

obtained by the proposed approach and MATPOWER. For
the purpose of comparison, we use the primal-dual interior
point (PDIP) algorithm using the Matlab interior point method
solver (MIPS) available in MATPOWER to obtain a solution to
the ac-dc OPF problem. We use the ac-dc OPF formulation
proposed in [32] to include constraints of the ac-dc network
into the MATPOWER. The objective function given in [32] for
the ac-dc OPF problem is replaced by (10). The constraint
for the converter dc voltage lower limit in [32] is replaced
by (5). The constraints given in [32] for the grid code of wind
farms’ connection are modified for unity power factor in our
simulation. The Jacobian and Hessian matrices in MATPOWER
are modified by adding the new variables for the VSCs and
the set of equality and inequality constraints imposed by the
converters. Unity voltage for all buses is assumed as the initial
point. Although MATPOWER can obtain a solution to the ac-dc
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Fig. 6. Voltage profile obtained from the SDP relaxation approach and the
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TABLE II
THE GENERATION COST AND SYSTEM LOSSES OBTAINED FROM SDP

RELAXATION APPROACH AND THE APPROACH PROPOSED IN [32] USING
MATPOWER WITH DIFFERENT SOLVERS.

Generation
cost ($/hr)

Total
losses (MW)

Converter
losses (MW)

Line
losses (MW)

SDP relaxation 128,171 73.12 6.28 66.84

MATPOWER
with MIPS 129,085 87.26 9.12 78.14

MATPOWER
with IPOPT 128,641 78.46 7.08 71.38

MATPOWER
with SNOPT 128,905 83.05 7.19 75.86

MATPOWER
with TSPOPF 129,516 91.38 9.41 81.97

OPF problem using the PDIP algorithm, it does not guarantee
the solution to be the global optimal. MATPOWER can also
use other OPF solvers such as TSPOPF [35] and a number
of modern solvers for convex optimization problems such as
IPOPT [36], SNOPT [37], [38]. Although these solvers are
well implemented, they can only guarantee convergence to a
local optimal solution of the ac-dc OPF problem. The system
generation cost and total system losses obtained from the SDP
relaxation approach and MATPOWER are given in Table II.
IPOPT returns the best sub-optimal solution. All other solvers
did not return a global optimal solution (the solution obtained
from the SDP relaxation technique). The total system losses
consist of two components: the transmission line and VSC
losses. From (3), the transmission line losses can be obtained
as Ploss−

∑
k∈N conv

ac

(
ak + bk|Ik|+ ck|Ik|2

)
, where the second

term is the converter losses.
The converter and transmission line losses obtained from

the SDP relaxation approach are given in Table II. Total
system losses are about 1.7% of the total load of the system.
Moreover, we can observe that the generation cost and total
system losses obtained from the SDP relaxation approach
are lower since the solution obtained from MATPOWER is a
local optimum. The VSC losses are about 8.6% of the total
system losses. It confirms that the VSC losses can add up
to a significant fraction of total system losses and have to
be included in the OPF problem. The Q-P characteristics of
the converters 1, 2, 3, 4, 11, and 12 in the VSC per unit
system are shown in Fig. 7. The nominal apparent power for
the converters is Snom

Ck
= 1 pu in the VSC’s per unit system.

From (5), the maximum reactive power that the converters
can absorb is 0.5 pu. Constraint (7) for the upper limit of
the injected reactive power is active for converters 1 and

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

Active power (pu)

R
ea
ct
iv
e
p
ow

er
(p
u
)

 

 

Converter 1

Converter 2

Converter 3

Converter 4

Converter 11

Converter 12

Reactive power
   lower limit

Fig. 7. Q-P characteristics of the converters 1, 2, 3, 4, 11, and 12.
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Fig. 8. Lagrange multipliers for ac-dc grid O and ac grid Oac.

11. That is, converters 1 and 11 are injecting reactive power
to the ac grid with maximum rate for voltage regulation.
Constraint (4) for the upper limit of the apparent power is
active for converter 3, since the generated active power by the
wind farms is flowing through this converter. Converters 2 and
4 are also absorbing the generated active power by the wind
farms. Converter 12 is injecting reactive power to meet the
load at bus 164.

To illustrate the results of Theorem 4, we have solved the
dual OPF problem defined in the proof of Theorem 4 in
Appendix F for O and Oac. The Lagrange multipliers are
shown in Fig. 8. As shown by dashed rectangles, instead of
λk, we have Lagrange multiplier θks associated with equality
constraint (30) for converter ac bus k ∈ N conv

ac and converter
dc bus s ∈ N conv

dc in the same VSC station. We observe that the
Lagrange multipliers λk in the ac-dc gridO are all positive and
greater than their corresponding Lagrange multiplier λk in the
ac grid Oac. It confirms Proposition F.2. Besides, Lagrange
multipliers θks are positive though they can be lower (e.g.,
in buses 120 to 123) or greater (e.g., in buses 155 and 156)
than their corresponding Lagrange multipliers in Oac. Hence,
the conditions given in the proof of Theorem 4 are satisfied.
For this case study, the running time of algorithm 1 was
about 40 seconds which is higher than the few seconds of
the running time for the well-implemented algorithms used
in MATPOWER. The number of variables of problem (36) is
quadratic with respect to the number of buses. Hence, the
computational cost of solving the SDP relaxation of the ac-dc
OPF problem grows rapidly with the size of the system. To
reduce the computational burden of SDP relaxation of large
OPF problems, different techniques have been proposed such
as exploiting sparsity in SDP relaxation [39], [40] and matrix



combination algorithm [41]. In our proposed approach, the
number of variables of the dual of ac-dc OPF formulated in
Appendix F is linear with respect to the number of buses. Thus,
solving the dual OPF can save computation time to determine
the solution of the OPF problem in large ac-dc grids.

V. CONCLUSION

In this paper, we studied the OPF problem for ac-dc grids.
The converter losses and the operating limits on the voltage
and current of the converters were modeled in the OPF
problem. The original problem was non-convex, which does
not guarantee a global optimal solution. Convex relaxation
techniques were used to obtain the SDP form of the ac-dc OPF
problem. An algorithm was given to determine the solution
to the original ac-dc OPF problem from its SDP form. We
provided a sufficient condition for zero relaxation gap that
guarantees the OPF algorithm to return the global optimal
solution. We also showed that the sufficient condition holds
for practical ac-dc grids. Simulation results on a modified
IEEE 118-bus test system confirmed that the zero relaxation
gap condition holds for the case study, and the SDP approach
enabled us to obtain the global optimal solution to the bus
voltages and the converters operating points in polynomial
time. For future work, we plan to extend the model by
considering other power electronic devices such as flexible ac
transmission system controllers. We also plan to address the
challenges of applying the proposed OPF solution approach
to large-scale ac-dc systems through the use of decomposition
techniques and distributed computations.

APPENDIX

A. The Proof of Constraint (28)

We first combine (12b) with constraint (7) and obtain

Im{VkI∗k}+QDk
≤ |BCk

|
(

(V max
k )

2 − V max
k |Vf |

)
. (40)

Substituting (16b) into (40), we obtain

Tr{ȲkW}+QDk
≤ |BCk

|
(

(V max
k )

2 − V max
k |Vf |

)
. (41)

We substitute ρk = −|BCk
| (V max

k )
2

+ QDk
and ξk =

(BCk
V max
k )

2 into (41). Taking the square of both sides, we
obtain (

Tr{ȲkW}+ ρk
)2 ≥ ξk|Vf |2. (42)

Substituting (16c) into (42), we obtain(
Tr{ȲkW}+ ρk

)2 ≥ ξkTr{MfW}. (43)

Thus, we have

Tr{ȲkW}2+2ρkTr{ȲkW}+ρ2k−ξkTr{MfW} ≥ 0. (44)

Substituting Ck = (2ρk+1)Ȳk−ξkMf into (44), we obtain

Tr{ȲkW}2 − Tr{ȲkW}+ ρ2k + Tr{CkW} ≥ 0. (45)

We multiply (45) by positive number Tr{ȲkW}2 to obtain

Tr{ȲkW}4 − Tr{ȲkW}3

+ Tr{ȲkW}2
(
ρ2k + Tr{CkW}

)
≥ 0.

(46)

The matrix form of (46) is given in (28). The proof is
completed. �

B. The Proof of Theorem 1

The solution matrices Iopt
k , k ∈ N conv

ac to problem (34)
are symmetric positive semidefinite. Hence, I12,opt

k = I21,opt
k ,

I22,opt
k ≥ 0 for k ∈ N conv

ac . However, we have I12,opt
k = 0.

In fact, for each k ∈ N conv
ac , the coefficient bk in (3) is

positive. Thus, a zero value for I12,opt
k reduces the VSC losses.

Therefore, it reduces the objective value of problem (34). By
solving problem (34), the value of I12,opt

k , k ∈ N conv
ac becomes

as low as possible to minimize the objective function. Matrix
Iopt
k , k ∈ N conv

ac is positive semidefinite and constraint (32)
holds. Thus, for each k ∈ N conv

ac , the lowest value that I12,opt
k

can take is I12,opt
k = 0. It is clear that the matrix Iopt

k , k ∈ N conv
ac

is rank two when I12,opt
k = 0. The proof is completed. �

C. The Proof of Inequality (37)

Let β33
k , k ∈ G, W33 and I33k , k ∈ N conv

ac denote the optimal
solutions to problem (33). Also, let β35

k , k ∈ G, W35 and
I35k , k ∈ N conv

ac denote the optimal solutions to problem (35).
Since β35

k , k ∈ G, W35 and I12,35k , k ∈ N conv
ac minimize the

objective function of problem (35), we have∑
k∈G

β35
k + ω

∑
k∈N

Tr{YkW
35} − ε

∑
k∈N conv

ac

I12,35k

≤
∑
k∈G

β33
k + ω

∑
k∈N

Tr{YkW
33} − ε

∑
k∈N conv

ac

I12,33k . (47)

Moreover, β33
k , k ∈ G and W33 minimize the objective

function of problem (33). Hence, we have∑
k∈G

β33
k + ω

∑
k∈N

Tr{YkW
33}

≤
∑
k∈G

β35
k + ω

∑
k∈N

Tr{YkW
35}. (48)

According to equation (20), we have fSDP,33
obj =∑

k∈G β
33
k + ω

∑
k∈N Tr{YkW

33} and fSDP,35
obj =∑

k∈G β
35
k + ω

∑
k∈N Tr{YkW

35}. Substituting fSDP,33
obj

and fSDP,35
obj into inequalities (47) and (48), we obtain

fSDP,35
obj − ε

∑
k∈N conv

ac

I12,35k ≤ fSDP,33
obj − ε

∑
k∈N conv

ac

I12,33k , (49a)

fSDP,33
obj ≤ fSDP,35

obj . (49b)

After rearranging the terms, inequality (49a) becomes

fSDP,35
obj − fSDP,33

obj ≤ ε
∑

k∈N conv
ac

(
I12,35k − I12,33k

)
. (50)

Inequality (49b) is equivalent to

0 ≤ fSDP,35
obj − fSDP,33

obj , (51)

which proves the left-hand side of (37). Moreover, converter
currents I12,33k and I12,35k for k ∈ N conv

ac are non-negative
and upper bounded by Imax

k . Therefore,
∑
k∈N conv

ac
I12,35k −



∑
k∈N conv

ac
I12,33k in the right-hand side of (50) is bounded by∑
k∈N conv

ac

(
I12,35k − I12,33k

)
≤

∑
k∈N conv

ac

Imax
k . (52)

By multiplying both sides of (52) by ε and substituting into
(50), we obtain

fSDP,35
obj − fSDP,33

obj ≤ ε
∑

k∈N conv
ac

Imax
k . (53)

The right-hand side of (52) is generally not a tight upper
bound for

∑
k∈N conv

ac

(
I12,35k − I12,33k

)
. The exact value of

I12,33k , k ∈ N conv
ac cannot be obtained since problem (33)

is difficult to be solved. However, one can solve problem
(34) and approximate I12,33k , k ∈ N conv

ac by the value of√
I22,34k , k ∈ N conv

ac , where I22,34k , k ∈ N conv
ac is the solution

to problem (34). We can show that the relaxation gap between
problem (33) with bk = 0, k ∈ N conv

ac and problem (34) is
zero. Condition bk = 0, k ∈ N conv

ac implies that the linear
losses (e.g., switching losses) in the converters are zero. Thus,
the losses in a VSC become lower. The losses in a VSC with
bk = 0 and current I22,34k is P conv

loss,k = ckI
22,34
k + ak. It should

be lower than the losses in a VSC with bk > 0 and current
I12,33k obtained from (3). Therefore, we have

ckI
22,34
k + ak ≤ ck(I12,33k )2 + bkI

12,33
k + ak, ∀ k ∈ N conv

ac .
(54)

Hence, we obtain

I22,34k ≤ (I12,33k )2 +
bk
ck

I12,33k , ∀ k ∈ N conv
ac . (55)

We take the square root of both sides of (55). Then, we
subtract both sides by I12,33k . For all k ∈ N conv

ac , we obtain√
I22,34k − I12,33k ≤

√
(I12,33k )2 +

bk
ck

I12,33k − I12,33k . (56)

The right-hand side of (56),
√

(I12,33k )2 + bk
ck

I12,33k −I12,33k ,

is an increasing function of I12,33k . For all k ∈ N conv
ac , we have√

(I12,33k )2 +
bk
ck

I12,33k − I12,33k ≤ Imax
k

(√
1 +

bk
ckI

max
k

− 1

)
.

(57)

Substituting (57) into (56), we obtain√
I22,34k − I12,33k ≤ Imax

k

(√
1 +

bk
ckI

max
k

− 1

)
,∀ k ∈ N conv

ac .

(58)

We add I12,35k to the both sides of (58). After rearranging
the terms, for all k ∈ N conv

ac , we obtain

I12,35k − I12,33k ≤ I12,35k −
√

I22,34k +Imax
k

(√
1 +

bk
ckI

max
k

−1

)
.

(59)

Substituting (59) into (50), we have

fSDP,35
obj − fSDP,33

obj ≤ ε
∑

k∈N conv
ac

(
I12,35k −

√
I22,34k

+ Imax
k

(√
1 +

bk
ckI

max
k

−1

))
.

(60)

The upper bound in (37) is obtained from (53) and (60).
The proof is completed. �

D. The Proof of Theorem 2

We use the penalty function in the objective function of
problem (36) to obtain rank one solution matrices Iopt

k , k ∈
N conv

ac with positive value for I12,opt
k . By changing the value of

I12,opt
k , k ∈ N conv

ac from zero to positive, the total losses of the
system will increase by approximately

∑
k∈N conv

ac
bkI

12,opt
k . The

increase in the losses results in increasing the total generation
level. Let P 0

Gk
denote the generated power of the generator in

bus k ∈ G when I12,opt
k is zero for all k ∈ N conv

ac . Let P+
Gk

denote the generated power of the generator in bus k ∈ G
when I12,opt

k is positive for all k ∈ N conv
ac . Let ∆fk and ∆Cgen

denote the change in the generation cost of the generator in bus
k ∈ G and the total generation cost of the system, respectively.
If the generation level for generator k ∈ G increases from P 0

Gk

to P+
Gk

, then the value of ∆fk can be approximated as

∆fk ≈
(
2ck2P

0
Gk

+ ck1
) (
P+
Gk
− P 0

Gk

)
. (61)

The term 2ck2P
0
Gk

+ ck1 in (61) is the marginal cost for the
generator in bus k ∈ G with generation level P 0

Gk
. The value

of ∆Cgen is

∆Cgen =
∑
k∈G

∆fk

≈
∑
k∈G

(
2ck2P

0
Gk

+ ck1
) (
P+
Gk
− P 0

Gk

)
. (62)

Substituting cmax
1 , cmax

2 , and Pmax
G into (62) for all generators

k ∈ G, we obtain

∆Cgen ≤ (2cmax
2 Pmax

G + cmax
1 )

∑
k∈G

(
P+
Gk
− P 0

Gk

)
. (63)

The increase in the generation level of the generators
is due to the increase in the losses. Hence, we have∑
k∈G

(
P+
Gk
− P 0

Gk

)
=
∑
k∈N conv

ac
bkI

12,opt
k and we obtain

∆Cgen ≤ (2cmax
2 Pmax

G + cmax
1 )

∑
k∈N conv

ac

bkI
12,opt
k . (64)

Substituting bmax into (64), we obtain

∆Cgen ≤ bmax (2cmax
2 Pmax

G + cmax
1 )

∑
k∈N conv

ac

I12,opt
k . (65)

Let ∆fobj denote the change in the objective value of prob-
lem (34) when the value of I12,opt

k , k ∈ N conv
ac changes from

zero to a positive number. The objective function fobj includes
the total generation cost and the total system losses. When the
value of I12,opt

k , k ∈ N conv
ac changes from zero to positive, the



system losses will increase by at most bmax∑
k∈N conv

ac
I12,opt
k .

Therefore, from (65), we have

∆fobj ≤ bmax (2cmax
2 Pmax

G + cmax
1 + ω)

∑
k∈N conv

ac

I12,opt
k . (66)

To obtain rank one solution matrices Iopt
k , k ∈ N conv

ac with
positive value for I12,opt

k , it is sufficient that the penalty
function ε

(∑
k∈N conv

ac
I12,opt
k

)
be greater than the change in the

objective function ∆fobj. Therefore, the penalty coefficient ε
can be approximated by

ε ≈ bmax (2cmax
2 Pmax

G + cmax
1 + ω) . (67)

The proof is completed. �

E. The Proof of Theorem 3

If the solution matrices Wopt and Iopt
k , k ∈ N conv

ac to
problem (36) are all rank one, then Wopt = xopt(xopt)T

and Iopt
k = iopt

k (iopt
k )T . Thus, the relaxation gap is zero. If

Iopt
k , k ∈ N conv

ac are all rank one, but Wopt is rank two,
then Wopt has two nonzero eigenvalues φ1 and φ2 with
corresponding eigenvectors ν1 and ν2. It can be shown that
the rank one matrix Wopt

1 =(φ1+φ2)ν1ν
T
1 is also the solution

of the OPF problem [12]. Matrix Wopt
1 has only one nonzero

eigenvalue ϕ with corresponding eigenvector ψ. Then, the
solution vector xopt can be obtained from xopt =

√
ϕψ. If

the rank of Wopt is greater than two, or at least one of the
matrices Iopt

k , k ∈ N conv
ac is not rank one, then the relaxation

gap may not be zero. The proof is completed. �

F. The Proof of Theorem 4

For the sake of convenience, we rewrite the modified ac-dc
OPF problem (35) again as follows:

minimize
∑
k∈G

βk + ω
∑
k∈N

Tr{YkW} − ε
∑

k∈N conv
ac

I12k (68a)

subject to (18), and (21)−(32), (68b)
rank(Ik) = 1, ∀ k ∈ N conv

ac , (68c)
rank(W) = 1. (68d)

We consider the dual problem of problem (68). We define
the dual variables. Let λk, γ

k
, and µ

k
denote the Lagrange

multipliers associated with the lower inequalities in (21), (22),
and (23), respectively. Let λk, γk, and µk denote the Lagrange
multipliers associated with the upper inequalities in (21), (22),
and (23), respectively. For each transmission line (l,m) ∈ L,
the matrix

Rlm =

 r1lm r2lm r3lm
r2lm r4lm r5lm
r3lm r5lm r6lm


is the Lagrange multiplier associated with the matrix inequality
(25). For each generator bus k ∈ G, the matrix

Rk =

[
1 r1k
r1k r2k

]
is the Lagrange multiplier for the matrix inequality (18).

λk, γk, and µk are defined as follows:

λk =

{
λk − λk + ck1+ 2

√
ck2r

1
k, if k ∈ G

λk − λk, otherwise,

γk = γk − γk,
µk = µk − µk.
Let X denote the set of all multipliers λk, λk, γ

k
, γk, µ

k
,

and µk. Also, let R denote the set of all Lagrange multipliers
Rlm and Rk.

For each converter connected to ac bus k ∈ N conv
ac and

dc bus s ∈ N conv
dc , let ηks and θks denote the Lagrange

multipliers associated with inequality (26) and equality (30),
respectively. For each bus k ∈ N conv

ac , let ϑk and υk denote
the Lagrange multipliers associated with inequalities (27) and
(32), respectively. For each ac bus k ∈ N conv

ac and filter bus
f ∈ Nac in a VSC station, let σkf denote the Lagrange
multiplier associated with equality (31). Also, the matrix

Tkf =


t1kf t2kf t3kf t4kf
t2kf t5kf t6kf t7kf
t3kf t6kf t8kf t9kf
t4kf t7kf t9kf t10kf


is the Lagrange multiplier associated with the matrix inequality
(28). For each converter ac bus k ∈ N conv

ac , the matrix

Tk =

 t1k t2k t3k
t2k t4k t5k
t3k t5k t6k


is the Lagrange multiplier associated with the matrix inequality
(29). Let T denote the set of all Lagrange multipliers ηks, θks,
ϑk, υk, σkf , Tkf , and Tk.

We define an affine function h(X,R, T ) as follows:

h(X,R, T ) =∑
k∈N\N conv

(
λkP

min
Gk
− λkPmax

Gk
+ λkPDk

+ γ
k
Qmin
Gk
− γkQmax

Gk

+ γkQDk
+ µ

k

(
V min
k

)2 − µk (V max
k )

2
)

+
∑
k∈G

(
ck0 − r2k

)
−
∑

(l,m)∈L

(
Smax
lm r1lm + r4lm +r6lm

)
+

∑
k∈N conv

ac

(
(2t2k + θks)PDk

+ 2t3kQDk
− ρ2kt1kf − t10kf − t4k− t6k

)
−

∑
k∈N conv

ac

ϑkmbS
nom
Ck

+
∑

s∈N conv
dc

(θksPDs) . (69)

Furthermore, we define the function

A(X,R, T ) =∑
k∈N\N conv

(
λkYk + γkȲk + µkMk

)
+

∑
(l,m)∈L

(
2r2lmYlm

+ 2r3lmȲlm

)
+

∑
k∈N conv

ac

(
(2t2k + θks)Yk + (

√
2t2kf +

√
2t3kf

+ 2t4kf + t5kf + 2
√

2t7kf + t8kf + 2t3k − ϑk)Ȳk − t1kfCk

+
(
ηks−(Imax

k )
2
t1k
)
Mk

)
+
∑

s∈N conv
dc

(
θksYs−m2

aηksMs

)
. (70)



In (69) and (70), the converter ac bus k ∈ N conv
ac , the converter

dc bus s ∈ N conv
dc and the filter bus f ∈ Nac are in the

same VSC station. Hence, we only use index k in the fifth
summation of (69) and the third summation of (70).

Also, we define the following affine function for converter
ac bus k ∈ N conv

ac , converter dc bus s ∈ N conv
dc , and filter bus

f ∈ Nac in the same VSC station

Bk(X) =
1

2

[
0 ε+ υk

ε+ υk 2σkf

]
+ θksSk. (71)

Consider the dual of the ac-dc OPF problem as follows:

maximize
X,R,T

h(X,R, T ) (72a)

subject to A(X,R, T ) � 0, (72b)
Bk(X) � 0, ∀ k ∈ N conv

ac (72c)
Rlm � 0, ∀ (l,m) ∈ L (72d)
Rk � 0, ∀ k ∈ G (72e)
Tkf � 0, ∀ k ∈ N conv

ac , ∀f ∈ Nac (72f)
Tk � 0, ∀ k ∈ N conv

ac (72g)

λk, λk, γk, γk, µk, µk ≥ 0 ∀ k ∈ N (72h)

ηks, ϑk ≥ 0 ∀ k ∈ N conv
ac , ∀s ∈ N conv

dc . (72i)

Problem (72) is the dual of problem (68). We can show that
problem (72) is also the dual of problem (36) and strong dual-
ity holds between these optimization problems. Furthermore,
the matrix W in problem (36) is the Lagrange multiplier
associated with the inequality constraint (72b). Besides, for
every k ∈ N conv

ac , the matrix Ik is the Lagrange multiplier as-
sociated with inequality (72c). Let (Xopt, Ropt, T opt) denote the
solution to problem (72). From the complementary slackness
in Karush-Kuhn-Tucker (KKT) conditions, we obtain

Tr{A(Xopt, Ropt, T opt)Wopt} = 0, (73a)

Tr{Bk(Xopt)Iopt
k } = 0, ∀ k ∈ N conv

ac . (73b)

From (73a) and (73b), the orthogonal eigenvectors of Wopt and
Iopt
k , k ∈ N conv

ac belong to the null space of A(Xopt, Ropt, T opt)
and Bk(Xopt), k ∈ N conv

ac , respectively [12]. Thus, if matrix
A(Xopt, Ropt, T opt) has a zero eigenvalue of multiplicity two,
then matrix Wopt is at most rank 2. If matrix Bk(Xopt), k ∈
N conv

ac has one zero eigenvalue, then matrix Iopt
k , k ∈ N conv

ac is
also rank one. Proposition F.1 summarizes the obtained result
for an ac-dc grid O.

Proposition F.1 The solution matrix Wopt to problem (36)
is at most rank 2 if the solution matrix A(Xopt, Ropt, T opt) to
problem (72) has a zero eigenvalue of multiplicity two.

In [12], it is shown that the Proposition F.1 remains valid for
the ac grid Oac. In the ac grid Oac, the constraints imposed by
the converters are removed. Hence, the Lagrange multipliers in
set T will be removed from the affine functions defined in (69)
and (70). Besides, we do not require to define functions Bk(X)
in (71). Consequently, for the ac grid Oac, function h(X,R, T )
and matrix A(X,R, T ) will be replaced by function h(X,R)
and matrix A(X,R), respectively. The dual OPF problem
will be simplified to an optimization problem with objective
function h(X,R) and constraints (72b), (72d), (72e), and

(72h). Details can be found in [12]. Let (Xopt, Ropt) denote the
solution to the dual OPF problem in the ac grid Oac. Then, the
solution matrix Wopt to the SDP relaxation form of the ac OPF
problem is at most rank 2 if the solution matrix A(Xopt, Ropt)
to the dual of the ac OPF problem has a zero eigenvalue of
multiplicity two [12]. We use this fact to prove Theorem 4.

It is sufficient to show that the solution matrix
A(Xopt, Ropt, T opt) to the dual OPF problem in the ac-dc grid
O has a zero eigenvalue of multiplicity two if the solution
matrix A(Xopt, Ropt) to the dual OPF problem in the ac grid
Oac has a zero eigenvalue of multiplicity two.

Consider the dual OPF problem in the ac grid Oac. The so-
lution matrix A(Xopt, Ropt) has a simple structure as follows:

A(Xopt, Ropt) =
1

2

[
H1(X

opt, Ropt) H2(X
opt, Ropt)

−H2(X
opt, Ropt) H1(X

opt, Ropt)

]
, (74)

where H1(Xopt, Ropt) and H2(Xopt, Ropt) are symmetric real
matrices. Consider matrix H1(Xopt, Ropt). Let Ylm denote the
entry (l,m) of admittance matrix Y . The off-diagonal entry
(l,m) ∈ L of H1(Xopt, Ropt) can be obtained as

H1(Xopt, Ropt)lm = Re{Ylm}(λl + λm + 2r2lm)

− Im{Ylm}(γl + γm + 2r3lm). (75)

In [12], it is shown that the smallest eigenvalue of
A(Xopt, Ropt) is zero if two conditions are satisfied. First, the
graph of the resistive part of the grid is connected. That is,
there exists a connected path between all two buses in the
graph of the resistive part of the grid. Second, the off-diagonal
entries of H1(Xopt, Ropt) are non-positive and the entries of
matrix H2(Xopt, Ropt) are sufficiently smaller than the entries
of H1(Xopt, Ropt). For a practical ac grid with connected
resistive part, the off-diagonal entries of H1(Xopt, Ropt) are
non-positive because Re{Ylm}, (l,m) ∈ L is non-positive
and Im{Ylm}, (l,m) ∈ L is non-negative. Furthermore, the
Lagrange multipliers λk, k ∈ N are positive and γk, k ∈ N
are small as compared with λk, k ∈ N . Similarly, we can
obtain the entries of matrix H2(Xopt, Ropt) and show that the
entries of this matrix are sufficiently smaller than the entries of
matrix H1(Xopt, Ropt). Consequently, the smallest eigenvalue
of A(Xopt, Ropt) is zero. The structure of A(Xopt, Ropt) guar-
antees that its smallest eigenvalue has multiplicity of two [12].

Now, consider the dual OPF problem in the ac-dc grid O.
Matrix A(Xopt, Ropt, T opt) has a similar structure to (74). That
is, there exist symmetric real matrices H1(Xopt, Ropt, T opt) and
H2(Xopt, Ropt, T opt), for which we have

A(Xopt, Ropt, T opt) =

1

2

[
H1(Xopt, Ropt, T opt) H2(Xopt, Ropt, T opt)
−H2(Xopt, Ropt, T opt) H1(Xopt, Ropt, T opt)

]
. (76)

Again, the smallest eigenvalue of A(Xopt, Ropt, T opt) is zero
if the graph of the resistive part of the grid is connected
and the off-diagonal entries of H1(Xopt, Ropt, T opt) are non-
positive, as well as the entries of matrix H2(Xopt, Ropt, T opt)
are sufficiently smaller than the entries of H1(Xopt, Ropt, T opt).
In the ac-dc grid O, the converter buses are not connected
to each other directly. To make the graph of the resistive
part of the ac-dc grid O, we add a large resistance (e.g.,



105 pu) between the converter ac bus k ∈ N conv
ac and dc bus

s ∈ N conv
dc in the same VSC station. Since the added resistance

is sufficiently large, the converter buses k and s will have
independent voltage magnitudes as before. The grids O and
Oac are different in the constraints imposed by the converters
in buses f ∈ Nac, k ∈ N conv

ac and s ∈ N conv
dc . Moreover, in

the ac-dc grid O, the converter losses are included in the
total losses of the system. Therefore, at the global optimal
solution to the OPF problem, the generation levels in O will
be higher than the generation levels in Oac to compensate the
higher losses in the ac-dc grid. Thus, the optimal value of
the objective function in O is greater than the optimal value
of the objective function in Oac. The Lagrange multipliers
λk, k ∈ N\N conv measure the rate of increase of the objective
function at the optimal point as the corresponding constraint
is relaxed. Consequently, we have the following proposition.

Proposition F.2 The Lagrange multipliers λk, k ∈ N \N conv

in the ac-dc grid O are greater than or equal to their
corresponding Lagrange multipliers in Oac.

If the off-diagonal entries of H1(Xopt, Ropt) for ac grid
Oac are non-positive, then the off-diagonal entries (l,m) ∈
L, l,m ∈ N \ N conv of H1(Xopt, Ropt, T opt) for ac-dc
grid O remain non-positive. The other off-diagonal entries of
H1(Xopt, Ropt, T opt) can be obtained as follows:

For k ∈ N conv
ac and s ∈ N conv

dc , we have

H1(Xopt, Ropt, T opt)ks = Re{Yks}(2θks). (77)

For (f, k) ∈ L, f ∈ Nac, and k ∈ N conv
ac , we have

H1(Xopt, Ropt, T opt)fk = (78)

Re{Yfk}(λf + 2r2kf + 2t2k + 2θks)− Im{Ykf}
(√

2t2kf

+
√

2t3kf + 2t4kf + t5kf + 2
√

2t7kf + t8kf + 2t3k − ϑk + λ̄f

+ 2r3kf − (2ρk + 1)t1kf
)
. (79)

For (s,m) ∈ L, s ∈ N conv
dc , and m ∈ N \ N conv, we have

H1(Xopt, Ropt, T opt)sm = Re{Ysm}(2r2sm + 2θks + λm).
(80)

For practical ac-dc grids, θks is non-negative since over
satisfaction of the active loads PDs and PDk

in converter buses
leads to higher losses and generation levels in the system.
Furthermore, λf , f ∈ Nac and λm, m ∈ N\N conv are positive
in the ac-dc grid O since they are greater than or equal to their
corresponding Lagrange multipliers in Oac (Proposition F.2)
and they are positive in Oac. Entry t1kf is positive since matrix
Tk is positive semidefinite. ρk = −|BCk

| (V max
k )

2
+ QDk

is
a large negative number. Therefore, (2ρk + 1)t1kf is a nega-
tive number. Other Lagrange multipliers associated with the
inequality constraints are positive. Other Lagrange multipliers
associated with the equality constraints can be either positive
or negative. If they are negative, they have small values
compared with the value of (2ρk + 1)t1kf , λf , λm, and θks.
Consequently, the off-diagonal entries of H1(Xopt, Ropt, T opt)
for the ac-dc grid O are non-positive. Similarly, we can show
that the entries of matrix H2(Xopt, Ropt, T opt) are sufficiently
smaller than the entries of H1(Xopt, Ropt, T opt) for the ac-

dc grid O. Therefore, matrix A(Xopt, Ropt, T opt) has a zero
eigenvalue of multiplicity two for the ac-dc grid O, and Wopt

is at most rank two. The proof is completed. �
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