
Joint Resource Block Allocation and Beamforming
with Mixed-Numerology for eMBB and URLLC

Use Cases
Zihuan Wang and Vincent W.S. Wong

Department of Electrical and Computer Engineering, The University of British Columbia, Vancouver, Canada
email: {zihuanwang, vincentw}@ece.ubc.ca

Abstract—Mixed-numerology has been proposed in the Third
Generation Partnership Project (3GPP) standard for the fifth
generation (5G) wireless networks, where flexible subcarrier
spacing (SCS) can be applied to support uses cases with different
quality-of-service (QoS) requirements. In this paper, we study
the joint design of resource block allocation and beamforming
with mixed-numerology for enhanced mobile broadband (eMBB)
and ultra-reliable low-latency communications (URLLC) use
cases. We consider multiple multi-antenna base stations (BSs)
cooperatively provide services to the users. By using beamform-
ing, inter-user interference can be mitigated and a resource
block can be utilized by more than one user. Short packet
transmission is considered for URLLC users to satisfy their low-
latency requirements. We formulate a mixed-integer nonlinear
programming problem to maximize the aggregate throughput
of eMBB users while guaranteeing the throughput, reliability,
and latency requirements of URLLC users. We propose a low-
complexity algorithm, which leverages fractional programming
and successive convex approximation (SCA), to obtain the solu-
tions. Simulation results show that our proposed algorithm can
improve the aggregate eMBB throughput by 30% compared with
the fixed-numerology based approach.

I. INTRODUCTION

Wireless networks are evolving quickly due to the ever-
increasing traffic and growing number of devices. The fifth
generation (5G) wireless networks are targeting to support
various applications with diverse quality of service (QoS)
requirements of throughput, latency, and reliability. Three use
cases have been identified in 5G networks, which are the
enhanced mobile broadband (eMBB), ultra-reliable and low-
latency communications (URLLC), and massive machine-type
communications (mMTC) [1].

Different approaches have been proposed in the literature to
support eMBB and URLLC use cases in 5G networks (e.g.,
[2]-[4]). Network slicing has been utilized to dynamically
allocate resources to eMBB and URLLC slices [2] and [3]. In
order to achieve low-latency of URLLC services, one approach
is to reduce the number of symbols to be transmitted to
URLLC users, e.g., by using mini-slots transmission instead of
the whole transmission time interval (TTI). The URLLC and
eMBB services can then be multiplexed through preemption
and puncturing [4]. However, with puncturing, transmission of
URLLC packets may occupy the resources for eMBB services.
This approach may lead to a throughput reduction of eMBB
services.

Recently, mixed-numerology, which supports various sub-
carrier spacings (SCSs), has been proposed and standardized
in the Third Generation Partnership Project (3GPP) standard-
ization body [5]. In this way, different types of use cases have
different TTIs and SCSs. A numerology refers to SCS and
cyclic prefix (CP) overhead. In Long Term Evolution (LTE)
systems, fixed-numerology of 15 kHz SCS and 1.0 ms TTI is
utilized and applied to all resource blocks. The 5G New Radio
(NR) uses mixed-numerology and supports scalable symbol
durations. The SCS values are defined as 15× 2µ kHz, where
µ ∈ {0, 1, 2, 3, 4, 5}. The symbol length, including CP of 15
kHz SCS, is equal to the sum of 2µ symbols of the 15 × 2µ

kHz SCS. Then, the QoS requirements of different use cases
can be satisfied by using proper numerologies.

The design of resource block allocation using mixed-
numerology is crucial when different types of use cases coexist
in 5G networks. In [6], an iterative resource allocation algo-
rithm based on Lagrange duality is proposed to maximize the
total throughput of different type of services. In [7], an integer
linear programming problem is formulated to maximize the
number of scheduled users. The problem is solved by using
resource partitioning and iterative greedy algorithms. A deep
Q-learning algorithm is proposed in [8] to support flexible
numerology. In [9], a joint transmission power and resource
block allocation scheme with mixed-numerology is proposed
to minimize the transmit power at the base station (BS) while
satisfying different QoS requirements. In [10], an algorithm to
support eMBB and URLLC services with mixed-numerology
is proposed to maximize the energy efficiency.

The aforementioned works [6]-[10] consider single-input
single-output (SISO) communications, and each resource
block is only assigned to one user. In this paper, we consider
multiple multi-antenna BSs cooperatively provide services to
users through beamforming. The use of beamforming can
improve the throughput and enable the resource blocks to be
utilized by multiple users. The contributions of this paper are
summarized as follows:
• We consider a wireless communications system with

multiple BSs cooperatively serving eMBB and URLLC
users by using different numerologies. Short packet trans-
mission is considered for URLLC use cases. We aim
to maximize the aggregate throughput of eMBB users
while guaranteeing the throughput, reliability, and latency
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Fig. 1. A wireless system with three BSs cooperatively serving eMBB and
URLLC users.

requirements of URLLC users.
• We formulate the problem as a mixed-integer nonlinear

programming problem. The formulated problem is non-
convex and difficult to solve due to the consideration
of short packet transmission for URLLC users and the
inter-user interference in the objective function. To tackle
these issues, we propose a suboptimal solution with
polynomial computational complexity, which leverages
fractional programming and successive convex approx-
imation (SCA) techniques.

• Simulation results show that our proposed algorithm with
mixed-numerology can improve the aggregate throughput
of eMBB users by 30% when compared with the fixed-
numerology based approach. Moreover, when the URLLC
latency becomes more stringent, our proposed algorithm
results in a lower throughput reduction than the fixed-
numerology approach.

The rest of this paper is organized as follows. The system
model and problem formulation are presented in Section II.
In Section III, we present the proposed algorithm based on
fractional programming and SCA to solve the formulated
problem. Performance evaluation is presented in Section IV.
Finally, conclusions are drawn in Section V.

In this paper, we use boldface lower case letters and bold-
face upper case letters to denote vectors and matrices, respec-
tively. (·)∗, (·)T , and (·)H are used to denote the conjugate,
transpose, and conjugate transpose operations, respectively.
CN denotes the set of N dimensional vectors with complex
entries. We use |A| to denote the cardinality of set A. Re{·}
is used to extract the real part of a complex number.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider downlink transmission in a wireless commu-
nications system, where multiple BSs cooperatively serve the
eMBB users and URLLC users, as shown in Fig. 1. Each BS is
equipped with Nt antennas and each user has a single antenna.
Let M, Ke, and Ku denote the sets of BSs, eMBB users, and
URLLC users, respectively. We use K to denote the set of all
users. We have K = Ke∪Ku and Ke∩Ku = ∅. Let M = |M|,
Ke = |Ke|, and Ku = |Ku| denote the number of BSs, number
of eMBB users, and number of URLLC users, respectively.

The BSs serve the users by using beamforming based
on the time-frequency resources with mixed-numerology. We
consider three types of numerologies, i.e., numerology-0 with
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Fig. 2. Resource block allocation with mixed-numerology.

SCS of 15 kHz, numerology-1 with SCS of 30 kHz, and
numerology-2 with SCS of 60 kHz. Fig. 2 shows a resource
grid with total bandwidth of W and time duration of T .
Each resource element has a bandwidth of β = 180 kHz
in the frequency axis and τ = 0.125 ms in the time axis.
Each resource block contains 12 consecutive subcarriers. The
bandwidths of resource block for numerology-0, 1, and 2 are
given by 180 kHz, 360 kHz, and 720 kHz, respectively. Their
corresponding TTI durations are 0.5 ms, 0.25 ms, and 0.125
ms, respectively. In this case, each resource block contains
N = 4 resource elements. Let T0 = {t0,1, . . . , t0,Tτ −N+1}
and W0 = {w0,1, . . . , w0,Wβ

} denote the time and frequency
index sets of the resource blocks using numerology-0 (i.e.,
yellow rectangles in Fig. 2). Note that T

τ − N + 1 and W
β

are the total number of indices in the time axis and fre-
quency axis for numerology-0, respectively. Similarly, let T1 =
{t1,1, . . . , t1,Tτ −N2 +1} and W1 = {w1,1, . . . , w1,Wβ −

N
2 +1}

denote the index sets of time-frequency resource blocks
using numerology-1 (i.e., green rectangles in Fig. 2). Let
T2 = {t2,1, . . . , t2,Tτ } and W2 = {w2,1, . . . , w2,Wβ −N+1}
denote the index sets of time-frequency resource blocks using
numerology-2 (i.e., blue rectangles in Fig. 2). We define T
andW as the sets of all resource blocks in the time-frequency
dimension. We have T = T0∪T1∪T2 andW =W0∪W1∪W2.

For t ∈ T and w ∈ W , we introduce a binary variable
x(t,w) ∈ {0, 1} to indicate whether resource block (t, w) is
utilized. If resource block (t, w) is being used, then x(t,w)

is equal to 1. Otherwise x(t,w) is equal to 0. We use I =
{(i, j) | i = 1, . . . , T/τ, j = 1, . . . ,W/β} to denote the
set of all resource elements. To map each resource block
(t, w) with its resource element (i, j), we introduce binary
constant y(t,w)

(i,j) , which is equal to 1 if resource block (t, w)

includes resource element (i, j) ∈ I. Otherwise y(t,w)
(i,j) = 0.

For example in Fig. 2, for resource block (t0,1, w0,1) which
includes resource elements {(1, 1), (1, 2), (1, 3), (1, 4)}, we
have y(t0,1,w0,1)

(1,1) = y
(t0,1,w0,1)

(1,2) = y
(t0,1,w0,1)

(1,3) = y
(t0,1,w0,1)

(1,4) = 1.
For other elements (i, j) ∈ I \ {(1, 1), (1, 2), (1, 3), (1, 4)},
we have y

(t0,1,w0,1)

(i,j) = 0. Note that some resource blocks
may contain the same resource elements (e.g., resource blocks
(t0,1, w0,1), (t1,1, w1,1), (t2,1, w2,1)). To ensure that the allo-
cated resource blocks do not overlap with each other, i.e., each



resource element is not occupied more than once, we require∑
t∈T

∑
w∈W x(t,w)y

(t,w)
(i,j) ≤ 1, (i, j) ∈ I.

The channel gain between user k and BS m using resource
block (t, w) is denoted as h

(t,w)
k,m ∈ CNt . Let v

(t,w)
k,m ∈ CNt

denote the beamforming vector from BS m to user k using
resource block (t, w). The signal-to-interference-plus-noise
ratio (SINR) of user k on resource block (t, w) is given by

γ
(t,w)
k =

|
∑M
m=1(h

(t,w)
k,m )Hv

(t,w)
k,m |2∑

l∈K\{k} |
∑M
m=1(h

(t,w)
k,m )Hv

(t,w)
l,m |2 + (σ

(t,w)
k )2

,

k ∈ K, t ∈ T , w ∈ W, (1)

where (σ
(t,w)
k )2 represents the noise power of user k using

resource block (t, w).
For eMBB users, the achievable throughput of user k ∈ Ke

can be expressed as follows:

Re,k =
∑
t∈T

∑
w∈W

x(t,w)β(t,w)τ (t,w) log2

(
1 + γ

(t,w)
k

)
, (2)

where β(t,w) and τ (t,w) are the bandwidth and time duration
of resource block (t, w), respectively.

For URLLC service, packets are typically very short in order
to achieve low latency, which also makes transmission errors
unavoidable. To capture the reliability and throughput perfor-
mance of URLLC users, we consider the finite blocklength
coding [11]. Let L denote the length of a codeword block.
The throughput of user k ∈ Ku is given by

Ru,k =
∑
t∈T

∑
w∈W

x(t,w)β(t,w)τ (t,w)

(
log2

(
1 + γ

(t,w)
k

)
− Q−1(ε) log2 e√

L
G

(t,w)
k

)
, (3)

where Q−1(·) is the inverse of the Gaussian Q-function and
ε is the transmission error probability. G(t,w)

k is the channel
dispersion of user k on resource block (t, w) and is given by:

G
(t,w)
k =

√
1− (1 + γ

(t,w)
k )−2, k ∈ K, t ∈ T , w ∈ W. (4)

In this paper, we aim to maximize the aggregate throughput
of eMBB users while guaranteeing the throughput, reliability,
and latency of URLLC users. The problem can be formulated
as follows:

maximize
x(t,w),v

(t,w)
k,m

k∈K,m∈M,t∈T ,w∈W

∑
k∈Ke

αe,kRe,k (5a)

subject to x(t,w) ∈ {0, 1}, t ∈ T , w ∈ W (5b)∑
t∈T

∑
w∈W

x(t,w)y
(t,w)
(i,j) ≤ 1, (i, j) ∈ I (5c)

‖v(t,w)
k,m ‖ = 0, ∀t > Tmax/τ −N + 1, t ∈ T0,

∀t > Tmax/τ −N/2 + 1, t ∈ T1,
∀t > Tmax/τ, t ∈ T2,
k ∈ Ku, w ∈ W,m ∈M (5d)

Ru,k ≥ Rmin, k ∈ Ku (5e)

TABLE I
SUMMARY OF NOTATIONS

Symbol Definition
M / M Set of BSs / Number of BSs
Ke / Ke Set of eMBB users / Number of eMBB users
Ku / Ku Set of URLLC users / Number of URLLC users
K Set of all the users
Nt Number of antennas at each BS
T Total time duration
W Total bandwidth
τ Time duration of a resource element
β Bandwidth of a resource element
N Number of resource elements in each resource block
L Length of a codeword block
T Set of time index of resource block
W Set of band index of resource block
Rmin Minimum throughput requirement of URLLC users
Pmax Maximum power at each BS
Tmax Maximum tolerated latency of URLLC users∑

k∈K

∑
t∈T

∑
w∈W

‖v(t,w)
k,m ‖

2 ≤ Pmax, m ∈M. (5f)

Constraint (5c) guarantees that the allocated resource blocks
should not overlap with each other. Constraint (5d) is the
latency requirement of URLLC users. The URLLC data pack-
ets for user k should be transmitted within Tmax duration.
Constraint (5e) represents the minimum throughput of URLLC
users. Note that this throughput requirement will also guar-
antee the reliability (i.e., transmission error probability) of
URLLC users [12]. Constraint (5f) corresponds to the total
power constraint at each BS. The definitions of notations are
summarized in Table I.

Problem (5) is a nonconvex problem due to the binary
constraint (5b), as well as the non-convexity of the SINR
expression in Re,k and Ru,k. In the next section, we pro-
pose a suboptimal algorithm with polynomial computational
complexity, which uses fractional programming and SCA
approaches, to solve the formulated problem.

III. PROPOSED ALGORITHM

For simplicity of representation, we define beamforming
vector v

(t,w)
k ∈ CMNt for user k using resource block (t, w)

as

v
(t,w)
k = [(v

(t,w)
k,1 )T · · · (v(t,w)

k,m )T · · · (v(t,w)
k,M )T ]T , (6)

which combines the beamformer from all BSs to user k.
Similarly, we define channel vector h(t,w)

k ∈ CMNt as

h
(t,w)
k = [(h

(t,w)
k,1 )T · · · (h(t,w)

k,m )T · · · (h(t,w)
k,M )T ]T . (7)

Then, the SINR expression in (1) can be rewritten as

γ
(t,w)
k =

|(h(t,w)
k )Hv

(t,w)
k |2∑

l∈K\{k} |(h
(t,w)
k )Hv

(t,w)
l |2 + (σ

(t,w)
k )2

. (8)

Notice that in the objective function (5a) and constraint
(5e), the throughput expression contains the product operation
between variables x(t,w) and v

(t,w)
k , which makes the problem



to be nonconvex. To tackle this issue, we introduce the
following constraints:

0 ≤ ‖Emv
(t,w)
k ‖2 ≤ x(t,w)Pmax,

k ∈ K,m ∈M, t ∈ T , w ∈ W, (9)

where matrix Em of dimension Nt×NtM is a shaping matrix.
It extracts the m-th subvector in v

(t,w)
k , i.e., the beamformer

from BS m. By introducing constraint (9), problem (5) can be
reformulated as:

maximize
x(t,w),v

(t,w)
k

k∈K,t∈T ,w∈W

∑
k∈Ke

αe,kR̂e,k (10a)

subject to ‖v(t,w)
k ‖ = 0, ∀t > Tmax/τ −N + 1, t ∈ T0,

∀t > Tmax/τ −N/2 + 1, t ∈ T1,
∀t > Tmax/τ, t ∈ T2,
k ∈ Ku, w ∈ W (10b)

R̂u,k ≥ Rmin, k ∈ Ku (10c)∑
k∈K

∑
t∈T

∑
w∈W

‖Emv
(t,w)
k ‖2 ≤ Pmax,m ∈M (10d)

constraints (5b), (5c), and (9).

The expressions R̂e,k and R̂u,k are given as follows:

R̂e,k =
∑
t∈T

∑
w∈W

β(t,w)τ (t,w) log2

(
1 + γ

(t,w)
k

)
, k ∈ Ke (11)

R̂u,k =
∑
t∈T

∑
w∈W

β(t,w)τ (t,w)

(
log2

(
1 + γ

(t,w)
k

)
− Q−1(ε) log2 e√

L
G

(t,w)
k

)
, k ∈ Ku. (12)

Furthermore, we introduce a set of auxiliary variables c(t,w)
k

to URLLC user k ∈ Ku using resource block (t, w), in order
to bound the SINR:

0 ≤ c(t,w)
k ≤ γ(t,w)

k , k ∈ Ku, t ∈ T , w ∈ W. (13)

Let vector ck = (c
(t,w)
k , t ∈ T , w ∈ W). We define g(ck) as

g(ck) =
∑
t∈T

∑
w∈W β(t,w)τ (t,w)

(
log2

(
1 + c

(t,w)
k

)
−

Q−1(ε) log2 e√
L

√
1− (1 + c

(t,w)
k )−2

)
, k ∈ Ku. (14)

Then, we can reformulate problem (10) as:

maximize
x(t,w),v

(t,w)
k ,c

(t,w)
k

k∈K,t∈T ,w∈W

∑
k∈Ke

αe,kR̂e,k (15a)

subject to g(ck) ≥ Rmin, k ∈ Ku (15b)
constraints (5b), (5c), (9), (10b), (10d), (13).

Problem (15) is still difficult to solve due to the non-convexity
of the SINR term in the objective function and constraint (13),
the non-convexity of g(ck) in constraint (15b), as well as the
binary constraint (5b). We propose to tackle these issues by us-
ing fractional programming and SCA approaches. In particular,
we first relax the binary constraint, and transform the SINR

term into a convex term based on fractional programming.
The problem can be reformulated as a difference of convex
(DC) programming problem. Then, the nonconvex parts are
approximated as convex terms using SCA technique.

To handle the binary constraint (5b), we relax it into 0 ≤
x(t,w) ≤ 1, t ∈ T , w ∈ W , and introduce a penalty term to
the objective function. We have

maximize
x(t,w),v

(t,w)
k ,c

(t,w)
k

k∈K,t∈T ,w∈W

∑
k∈Ke

αe,kR̂e,k

− λ
∑
t∈T

∑
w∈W

(
x(t,w) − (x(t,w))2

)
(16a)

subject to 0 ≤ x(t,w) ≤ 1, t ∈ T , w ∈ W (16b)
constraints (5c), (9), (10b), (10d), (13), (15b),

where λ is a positive penalty coefficient. By using frac-
tional programming [13] and introducing an auxiliary variable
{z(t,w)
k , k ∈ K, t ∈ T , w ∈ W}, we can transform γ

(t,w)
k

into a convex expression with respect to the beamformer
vector v

(t,w)
k . Let v = (v

(t,w)
k , k ∈ K, t ∈ T , w ∈ W) and

z = (z
(t,w)
k , k ∈ K, t ∈ T , w ∈ W). The problem can be

reformulated as follows:

maximize
x(t,w),v

(t,w)
k ,c

(t,w)
k ,z

(t,w)
k

k∈K,t∈T ,w∈W

f(v, z)

− λ
∑
t∈T

∑
w∈W

(
x(t,w) − (x(t,w))2

)
(17a)

subject to 0 ≤ c(t,w)
k ≤ Γ

(t,w)
k , k ∈ Ku, t ∈ T , w ∈ W

(17b)
constraints (5c), (9), (10b), (10d), (15b), (16b).

The objective function f(v, z) is defined as follows:

f(v, z) =
∑
k∈Ke

αe,k

∑
t∈T

∑
w∈W

β(t,w)τ (t,w) log2

(
1 + Γ

(t,w)
k

)
,

(18)
and Γ

(t,w)
k is given by

Γ
(t,w)
k = 2Re

{
(z

(t,w)
k )∗(h

(t,w)
k )Hv

(t,w)
k

}
−|z(t,w)

k |2
 ∑
l∈K\{k}

|(h(t,w)
k )Hv

(t,w)
l |2 + (σ

(t,w)
k )2

 .(19)

The optimal solution of z(t,w)
k can be found in closed form

[13], which leads to the equivalence between SINR and Γ
(t,w)
k :

z
(t,w)
k =

(h
(t,w)
k )Hv

(t,w)
k∑

l∈K\{k} |(h
(t,w)
k )Hv

(t,w)
l |2 + (σ

(t,w)
k )2

. (20)

Remark 1. To verify this transformation from problem (16)
to (17), we can prove that the two problems achieve the same
objective value by substituting (20) into (19), which leads to
the equivalence of problems (16) and (17) [13].

The optimization variables in problem (17) can be updated
iteratively. When {x(t,w),v

(t,w)
k , c

(t,w)
k } are fixed, the optimal

z
(t,w)
k is given by (20). When z

(t,w)
k is fixed, the solution



to {x(t,w),v
(t,w)
k , c

(t,w)
k } can be determined by solving the

following problem:

maximize
x(t,w),v

(t,w)
k ,c

(t,w)
k

k∈K,t∈T ,w∈W

f(v, z)− λ
∑
t∈T

∑
w∈W

(
x(t,w) − (x(t,w))2

)
(21a)

subject to constraints (5c), (9), (10b), (10d), (15b), (16b),
and (17b),

Problem (21) is a DC programming problem, where both
the objective function and constraint (15b) are difference
of convex functions. We can apply SCA to approximate
the nonconvex terms by using Taylor series, and solve the
reformulated convex problem through an iterative procedure.

Specifically, for the objective function (21a), we denote
the nonconvex penalty term associated with variable x =
(x(t,w), t ∈ T , w ∈ W) as function p(x):

p(x) = λ
∑
t∈T

∑
w∈W

(
x(t,w) − (x(t,w))2

)
. (22)

By employing SCA, we can determine the first-order approx-
imation of function p(x). In the j-th iteration, we have

p(x) ≤ p(x(j)) +∇p(x(j))T (x− x(j))

= λ
∑
t∈T

∑
w∈W

(
x(t,w),(j) − (x(t,w),(j))2

+ (1− 2x(t,w),(j))(x(t,w) − x(t,w),(j))
)

, p(j)(x). (23)

For the expression g(ck) in constraint (15b), we have

g(ck) ≤ g(c
(j)
k ) +∇g(c

(j)
k )T (ck − c

(j)
k )

=
∑
t∈T

∑
w∈W

β(t,w)

{
log2

(
1 + c

(t,w)
k

)
− Q−1(ε) log2 e√

N

[√
1−

(
1 + c

(t,w),(j)
k

)−2

+

(
1 + c

(t,w),(j)
k

)−3
√

1−
(

1 + c
(t,w),(j)
k

)−2 (c(t,w)
k − c(t,w),(j)

k

)]}

, g(j)(ck), k ∈ Ku. (24)

By substituting (23) and (24) into problem (21), we can obtain
the following convex problem to be solved in the j-th iteration:

maximize
x(t,w),v

(t,w)
k ,c

(t,w)
k

k∈K,t∈T ,w∈W

f(v, z)− p(j)(x) (25a)

subject to g(j)(ck) ≥ Rmin, k ∈ Ku (25b)
constraints (5c), (9), (10b), (10d), (16b), (17b).

Problem (25) is a convex optimization problem and can be
solved by using solvers such as CVX. In order to obtain a
feasible initialization which satifies the URLLC throughput
requirement (25b), we propose to penalize the objective of
problem (25) when constraint (25b) is violated. Problem (25)

Algorithm 1 Proposed Algorithm for Resource Block Alloca-
tion and Beamforming Design

1: Initialize the variables x(0), v(0), c(0), z(0).
2: Initialize the thresholds δ1 and δ2.
3: Set i := 0.
4: repeat
5: i := i+ 1.
6: Update z(i) based on equation (20).
7: Set j := 0.
8: repeat
9: j := j + 1.

10: Solve problem (26) with fixed z to obtain the updated
{x(j), v(j), c(j)}.

11: until ‖x(j)−x(j−1)‖+‖v(j)−v(j−1)‖+‖c(j)−c(j−1)‖ ≤ δ1.
12: until ‖z(i) − z(i−1)‖ ≤ δ2.
13: Output: x, v, c, z.

can be rewritten as

maximize
sk,k∈Ku;x(t,w),v

(t,w)
k

c
(t,w)
k

,k∈K,t∈T ,w∈W

f(v, z)− p(j)(x)− ξ
∑
k∈Ku

sk (26a)

subject to g(j)(ck) + sk ≥ Rmin, k ∈ Ku (26b)
sk ≥ 0, k ∈ Ku (26c)
constraints (5c), (9), (10b), (10d), (16b), (17b),

where ξ is a penalty coefficient and {sk, k ∈ Ku} are the
slack variables. Problem (26) can be solved iteratively until
convergence in polynomial time. Note that problem (26) is
equivalent to problem (25) if feasible solutions exist and sk =
0, for all k ∈ Ku.

The proposed resource allocation algorithm is summarized
in Algorithm 1. We denote c = (c

(t,w)
k , k ∈ K, t ∈ T , w ∈

W). The computational complexity of the proposed algorithm
is dominated by the calculation of {x(j),v(j), c(j)}, i.e.,
Step 10 of Algorithm 1. Step 10 solves a convex optimiza-
tion problem with computational complexity in the order of
O
(
I1I2(|T ||W|(Ke +Ku)M)4N3

t )
)

[12], where I1 and I2
are the number of iterations for the outer and inner loops in
Algorithm 1, respectively.

IV. PERFORMANCE EVALUATION

In this section, we present simulation results to evaluate
the performance of the proposed algorithm. We consider there
are M = 3 BSs, located in an area with radius 0.5 km.
The BSs are located in the middle of the coverage area.
The distance between a pair of BSs is the same. Users are
randomly distributed within the coverage area. Each BS is
equipped with Nt = 8 antennas. The path-loss is set as
L(dk,m) = 128.1+37.6 log(dk,m), where dk,m is the distance
between user k and BS m. The small-scale fading between
each BS and user follows an independent and identically
Rayleigh distribution (i.e., CN (0, 1)). We set the maximum BS
transmit power Pmax and the noise power density as 45 dBm
and −174 dBm/Hz, respectively. Similar to [6] and [10], we
consider the radio resource with total bandwidth W = 2160
kHz and time duration T = 1.5 ms, where the size of the
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Fig. 3. Aggregate throughput of eMBB users versus the number of eMBB
users Ke (Ku = Ke, Pmax = 45 dBm, and Rmin = 500 kbps).
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Fig. 4. Aggregate throughput of eMBB users versus the minimum throughput
requirement of URLLC users Rmin (Ku = Ke = 6, Pmax = 45 dBm).

resource grid is 12× 12. We set the weights αe,k and αu,k to
be equal to 1. The penalty weights are set as follows: λ = 5000
and ξ = 1000.

In Fig. 3, we show the aggregate throughput of eMBB users
versus the number of eMBB users. We set the number of
URLLC users to be equal to the number of eMBB users, i.e.,
Ku = Ke. We set the minimum throughput requirement of
URLLC users Rmin to be 500 kbps. We consider the latency
requirements to be Tmax = {0.5, 0.75, 1} ms. We include the
fixed-numerology with SCS of 15 kHz used in LTE system
for performance comparison. Results in Fig. 3 show that the
proposed mixed-numerology approach has more performance
advantages when there are more users in the system or the
URLLC latency requirement becomes more stringent. When
Ke = Ku = 10, our proposed algorithm can improve the
aggregate eMBB throughput by 30% compared with the fixed-
numerology approach.

Fig. 4 shows the aggregate throughput of eMBB users
versus the minimum throughput requirement of URLLC users
Rmin. The number of eMBB and URLLC users are set
as Ke = Ku = 6. When Rmin increases, the aggregate
eMBB throughput is reduced. Our proposed algorithm still
outperforms the fixed-numerology approach. This performance
advantage is brought by the flexibility of mixed-numerology.
The proposed algorithm with mixed-numerology has more

choices in selecting the resource blocks to improve the
eMBB throughput while guaranteeing the QoS requirements
of URLLC users.

V. CONCLUSION

In this paper, we investigated the joint beamforming and re-
source block allocation with mixed-numerology for eMBB and
URLLC services. We formulated a mixed-integer nonlinear
problem which aims at maximizing the aggregate throughput
of eMBB users while guaranteeing the latency, reliability, and
throughput requirements of URLLC users. The formulated
problem is nonconvex due to the inter-user interference and
the short packet transmission of URLLC users. To solve
this nonconvex problem, we proposed a suboptimal solution
with polynomial complexity by using fractional programming
and SCA techniques. We compared the simulation results of
the proposed algorithm with the fixed-numerology approach.
Results showed that the proposed algorithm can improve the
aggregate eMBB throughput by 30% when compared with the
fixed-numerology based approach. For future work, we will
consider multi-antenna at the user side and include mMTC
use case in the problem formulation.
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