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Abstract— Random linear network coding (RLNC) can im-
prove the reliability of end-to-end communication in the presence
of erasure channels. In RLNC with intra-session coding, an in-
termediate node creates coded packets by combining the packets
of various sources destined for a destination. Each transmitted
packet contains information of multiple sources. In this paper,
we study the decoding delay of RLNC with intra-session coding
for a line network with S sources and a destination. Given the
generation size K, we show that the expected decoding delay is
upper-bounded by

�
η2K log(S) +Kη1 + η, where η, η1, η2 are

constants. The analytical results are validated via simulations.
We also compare the results with the case where intra-session
coding is not used.

I. INTRODUCTION

Network coding can achieve the packet-level capacity of
unicast and multicast sessions in wireless networks in the
presence of lossy links [1], [2]. In random linear network

coding (RLNC), the source groups the packets into blocks
called generations. The intermediate nodes store the packets
received from one generation. The source and intermediate
nodes transmit a new packet by choosing the random coeffi-
cients from a Galois field and linearly combining the stored
packets using these coefficients. The source and intermediate
nodes transmit packets of a generation until the destination
can fully decode all the packets of that generation. The time
between sending the first packet of a generation by the source
and the decoding time of a generation at the destination is
called the decoding delay.

The decoding delay of network coding over line networks
with erasure channels is first studied in [3]. Different coding
schemes are presented and the delays are compared. It is
shown that for a two-hop line network with identical erasure
probabilities α, the decoding delay is equal to K/α+O(

√
K),

where K is the generation size. The delay analysis of RLNC
for a unicast session on line networks is presented in [4].
When the erasure probability of various links is different, the
decoding delay mainly depends on the link with the minimum
erasure probability. For a two parallel multihop line network,
results in [5] show that the delay gap between network coding
and routing is unbounded as the generation size increases.
The work in [6] presents an upper bound on the expected
decoding delay, which is a constant plus the generation size
divided by the max-flow min-cut of the relay network. RLNC
for time division duplexing line networks with unicast session
is studied in [7]. The source transmits packets consecutively

and then waits for the destination to announce how many more
packets it requires for decoding. In order to reduce power
consumption, there is an optimal number of packets to be
transmitted before waiting for the feedback.

The decoding delay of line networks with a pair of source
and destination with multiple intermediate nodes has been
studied in the literature (e.g., [3]–[5], [7]). In some appli-
cations, a subset of these intermediate nodes can also be
sources with data to be sent to the same destination. As an
example, in wireless mesh networks (e.g., [8]), all the wireless
mesh routers have data to be transmitted to the same gateway
(destination). In this paper, we consider a line topology where
there is one destination and all other nodes are sources. This
topology can be extended to the case where only a subset of
intermediate nodes are sources.

For a network with multiple sources (or flows), RLNC with

intra-session coding refers to the case that an intermediate
node performs coding operations on the packets of its upstream
flows destined for the destination [9]. A transmitted packet
contains information of all upstream sources. In this paper,
we study the decoding delay of RLNC with intra-session
coding and derive an upper bound on the decoding delay. The
contributions of our paper are as follows:

• For RLNC with intra-session coding, we show that the
expected decoding delay for a line network with S

sources and generation size K is upper-bounded by�
η2K log(S) +Kη1 + η, where η, η1, η2 are constants.

• The analytical models are validated via simulations. Re-
sults show that as the number of sources S increases on
the line, the difference between the decoding delay of
RLNC with and without intra-session coding increases
without bound.

Our work is different from the previous works in various
aspects. In [4] and [7], a single source and destination pair
is considered, whereas our work consider multiple sources. In
[7], the line network is half-duplex, whereas our work study
the full-duplex scenario. In [6], the decoding delay for multiple
parallel line networks between a source and destination is
determined. In this paper, we consider the multihop scenario
and study the benefit of using intra-session coding.

The rest of this paper is organized as follows: The system
model is presented in Section II. In Section III, we present the
decoding delay model for RLNC with intra-session coding.
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Fig. 1. A line network with S sources and destination d.

Performance evaluation and comparisons are presented in
Section IV. Conclusions are given in Section V.

II. SYSTEM MODEL

We consider a line network1 with S source nodes and one
destination d as shown in Fig. 1. Each source s ∈ {1, . . . , S}
also forwards the packets of other sources with lower indices
(i.e., sources 1, 2, . . . , (s − 1)) towards the destination d.
Source s has one outgoing link with node s + 1 as its
downstream neighbor. We assume that the packet generation
rate for each source is one packet per second. Since source s

forwards packets of sources 1, . . . , (s−1) as well, its aggregate
sending rate is s packets per second. We assume that the
capacity of each link is higher than the aggregate sending rate.

For RLNC with intra-session coding, packets of various
flows towards the destination d are combined at the intermedi-
ate nodes. The intermediate nodes store the received packets
of different flows in a single buffer. The coded packets are
created by combining packets of various flows and each packet
transmitted by node s contains information of all the sources
in set {1, . . . , s}.

The flux of innovative packets from source s to destination d

can be modeled as a queueing system [10]. Each intermediate
node can be considered as a server while innovative packets
are customers traveling from servers with queues on a tandem.
We notice that this queue is different from the actual buffer
of the node which stores the received packets. To distinguish
this queue from the buffer of node s, we call it the virtual

queue of node s. The size of the virtual queue is increased
by one when node s receives an innovative packet. A packet
is serviced by the virtual queue of node s and is dequeued
when node s successfully transmits an innovative packet to
node s+1. We notice that the packet is not removed from the
actual buffer of node s. The size of the virtual queue of node
s at time t is the difference between the number of packets
with independent encoding vectors at the buffers of node s

and downstream node s+ 1.

III. DECODING DELAY ANALYSIS

When RLNC with intra-session coding is employed, each
intermediate source node keeps a shared buffer for different
flows towards the destination. Hence, each node has only one
virtual queue. Node s transmits coded packets periodically
from its buffer at a rate of s packets per second. The time inter-
val between two consecutive packet transmissions is 1/s. The
packet transmission is independent of receiving new packets.
We assume that the packet success probability of the outgoing
link of source s, which is denoted as αs, is given. Since

1We notice that in case of using single path routing in a mesh network, the
data path from various sources to the destinations are line networks.

various packet transmissions over link s experience erasure
independently with probability 1− αs, the time between two
consecutive successful packet transmissions for node s is the
time between two packet transmissions (i.e., 1/s) multiplied
by a random variable which follows a geometric distribution.
The time between two successful packet transmissions of node
s is the service time for the virtual queue of node s.

All the sources start transmission of one generation at time
0, with the size of the virtual queue for all the sources being
K. Let τ s denote the time at which node s transmits its last
innovative packet (i.e., the sKth innovative packet). Consider
node s has successfully transmitted us ∈ {sK, sK + 1, . . .}
packets up to time τ s. Time τ s can be written as τ s =�us

j=1 νj , where νj is the time interval between the (j − 1)th
and jth successful packet transmission of node s. Random
variable νj follows a geometric distribution. sK transmissions
out of us successful packet transmissions contain innovative
information for node s + 1. Let Us denote the set of time
intervals which precedes an innovative packet transmission.

Us = {νj | j = 1, . . . , us, and
jth transmitted packet is innovative} . (1)

The total time which takes source node s to transmit sK

innovative packets is the summation of the members of set Us.
Let ζs denote this summation (i.e., ζs =

�
j∈Us

νj). Since νj

is the product of a geometric random variable and 1/s, ζs is
the summation of sK independent geometric random variables
with parameters αs multiplied by 1/s. The summation of sK
independent geometric random variables with parameter αs

constructs a negative binomial distribution with parameters sK
and αs. Thus, for i = sK, sK + 1, sK + 2, . . ., we have

P {ζs = i/s} =
� i−1
sK−1

�
(1− αs)

i−sK
αsK
s . (2)

For the line network with S sources, the time that the Sth
source node transmits the last innovative packet, τS , is the
decoding delay of the system. Time τS can be written in a
recursive manner using two different equations. First, τS can
be written as the summation of τS−1 and the time node S

requires to transmit the remaining packets in its virtual queue
when it receives the last innovative packet at time τS−1. Let
nS denote the number of packets in the virtual queue of source
S at time τS−1. The time it takes node S to successfully
transmit nS packets is the product of 1/S (i.e., the time
between two packet transmissions) and the number of packet
transmissions needed to successfully transmit nS packets. Let
t(nS) denote the number of packet transmissions needed to
successfully transmit nS packets. t(nS) is a negative binomial
random variable with parameters nS and αS . Therefore, we
have τS = τS−1 + t(nS)/S.

In the second approach for deriving τS , we use the equation
τS =

�uS

j=1 νj . The decoding delay τS can be expressed as
the summation of two terms

τ
S =

�

j∈US

νj +
�

j∈ŪS

νj , where ŪS = {1, . . . , uS}\US . (3)



In (3), the second term
�

j∈ŪS
νj is the portion of time

within τS that node s transmits packets without innovative
information. Let cS denote the number of successful packet
transmissions of node S up to time τS which do not have
innovative information.

�
j∈ŪS

νj is the time node S spends
on transmitting cS packets. The time it takes node S to
successfully transmit cS packets is the product of the time
between two packet transmissions 1/S and the number of
packet transmissions which is a negative binomial random
variable with parameters cS and αS . Let t(cS) denote this
random variable. t(cS) times 1/S denotes the time node S

requires to transmit cS packets (i.e., t(cS)/S =
�

j∈ŪS
νj).

Therefore, τS = ζS + t(cS)/S. Using the two equations
derived for τS , one can obtain

τ
S = ζS + t(cS)

S = τS−1 + t(nS)
S

= max
�
ζS , τS−1

�
+min

�
t(cS)
S ,

t(nS)
S

�
. (4)

A similar equation can be written for τS−1 as

τ
S−1 = max

�
ζS−1, τ

S−2
�
+min

�
t(cS−1)

S − 1
,
t(nS−1)

S − 1

�
.

When we substitute τS−1 to (4), we obtain

τ
S = ζS + t(cS)

S

= ζS−1 +
t(cS−1)
S−1 + t(nS)

S

= τS−2 + t(nS−1)
S−1 + t(nS)

S . (5)

If τS−2 is substituted to (5) accordingly and it is continued
until it reaches source 1, one can write τS as

τ
S = max {ζS , ζS−1, . . . , ζ1}+ gS , (6)

where

gS =
t(cγ)

γ
+

S�

s=γ+1

t(ns)

s
, and γ = arg max {ζS , ζS−1, . . . , ζ1}

(7)
To find the expected value of the decoding delay, we need to
determine E[gS ] and E[max {ζS , ζS−1, . . . , ζ1}]. The follow-
ing lemma presents an upper bound on E[gS ].

Lemma 1: The expectation of gS is upper-bounded by a
constant, which is independent of S and K.

Proof: Using equation (7), one can obtain

E[gS ]=E
�
t(cγ)

γ

�
+ E

�
S�

s=γ+1

t(ns)

s

�

=Eγ

�Ecγ |γ [t(cγ)]

γ

�
+Eγ

�
S�

s=γ+1

Ens|γ [t(ns)]

s

�
, (8)

where Eγ is the expectation with respect to random variable γ.
Ecγ |γ and Ens|γ are the conditional expectations with respect
to random variables cγ and ns, given γ, respectively. The
expectation of t(ns) is equal to E[ns]/αs. Note that ns denotes
the number of packets in the virtual queue of node s at time
τ s−1. Since ζγ > ζs for s = γ + 1, . . . , S, the virtual queues

of the nodes γ + 1, . . . , S are in the steady state mode2. This
guarantees that E[ns] is constant for s = γ+1, . . . , S. Let Fs

denote the expectation of t(ns) in this case. Then we have

Eγ

��S
s=γ+1

Ens|γ [t(ns)]
s

�
= Eγ

��S
s=γ+1

Fs
s

�
(9)

On the other hand, since ζγ > ζγ−1, the rate at which node
γ receives innovative packets is higher than the rate at which
it sends innovation packets. Therefore, the virtual queue of
node γ does not reach a steady state until it receives the last
innovative packet. Recall that cγ denotes the number of times a
successfully transmitted packet by node γ does not have new
information. This is equal to the number of times a packet
transmitted when the virtual queue of node γ is empty. If we
model the size of the virtual queue of node γ with a Markov
chain, then cγ is the number of times this Markov chain visits
state 0. Since this queue is unstable, state 0 is a transient state
and the number of times the Markov chain visits state zero is
upper-bounded. Let Dγ denote the expectation of t(cγ) when
the queue is unstable. Therefore, we have

Eγ

�Ecγ |γ [t(cγ)]

γ

�
= Eγ

�
Dγ

γ

�
. (10)

Let η denote the upper bound on all values of Fs and Dγ .
Using equations (9) and (10), equation (8) can be written as

E[gS ] = Eγ

�
Dγ

γ

�
+ Eγ

��S
s=γ+1

Fs
s

�
< ηEγ

��S
s=γ

1
s

�
.

Since we have no information about the success probabilities,
the probability that γ = i is equal to 1/S for i ∈ {1, . . . , S}.
This results in Eγ

��S
s=γ

1
s

�
= 1 and E[gS ] < η.

Next, we present the derivation of an upper bound for
E[max {ζS , ζS−1, . . . , ζ1}]. The probability distribution func-
tion of ζs is given in (2). ζs is the product of 1/s and a random
variable with negative binomial distribution with parameters
sK and αs. The probability distribution function of random
variable ζs can be approximated with a normal distribution
and we have

ζs ≈ N
�

K
αs

,
K(1−αs)

sα2
s

�
. (11)

If αs is not small and for large values of K, then the
approximation in (11) is accurate enough to derive the upper-
bound. In the rest of the paper, we use the approximation of
ζs as ζs. The following theorem presents an upper bound for
the expectation of max {ζS , ζS−1, . . . , ζ1}.

Theorem 1: Using the approximation in (11), the expecta-
tion of max {ζS , ζS−1, . . . , ζ1} is upper-bounded by η1K +
η2

�
K log(S), where η1 and η2 are constants.
Proof: Equation (11) provides a normal approximation

for variable ζs. Consider another random variable ζ̃s, which
is a normal random variable with mean K/αmin and variance
K(1 − αmin)/(α2

min), where αmin = min{α1, . . . , αS}. The
difference between two normal random variables ζs and ζ̃s,

2A queue reaches the steady state if its average input rate is less than the
service rate of the queue. Otherwise, the queue is unstable.



which is then normalized by the generation size K, is also a
normal random variable. That is,

ζ̃s − ζs

K
∼ N

�
1

αmin
− 1

αs
,

1

Ks

�
1− αmin

α2
min

+
1− αs

α2
s

��
.

For the normalized difference of random variables, the mean
is always greater than one while for large values of K, the
variance approaches zero. Therefore, for large values of K,
the probability that ζ̃s is greater than ζs approaches one.
Therefore, we have

max {ζS , ζS−1, . . . , ζ1} ≤ max
�
ζ̃S , ζ̃S−1, . . . , ζ̃1

�
. (12)

Let random variable YS = max
�
ζ̃S , ζ̃S−1, . . . , ζ̃1

�
. YS is

the maximum of S normal random variables with identical
mean µ = K/αmin and variance σ2 = K(1−αmin)/α2

min. Let
F−1(.) denote the inverse of the cumulative distribution func-
tion (CDF) of the normal random variable. Then, F−1(U1/S)
is distributed as YS [11], where U is a uniform (0, 1) random
variable. We exploit the fact that eP is a uniform (0, 1)
random variable when P is an exponential random variable
with parameter 1 [11]. Using Taylor series expansion for eP ,
we obtain

YS ∼ F
−1(U1/S) = F

−1(eP/S) ≈ F
−1

�
1− P

S
+

P 2

2S2

�
.

The inverse of the CDF of a normal random variable can be
written using the inverse of error function as F−1(x) = µ +
σ
√
2erf−1(2x− 1). Therefore, we have

YS = µ+ σ
√
2erf−1

�
1− 2P

S
+

P 2

S2

�
. (13)

An upper bound for the inverse of error function is presented
in [12] as erf−1(x) <

�
− log(1− x), for 0 < x < 1. Using

this upper bound, we obtain

YS ≈ µ+ σ
√
2erf−1

�
1− 2P

S
+

P 2

S2

�

< µ+ σ
√
2

�

− log

�
2P

S
− P 2

S2

�

< µ+ σ
√
2
�
log (S2)− log (2PS − P 2) (14)

Random variable P has an exponential distribution. The
probability that log

�
2PS − P 2

�
is less than 0 (i.e.,

P
�
log

�
2PS − P 2

�
< 0 | S

�
) quickly approaches zero as S

increases. Therefore, by taking expectation from both sides of
inequality in (14), we obtain

E[YS ] < E[µ+ σ
√
2
�
log (S2)− log (2PS − P 2)]

< µ+ 2σ
�
log (S), (15)

where µ = K/αmin and σ =
�
K(1− αmin)/(α2

min). Setting
η1 = 1/αmin and η2 = 4(1− αmin)/α2

min, we obtain

E[YS ] < Kη1 +
�
η2K log(S).
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Fig. 2. The normalized decoding delay versus the generation size K. (λ=4,
S = 10)

We are now able to present an upper bound on the decoding
delay τS obtained in (6). Theorem 1 presents an upper bound
on the first term in (6) while the second term in (6) is bounded
by a constant η. Therefore, the upper bound for decoding delay
can be written as

E[τS ] ≤
�

η2K log(S) +Kη1 + η. (16)

IV. PERFORMANCE EVALUATION

In this section, we validate our analytical models with sim-
ulations and perform performance comparison. We consider
a line network with multiple sources and a destination. New
data from upper layer arrives at each source at a rate of one
packet per second. For the packet success probabilities, we
follow the model used in [13]. For the output link of source
s, the packet success probability αs is randomly chosen with
probability λα

(λ−1)
s , where λ is a tunable design parameter.

The mean and variance of the packet success probability are
λ/(λ+1) and λ/(λ+2), respectively. The higher the value of
λ, the lower the rate of packet loss in the network. We set λ to
be equal to 4, which results in an average success probability
of 0.8 for all the links. Unless stated otherwise, the Galois
field size q = 8, and the number of sources S = 10.

The destination cannot decode the packets of one generation
unless it has enough packets from that generation. Large
values of generation size K imposes long waiting time for the
destination. It is of interest to choose a small K. On the other
hand, the greater the value of K, the higher the maximum
achievable throughput. This trade-off encourages us to find
an optimal K. We vary the generation size K from 50 to
400 with steps of 50. Fig. 2 shows the normalized decoding
delay of RLNC with and without intra-session coding3. The
decoding delay is normalized to the generation size K at each
point. We notice that the normalized decoding delay is the
inverse of the throughput for the line network. For all values
of K, RLNC with intra-session coding has a lower decoding

3For RLNC without intra-session coding, the flows of different sources
towards the destination are transmitted independently at the intermediate
sources. Each intermediate source node keeps separate buffers for different
flows that it relays.
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Fig. 3. Comparison on the analytical upper bound and the simulation results
on decoding delay. (λ=4, K = 250)

delay than RLNC without intra-session coding. For values of
K greater than 250, the normalized decoding delay of both
cases approaches a steady state.

Fig. 3 shows that the decoding delay for RLNC with intra-
session coding obtained via simulation match the analytical
upper bound. The gap between the analytical model and
simulation results originates from (12), where ζs is replaced
with ζ̃s. Note that the mean of ζs is K/αs whereas the
mean of ζ̃s is K/αmin and αmin = min{α1, . . . , αS}. The
analytical upper bound will match the simulation results when
α1 = α2 = · · · = αS .

Fig. 4 compares the decoding delay of RLNC with and
without intra-session coding. For values of S less than 5, the
average decoding delay of RLNC without intra-session coding
is slightly less than RLNC with intra-session coding. In RLNC
with intra-session coding, the decoding delay of different
sources is identical and depends on the link with the lowest
packet success rate. Thus, the decoding delay of RLNC with
intra-session coding is higher than RLNC without intra-session
coding when S is small. When intra-session coding is used, the
intermediate sources can opportunistically transmit packets of
other flows when a particular flow does not have innovative
packet. As the number of sources increases in the network,
the aggregate sending rate of intermediate nodes increases.
Thus, using intra-session coding, the number of transmitted
packets which do not have innovative information is reduced as
the number of sources S increases. This consequently reduces
the decoding delay compared to RLNC without intra-session
network coding. As the number of sources S increases, the
difference between the decoding delay of RLNC with and
without intra-session coding is increased without bound.

V. CONCLUSION

In this paper, we studied random linear network coding
(RLNC) with intra-session coding. We considered a line
network while all the nodes generate packets. RLNC with
intra-session coding requires intermediate sources to perform
coding operation on the packets of all the sources that they
relay. The packets of various flows are decoded at the same
time in the destination. For a line network with S sources and
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Fig. 4. Comparison between RLNC with and without intra-session coding
on decoding delay. (λ=4, K = 250)

generation size K, when RLNC with intra-session coding is
used, we showed that the decoding delay is upper-bounded
by

�
η2K log(S) +Kη1 + η, where η, η1, η2 are constants.

The analytical model is validated through simulations. We
compared the decoding delay in both cases for varying number
of sources. The results showed that as the number of sources S
increases, the difference between the decoding delay of RLNC
with and without intra-session coding increases without bound.
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