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Abstract—Next generation wireless code division multiple access
(CDMA) networks are required to support packet multimedia
traffic. This paper addresses the connection admission control
problem for multiservice packet traffic modeled as Markov
modulated Poisson process (MMPP) with the quality of service
(QoS) requirements on both physical layer signal-to-interference
ratio (SIR) and network layer blocking probability. Optimal
linear-programming-based algorithms are presented that take
into account of SIR outage probability constraints. By exploiting
the MMPP traffic models and introducing a small SIR outage
probability, the proposed algorithms can dramatically improve
the network utilization. In addition, we propose two reduced
complexity algorithms that require less computation and can have
satisfactory approximation to the optimal solutions. Numerical
examples illustrating the performance of the proposed schemes
are presented.

Index Terms—Admission control, cross layer, code division mul-
tiple access (CDMA), multimedia, Markov decision process, nearly
completely decomposable Markov chain.

I. INTRODUCTION

I N RECENT years, there has been significant growth in the
use of wireless mobile communications. Code division mul-

tiple access (CDMA) is among the most promising multiplexing
technologies for next generation wireless mobile networks.
With the growing demand for bandwidth-intensive multimedia
application (e.g., video) in CDMA networks, quality of service
(QoS) provisioning is becoming increasingly important. An
efficient connection admission control (CAC) scheme is crucial
to guarantee the QoS and to maximize the network utilization
simultaneously [1]–[7].

There are different QoS metrics at different layers of wire-
less CDMA networks. At the physical layer, the QoS require-
ments are usually characterized by signal-to-interference ratio
(SIR) or bit error probability (BEP). At the network layer, QoS
metrics are blocking probabilities of connections. With notable
exceptions discussed below, most previous work addresses the
QoS at only one layer, e.g., [2], [3] at physical layer and [1] at
network layer. However, the interplay between physical layer
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and network layer plays an important role in designing wire-
less networks [8]. Therefore, the scheme optimized for only one
layer (physical layer or network layer) may result in unsatis-
factory performance for the overall system. Two recent papers
study the admission control problem by considering physical
layer QoS and network QoS jointly [4], [5]. Optimal admis-
sion policies are designed to maximize the network utilization
(minimize blocking probabilities) with constraints on SIR and
blocking probabilities. An optimal power control policy is also
given in [5] under this cross-layer design framework.

Although [4], [5] guarantee both physical layer QoS and net-
work QoS by means of cross-layer optimization, only constant
bit rate traffic and circuit-switched networks are considered. In
particular, it is assumed in [4], [5] that the radio resource con-
sumed by a connection is not changed and the SIR constraint
should be guaranteed at all time instants during the lifetime of
the connection. However, in order to provide integrated services
and utilize radio resource more efficiently, next generation wire-
less mobile networks are required to support packet traffic such
as multimedia and Internet Protocol (IP) data [9], where a con-
nection may change the radio resource consumption and the
QoS requirements during its lifetime. To the best of our knowl-
edge, design of optimal admission control schemes that consider
cross-layer issues with variable bit rate packet traffic has not
been addressed in previous work. For example, [6], [7] consider
packet traffic in the design of admission control schemes, how-
ever, the physical layer is not considered in [6] and packet traffic
is not considered in the optimality framework in [7]. Cross-layer
designs are proposed in [10] for the medium access control
(MAC) scheme, which is different from the admission control
problem considered here.

In this paper, we propose optimal connection admission con-
trol schemes in CDMA networks with variable bit rate packet
multimedia traffic by considering both the physical and network
layers. Specifically, packet traffic is modeled as Markov-mod-
ulated Poisson process (MMPP) [11], which has been widely
used in modeling various types of multimedia traffic such as
voice [12], Motion Picture Experts Group (MPEG) video [13]
and self-similar traffic [14], [15]. We present four connection
admission control schemes:

1) In the first proposed scheme, which we call CDMA
MMPP admission control I (CMAC-I), both physical
layer QoS and network QoS are guaranteed at all time
instants and no statistical multiplexing is considered.
We show that guaranteeing QoS at all time instants
results in low network utilization for packet traffic.
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Fig. 1. Cross-layer optimization for constant bit rate traffic in circuit-switched
CDMA networks.

2) In the second scheme, CMAC-II, we introduce an alter-
native physical layer QoS metric, namely SIR outage
probability . Instead of guaranteeing the SIR at all
the time, we can guarantee . With a small ,
the blocking probability can be decreased, and hence
the network utilization can be increased significantly.

Both the above schemes provide optimal solutions to the
connection admission control problem with and without SIR
outage. However, the computation complexity is extensive in
these two schemes due to the curse of dimensionality inherent
in solving any semi-Markov decision process (SMDP). It is
very difficult, if not impossible, to get feasible solutions in
real networks due to the problem of large dimensionality. In
order to tackle this large dimensionality, we apply the notion
of nearly completely decomposability to the CAC problem and
propose two reduced CAC algorithms we call CMAC-III and
CMAC-IV.

3) In CMAC-III, a conservative approach to the constraint
of is used, where the SIR outage probability can
be guaranteed at all time instants.

4) CMAC-IV considers an aggressive approach to the
constraint of to increase the network utilization.
In this scheme, the SIR outage probability constraint
may be violated at some time instants, but the long
term SIR outage probability can be guaranteed.

Figs. 1 and 2 illustrate the conceptual design difference be-
tween the approach proposed in [5] and those in this paper. We
study the cross-layer optimization problem in packet-switched
networks with variable bit rate packet traffic. By exploiting
the MMPP packet traffic models and introducing a small SIR
outage probability, the proposed algorithms can dramatically
improve the network utilization. This is similar to the philos-
ophy of CDMA physical layer where nonorthogonal codes
introduce multiaccess interference (MAI) but increase network
capacity. Moreover, we apply the notion of nearly completely
decomposability to reduce the computation complexity of the
problem. We show the effectiveness of the proposed schemes
by numerical examples using voice and Star Wars video traffic.

The rest of this paper is organized as follows. Section II
describes the traffic and physical layer models. The admission

Fig. 2. Cross-layer optimization for variable bit rate packet traffic in packet
CDMA networks considered in this paper.

control scheme without SIR outage is presented in Section III.
Section IV discusses the design of admission control with
SIR outage. SectionV illustrates the nearly complete decom-
posability of the admission control problem. The admission
control schemes with reduced complexity are presented in Sec-
tion VI. Section VII illustrates the performance of the proposed
schemes by numerical examples. Finally, we conclude this
paper in Section VIII.

II. TRAFFIC MODEL AND CDMA PHYSICAL LAYER MODEL

In this section, we introduce the MMPP and use it to model
the packet traffic in packet-switched CDMA networks. In order
to study the interplay between the physical layer and network
layer, we derive the asymptotic system capacity and the min-
imum transmit power control solution for CDMA networks with
linear minimum mean square error (lmmse) receivers.

A. MMPP Traffic Models for Multimedia Traffic

One of the main differences between this paper and the pre-
vious approaches [4], [5] is that we exploit the packet traffic
models, which play a significant role in the design and engi-
neering of packet networks. In this paper, we use the MMPP
traffic model, which is analytically tractable and has been used
extensively in the representation and study of a variety of traffic
[16]. We fist introduce the general MMPP model. Then, we
give some examples of using MMPP to model voice, video and
self-similar traffic.

1) General MMPP Model: Assume that there are
, classes of statistically independent traffic in the net-

work. Class traffic has states with the process, while in any
state , behaving as a Poisson process with a
state-dependent rate parameter . Transitions between states
are governed by an underlying continuous-time Markov chain
(or more generally a Markov renewal process). Fig. 3 shows an
example of MMPP model, where is the rate of transition be-
tween state and .
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Fig. 3. MMPP traffic model.

The row vector representing the
stationary distributions satisfies

(1)

is the infinitesimal generating matrix for the Markov chain
governing the class MMPP traffic. is given by

...
...

. . .
...

(2)

where the diagonal rate parameter is given by
. The rate entering state is

and the rate leaving state is . Class
MMPP connections arrive according to Poisson process with
rate . The durations of class connections are exponentially
distributed with mean . When an MMPP connection arrives,
the initial state is with probability .

2) MMPP Models for Voice, Video and Self-Similar
Traffic: It is well known [12] that human speech consists
of an alternating sequence of active, or talk spurt, intervals,
typically averaging 0.4–1.2 s in length, followed by silence in-
tervals averaging 0.6–1.8 s in length. The durations of talk spurt
and silence can be assumed to be exponentially distributed.
This gives rise an MMPP with two states, with representing
the rate of transition from the salience to talk spurt and the
rate in the reverse direction. The source generates packets while
in talk spurt with rate . This voice model is widely used in the
literature [6], [12], [17].

For a video stream, a natural model is to quantize the stream
and then approximate the video signal by its quantized version
[16]. it is found that eight quantization levels suffice to provide
an accurate representation for a number of broadcast-quality
(NTSC) video strips, as well as MPEG video sequences [13].
Therefore, a given video source can be represented by eight
levels of traffic, changing from frame to frame. The packets for
a given frame, and hence quantized level, are transmitted as a
Poisson stream. Then we have a eight-state MMPP model for a
video stream. There are a variety of ways to determine its pa-
rameters. One can calculate the video histogram and the auto-
covariance function for an actual sequence and then use these
measured quantities to determine the transition probabilities.
Alternately, one can measure the transition probabilities from
an actual sequence and use these probabilities to calculate the

steady-state probabilities and the resultant autocovariance func-
tion.

Recent measurement studies of packet traffic in local area net-
works (LANs) and the Internet show that the traffic in these net-
works appears to be self-similar [18], [19]. It looks the same
regardless of time scales over a long range interval. Self-sim-
ilar traffic is characterized by the property that correlation does
not decay exponentially over time. Superpositions of two-state
MMPPs can be used to model the self-similar traffic [14], [15].
Assume that are the infinitesimal generating
matrices of underlying MMPPs. We can construct an MMPP
with self-similar behavior over several time scales by super-
posing them to make a new MMPP with infinitesimal gener-
ating matrix , where is the Kro-
necker’s sum. The parameters of MMPP are determined so as to
fit the covariance function of the MMPP to that of second-order
self-similar processes over several time scales [14], [15].

In this paper, we use the general form of the MMPP model,
so that the proposed approaches in this study are general enough
to be applicable to a variety of traffic in real networks.

B. Fading Channel and Linear Multiuser Detector Physical
Layer Model

Physical layer aspects such as CDMA interference suppres-
sion algorithms and channel fading characteristics play impor-
tant roles in designing CAC schemes. Consider a synchronous
CDMA system with spreading gain and users. Each user
generates MMPP traffic in the system. An important physical
layer performance measure of class users is the signal-to-inter-
ference ratio , which should be kept above the target value

. The signature sequences of all users are independent and
randomly chosen. A class connection in state is assigned

signature sequences and transmits at times the
basic rate (obtained using the highest spreading gain ). We as-
sume that the receiver estimates the channels of all users. The
estimation is based on training data over the training period. Due
to multipath fading, each user appears as resolvable paths or
components at the receiver. The path of user is character-
ized by its estimated average channel gain and its estimation
error variance . The lmmse detectors are used at the receiver
to recover the transmitted information. In a large system (both

and are large) with background noise , the SIR for the
lmmse receiver of the a user (say, the first one) can be expressed
approximately as [20]

(3)

where is the attenuated transmitted power from user 1, is
the unique fixed point in that satisfies

(4)

(5)
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Assume that all users in the same class have the same average
channel gain . Authors in
[5] show that a minimum received power solution exists such
that all users in the system meet their target SIRs if and only if

(6)

(7)

where is the number of class users in state and

(8)

The minimum received power solution for a class 1 user is
shown in (9) at the bottom of the page.

Remark 1: The above physical layer model can be extended
to a multicell system. Consider the multicell model suggested by
Wyner in [21], where the received signal at each site is the sum
of the signals received from intracell users, plus a factor

, times the sum of the signals of users in the adjacent cells,
as received at their cell sites. Nonadjacent cell users are assumed
to produce no interference. The lmmse receivers at each site
treat all intercell interference as noise. Assume that there are
users in the adjacent cells. Let be the received power from
user at her/his serving site. The intercell interference power is

. Therefore, the total noise power in the local cell is
, where is the background noise. The local

cell can obtain the information about and in the adjacent
cells by exchanging signaling messages or by local estimation
functions. For simplicity, we only consider the single-cell model
in this paper.

Admission control in this paper is designed independently of
access control [6]. The resulting admission control algorithms
are concerned with a user’s channel and power parameters at
admission request time. These parameters may change after ad-
mission due to time variation in the channel characteristics. It
is the role of access control to dynamically ensure that the QoS
requirements are satisfied. Moreover, access control is respon-
sible for scheduling packets and guarantee QoS requirements at
packet level, such as packet delay and packet loss rates, which
are not addressed in this paper. Decoupling of admission con-
trol and access control is a practically feasible and widely used
methodology [6].

III. CONSTRAINED SEMI-MARKOV DECISION PROCESS

FORMULATION OF CAC IN PACKET CDMA NETWORKS

In this section, the admission control problem in packet
CDMA networks is formulated as an average cost semi-Markov

decision process (SMDP). We present a linear-program-
ming-based solution to the admission control problem that
maximizes network utilization subject to both SIR and blocking
probability constraints. We call this scheme CDMA MMPP
admission control I (CMAC-I). In order to utilize the linear
programming algorithm to obtain the optimal solution, it is
necessary to identify the state space, decision epochs, actions,
state dynamics, cost, and constraints.

A. State Space

Define row vector ,
where denotes the number of class connections in the
system. Define row vector

, where denotes the number of class con-
nections in state and . The state vector
of the system at decision epoch is given by

(10)

Note that are not included in the state
vector, because these values can be obtained from and
described earlier. For example, .
The state space comprises of any state vector, such that SIR
constraints can be met at all the time. The SIR expression in
(3) is derived under the assumption that is a constant. Al-
though the ratio in our case is changing due to user arrivals
and departures, it is a constant when the system does not change
states. Consequently, we can use the SIR expression in (3) at
each state to restrict the state space. In addition, the number of
class connections in state should not be greater than the
total number of class connections. Therefore, the state space

can be defined as

(11)

Since the arrivals and departures of connections, as well as the
state changes of MMPP traffic are random, is a
finite-state stochastic process.

Remark 2: Because we consider packet traffic in this paper,
vector is included in the state vector . This does not
happen in previous approaches [4], [5], where only constant bit
rate traffic and circuit-switched CDMA networks are studied.
Note that we can also use buffers to queue the connection ar-
rivals when the radio resources are not available. In this case,
another vector denoting the number of connections in the queues
should be included in the state vector, as is done in [4], [5]. To
highlight the packet traffic considered in this paper, we do not

(9)
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consider the queueing of connection arrivals. However, the pro-
posed scheme in this paper can be extended straightforwardly
to the systems with connection arrival queues.

B. Decision Epochs and Actions

When a user requests a connection, the network will make an
admission decision. Therefore, the natural decision epochs for
our model are the connection arrival points. However, each time
when a connection arrival or departure occurs, the state of the
system changes. Also, the state of the system also changes when
an MMPP connection changes states. Therefore, similar to [4],
[5], we choose the decision epochs to be the set of all connection
arrival and departure instances, as well as the instances when an
MMPP traffic changes states.

At each decision epoch , the network makes
a decision for each possible user arrival that may occur in the
time interval . In each state, there is at most two actions
to choose from (accept or reject) for each class of traffic. Action

at decision epoch is defined as

(12)

where denotes the action for class connections. If
, admit a class connection. If , the

connection is rejected. The action space is a set of all possible
actions, which can be defined as

(13)

For a given state , a selected action should not
result in a transition to a state that is not in . In addition,
action should not be a possible action in state

. Otherwise, new connections are never admitted
into the network and the system cannot evolve. The action
space of a given state is defined as

(14)

where denotes a row vector containing only zeros
except for the th component, which is 1, and
denotes a row vector containing only zeroes expect for the

th component, which is 1. cor-
responds to an increase of the number of class users by 1.

corresponds to an increase of the number of class
users in state by 1.

C. State Dynamics

The state dynamics of packet CDMA networks can be char-
acterized by the state transition probabilities of the embedded
chain and the expected sojourn time for each state-
action pair. Since connection arrival, departure and MMPP of
each connection are mutually independent Poisson process, the
cumulative process is also Poisson. The resulting process con-
sists of a connection arrival process with rate , if a
class connection can be admitted (i.e., ), a connec-
tion departure process with rate , an MMPP-state-

changing process with rate

. The cumulative event rate is the sum of
the rates of all constituent processes and the expected sojourn
time is the inverse of the event rate

(15)

The state transition probabilities of the embedded chain is
shown in (16) at the bottom of the page.

D. Policy, Performance Criterion, and Cost Function

For each given state , an action is chosen
according to a policy , where is a set of admissible
policies defined as

(17)

The average cost criterion is considered as the performance cri-
terion in this paper. For any policy and an initial state ,
the average cost is defined as

(18)

where is the expectation and is the expected cost
until the next decision epoch when is selected at state .
The aim is to find an optimal policy that minimizes
for any initial state . We assume that the embedded chain con-
sidered in this paper is a unichain, which is a common assump-
tion in the CAC context [4], [5]. With the unichain assump-
tion, an optimal policy exists and can be obtained by solving
the linear program associated with the SMDP.

(16)
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Based on the action taken in a state , a cost occurs
to the network. Authors in [4] show that the blocking probability
can be expressed as an average cost criterion in the CAC setting.
Minimizing blocking probability is equivalent to maximizing
network utilization. Since the blocking probability expression
in this paper is similar to that in [4], we define the cost as

(19)

where is the weight associated with class .

E. Constraints

In the current problem formulation, SIR constraints of all con-
nections in the system can be guaranteed at all time instants by
restricting the state space in (11). In addition, it is desirable for
the network operator to put constraints on blocking probabili-
ties of certain classes of traffic. Therefore, we need to formu-
late connection blocking probability constraints in our model.
Since we have derived the expected sojourn time for a
given state-action pair, the blocking probability for class can
be defined as the fraction of time the system is in a set of states

and the chosen action is in a set of actions ,

where and

(20)

The constraints related to the blocking probability can be ex-
pressed as

(21)

The blocking probability constraints can be easily addressed in
the linear programming formulation by defining a cost function
related to these constraints

(22)

F. Linear Programming Solution to the SMDP

Due to the constraints in the above SMDP formulation, it is
natural to use the linear programming methodology to compute
the optimal policy.

The optimal policy of the SMDP is obtained by solving
the following linear program.

subject to

(23)

The decision variables are . The term
can be interpreted as the steady-state probability of the

system being in state and is chosen. The first constraint is
a balance equation and the second constraint can guarantee that
the sum of the steady-state probabilities to be one. The network
layer blocking probability constraints are expressed in the third
one. Since sample path constraints are included in (23), the op-
timal policy obtained will be a randomized policy: The optimal
action for state is chosen probabilistically according
to the probabilities .

IV. GUARANTEED SIR OUTAGE PROBABILITY FOR

PACKET-SWITCHED CDMA NETWORKS

The formulation described earlier can guarantee the SIR of all
connections in the system at all time instants, which is desirable
from mobile users’ point of view. However, as we will show in
Example 1 below, this formulation will result in low network uti-
lization, especially when the MMPP traffic is bursty in data ser-
vices. Therefore, we propose another formulation in this section
to address the CAC problem, which we call CMAC-II. The main
idea is that instead of guaranteeing the SIR at all time instants,
we guarantee the SIR outage probability. This formulation is
motivated by the design of packet-switched wireline networks.
It is well known [16] that allocating a connection with its peak
bandwidth guarantees no packet loss, but results in the lowest
network utilization and no multiplexing gain. Therefore, most
bandwidth allocation and admission control schemes in wire-
line networks allow small packet loss probability to increase the
network utilization [16]. Similarly, since most applications in
wireless networks can tolerate small probability of SIR outage,
we introduce the SIR outage probability in wireless CDMA net-
works. Similar to the blocking probability, the SIR outage prob-
ability can be given as the fraction of time the system is in a
set of states and the chosen action is in a set of ac-
tions such that for a given state , an
action results in a transition into a state that the SIR
is outage, i.e.,

(24)

where

(25)

The constraints related to the SIR outage probability can be ex-
pressed as

(26)

In order to introduce the SIR outage probability in CMAC-II,
we need to redefine the state space, constrains and the linear
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programming formulation. The actions, state dynamics, perfor-
mance criterion and cost function are the same as those in Sec-
tion III.

The state space in the CMAC-II is defined as

(27)

where is a fixed large positive integer used to restrict the state
space to be finite. The cost function related to the constraint of
SIR outage probability is

(28)

The linear program associated with CMAC-II becomes

subject to

(29)

The fourth constraint in (29) requires that the SIR outage prob-
ability should be below the target value.

By introducing a small SIR outage probability, we can in-
crease the network utilization significantly. We show this by the
following example.

Example 1: For simplicity, we assume there is one class
of two-state ON/OFF MMPP traffic in a CDMA network
with spreading gain . The transmission rate when
the MMPP traffic in the ON state is corresponding to an
equivalent spreading gain 32. No packet is transmitted in the
OFF state. The rate from OFF to ON is and the rate
from ON to OFF is . The stationary probability that
the connection is in ON state is . The target

Fig. 4. Maximum achievable utilization with and without SIR outage.

SIR is . The channel parameters are chosen as follows:
(flat fading), . In this system, if

we guarantee the SIR at all time instants, it is not difficult to
calculate from (7) that the maximum number of connections
that can be admitted is 33. If we allow the SIR outage in the
system but guarantee the SIR outage probability below 0.001,
the maximum number of connections that can be admitted is
89, which is more than two times of the number of admissible
connections without SIR outage. The calculation of this number
is shown as follows. Assume that there are connections in
the system. The probability that there are connections in the
ON state is

The SIR outage probability is

where is defined in (8). Given a SIR outage probability con-
straint, we can calculate the maximum number of admissible
connections. Next, we compare the maximum achievable uti-
lizations with and without SIR outage. Define the network uti-
lization as the ratio between the carried traffic in the network
during unit time and the maximum network capacity. Fig. 4
shows the maximum achievable utilization with three values of
SIR outage probability, 0, 0.01, and 0.001. Fig. 5 shows the
maximum achievable utilization versus SIR outage probability
allowed in the system. We can see that the utilization can be in-
creased significantly by introducing the SIR outage probability,
especially when the MMPP traffic is bursty ( is small).
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Fig. 5. Maximum achievable utilization versus SIR outage probability.

V. NEARLY COMPLETE DECOMPOSABLE (NCD) SMDP

The SMDPs introduced in CMAC-I and CMAC-II are
dimensional for a class system. For large

, this leads to computational problems of excessive size. The
notion of NCD [22] Markov chains can be used to reduce this
to a -dimensional problem. Intuitively, when making a con-
nection admission decision, the number of connections of each
class in progress is important, but the number of connections
of each class in the different states is not, because these quanti-
ties oscillate too rapidly. Mathematically, the embedded Markov
chain of the SMDP in packet-switched CDMA networks has
two time-scale structure—it spends most of its time jumping in
the component, and only rarely jumps in the component of
the state descriptor (10). The main idea here is to show that the
SMDP that models a packet-switched network is NCD.

Let denote the total number of states in the embedded
Markov chain of the SMDP. Mathematically, the transition
probability matrix of the embedded Markov chain has the
following NCD structure

(30)

where has a block diagonal structure.

...
...

. . .
...

(31)

where is the max-
imum degree of coupling, and . are also
infinitesimal generators. Denote the state partitions as

and so on.
The “super-states” will be called as
macro-states. In addition, the elements of in the state vector
are identical within each macro-state. The above structure (30)
of implies that the embedded Markov chain has a two time-
scale structure—it spends most of its time jumping between
states in a particular macro-state, and only rarely jumps between
macro-states.

A process of aggregation can be applied to the -state nearly
completely decomposable Markov chain to approximate it with
a -state Markov chain. The approximation accuracy can be
stated as follows.

Theorem 1: Consider an S-state NCD Markov chain with H
macro-states and transition probability matrix

, as defined in (30). Let and
denote the state transition prob-

ability matrix and the steady-state probability vector of the ag-
gregated Markov chain with H states, respectively.

, is approximation of the stationary probability
of the NCD Markov chain being in macro-state .

For a Proof of Theorem 1, see [23, Chapters I and II].
We show by an example of this NCD structure in the problem

considered in this paper.
Example 2: For simplicity again, we assume that there is one

class of MMPP traffic with arrival rate and service rate . The
MMPP has two states, and . The initial state is with
probability 1. The rate from to is and the rate from
to is . In addition, we assume that at most 2 connections are
allowed in the system. As shown before, the state of this system
can be defined as a doublet , where denotes the number
of connections in the system and denotes the number connec-
tions in state among connections. The resultant two-dimen-
sional state space, with transitions between state superimposed,
appears in Fig. 6. The infinitesimal generator of the embedded
Markov chain is shown in the equation at the bottom of the page.
This matrix can be written as

where has a block diagonal structure
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Fig. 6. Embedded Markov chain in Example 2.

where (see the equation at the bottom of the page), where
.

We can see that and
are also infinitesimal generators. Denote the sate par-

titions as macro-state
. Note that the number of connec-

tions in the system does not change within a macro-state, but
the number of connections in the state does. In addition,
because and are the mean connection interarrival and
service times, which are usually large values compared to
and , the coupling parameter
is small. For example, assume that and
(these values are reasonable for voice traffic), if (this is
a quite large arrival rate that results in about 60% blocking prob-
ability, as shown in numerical examples), the couple parameter

is about , which is relatively small compared to
and .

Example 2 can be generalized to multiple classes of MMPP
traffic with multiple states in each class. Specifically, we can
partition the state space (11), (27) into macro-states. The com-
ponent of the state descriptor is the same within a given macro-

state but different from one macro-state to another. The com-
ponent is different within a given macro-state. Moreover, be-
cause the cost function defined in (19) is related to the com-
ponent, the number of connections that can be admitted to the
system, the cost incurred by an action is the same within a
macro-state.

VI. REDUCED COMPLEXITY CONSTRAINED SMDP
FORMULATION OF CAC

Since the embedded Markov chain of the SMDP formu-
lated in CMAC-I and CMAC-II for packet-switched CDMA
networks has NCD structure, in this section, we formulate the
CAC problem as a reduced complexity constrained SMDP by
exploiting this NCD structure.

A. States, Decision Epochs, Actions and State Dynamics

In the reduced complexity problem, only the number of con-
nections in each class appears in the state vector of the system,
which is given by

(32)

As in the original problem, we choose the decision epochs to
be the set of instances when the state of the system changes,
i.e., the connection arrival and departure instances. The actions
that can be chosen is the same as before, accept and reject for
each class of traffic. The state dynamics of the reduced com-
plexity problem becomes much simpler than those of the orig-
inal problem. The resulting process consists of only an arrival
process with rate , if a class connection be admitted

and a departure process with rate . The sojourn time
is

(33)

The state transition probabilities of the embedded chain is

(34)
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In the reduced complexity problem, the connection blocking
probability constraints can be considered the same way as be-
fore.

The above formulation in the reduced complexity problem
is similar to those in circuit-switched systems [4], [5]. How-
ever, SIR outage is not considered in circuit-switched systems,
which will result in low network utilization for packet traffic.
By exploiting the MMPP packet traffic models, we propose two
approaches to the constraint of SIR outage probability, conser-
vative approach (CMAC-III) and aggressive approach (CMAC-
IV), which are described later.

B. The Conservative Approach to the Constraint of the SIR
Outage Probability

In the conservative approach, which we call CMAC-III, the
SIR outage probability (24) is guaranteed in each state and the
system will never go into any state for any period of time where
the SIR outage probability will be violated. Before defining the
state space of the reduced complexity problem in this approach,
we need to derive the SIR outage probability in a given state.

The stationary state probabilities in the original problem with
state vector is

(35)

where is the stationary state probabilities of class MMPP
being in state , which is defined in (1) of Section II. The
SIR outage probability in the reduced complexity problem for
a given state is shown in (36) at the bottom of the page.
The state space of the reduced complexity problem is restricted
such that the SIR outage probability of any given state is not vi-
olated.

(37)

The reduced complexity policy can be obtained from the solu-
tion of the following linear program.

subject to

(38)

C. The Aggressive Approach to the Constraint of the SIR
Outage Probability

In the aggressive approach, which we call CMAC-IV, the SIR
outage probability is satisfied over long periods of time, but can
be violated in some states for short periods. Similar to the defini-
tion (24) in CMAC-II, the SIR outage probability in CMAC-IV
is given as

(39)

The state space of the reduced complexity problem is defined
as

(40)

where is a large positive integer to restrict the state space to be
finite. The linear program for obtaining the reduced complexity
policy becomes

subject to

(41)

VII. NUMERICAL EXAMPLES—VOICE AND STAR WARS

VIDEO TRAFFIC

In this section, we illustrate the performance of the proposed
admission control schemes by numerical examples. Two classes
of voice traffic and one class of video traffic are considered with
arrival rates and , respectively. The service rates are

and . Each voice traffic is modeled as an MMPP that
has two states with the transmission rates in one state being zero.
The transmission rates in another state for both voice classes are
equal and correspond to an equivalent spreading gain ,
which can be interpreted as multiple code transmission using a
higher spreading gain (say, ) to ensure the accuracy of
the asymptotic approximation of CDMA systems with lmmse

(36)
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Fig. 7. Voice connection blocking probabilities in CMAC-I and CMAC-II.

receivers in (3). The rate from to is and the rate
from to is , for the voice traffic. An MMPP
with eight states is used to model the video traffic. We choose
the infinitesimal generating matrix in [13, Table III] for a full
motion coded movie Star Wars using discrete cosine transform
(DCT) and Huffman coding techniques [24], which is a bench-
mark used in several papers studying video traffic. [See (42) at
the bottom of the page.]

The transmission rate in the first state of the
video traffic corresponds to an equivalent spreading gain

. The transmission rates in other states are:
. The target SIRs for three

classes are equal, . The channel
parameters are chosen as follows: (flat fading),

.

A. Effects of SIR Outage Probability

This subsection considers the effects of introducing SIR
outage probability on both connection blocking probability
and network utilization. We compare the connection blocking
probabilities and the network utilizations in CMAC-I and
those in CMAC-II. Since SIR outage is not allowed in both
CMAC-I and the schemes in [4] and [5], they have the same
performance. Due to the large state space with video traffic,
only voice traffic is considered in CMAC-I and CMAC-II.
Figs. 7 and 8 show the blocking probabilities and the network

Fig. 8. Network utilizations in CMAC-I and CMAC-II.

utilizations, respectively. In this example, the following pa-
rameters are chosen in (23) and (29):

. . Two SIR constraints
are considered for CMAC-II, 0.005 and 0.01. No blocking
probabilities constraints are applied here. We can see that with
a small SIR outage probability (say, 0.005) allowed in the
system, the connection blocking probability can be reduced and
the network utilization can be increased significantly. This is
because the peak transmission rate is allocated in CMAC-I if a
connection is admitted to guarantee the SIR for all connections
at all the time. In CMAC-II, multiplexing gain can be achieved
by introducing the SIR outage probability. It can also be ob-
served that the larger the SIR outage is allowed, the smaller the
blocking probability and the larger the network utilization can
be obtained in CMAC-II.

B. NCD Structure and Randomized Policy

Here, we show the NCD structure of the CAC problem in
packet-switched CDMA networks and the randomized policy
due to the constraints. Fig. 9 shows an admission policy for class
one traffic obtained in CMAC-II. The constraint of the connec-
tion blocking probability is 0.05. If the admission decision is
1, a connection can be admitted. A connection is rejected if the
admission decision is 0. The value between 1 and 0 indicates a
randomized policy. From this figure, we can see the policy is a
randomized policy when the system is in state . We can
also observe the dependence of the admission policy on the

(42)
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Fig. 9. Dependence of admission policy on the number of connections in the
system (n) and the number of connections in different states (k).

component (the number of connections in) and the component
(the number of connections in different states). It is observed
that the component is much important in making the admis-
sion decision than the component. For example, when there
are less than 10 connections in the system , all new
connection arrivals can be admitted no matter how many con-
nections are in the state ON (the value). This illustrates the
nearly complete decomposability structure of the CAC problem
in packet-switched CDMA networks.

C. The Performance of Nearly Complete Decomposability
Approximation

We compare the results from the original scheme CMAC-II to
those from CMAC-IV using nearly complete decomposability
approximation. Table I illustrates the parameters in the experi-
ment and the numerical results. SIR outage constraint is 0.005
and are fixed in this experiment. The blocking probabil-
ities are obtained from different values of and . We ob-
serve that the NCD solution can have good approximation to
the optimal solution. Table I also indicates that the NCD solu-
tion performs better when the MMPP changes states faster (
and are large). This is because when MMPP changes states
faster, the maximum degree of coupling in (30) is smaller, and
the process of aggregation yields better approximation.

Table II shows the comparison of the computation complexity
of the proposed schemes. In particular, we are interested in the
CPU time required in solving the linear program. We run the
algorithms on a PC with a 1.6-GHz Pentium 4 CPU with 256 M
memory. Both CMAC-III and CMAC-IV need much less CPU
time than CMAC-I and CMAC-II. The NCD solutions reduce
the computation complexity significantly.

D. Comparisons of the Conservative Approach With the
Aggressive Approach to the SIR Outage Probability

We compare the conservative approach to the SIR outage
probability of CMAC-III with the aggressive approach of
CMAC-IV. The video traffic is used in this example.

Figs. 10 and 11 show the video blocking probabilities and
the network utilizations, respectively, in CMAC-I, CMAC-III
and CMAC-IV. The SIR outage probability constraint is 0.01
in CMAC-III and CMAC-IV. We observe that CMAC-III has

Fig. 10. Video connection blocking probabilities in CMAC-I, CMAC-III, and
CMAC-IV.

Fig. 11. Network utilizations in CMAC-I, CMAC-III, and CMAC-IV.

higher blocking probability and lower network utilization than
CMAC-IV. This is because CMAC-III can guarantee the SIR
outage probability in any state and is conservative in admitting
connections. In contrast, in CMAC-IV, the SIR outage proba-
bility can be violated in some states, but is satisfied over long
periods of time, which can increase the network utilization. It is
also observed that both CMAC-III and CMAC-IV have higher
network utilization than CMAC-I by introducing the SIR outage
probability.

VIII. CONCLUSION

We have presented optimal connection admission control
schemes in packet CDMA networks. MMPP is used to model
the packet traffic. An optimal solution to this problem was
given. To achieve the multiplexing gain of packet traffic, we in-
troduced the SIR outage probability constraint and proposed the
second scheme that can guarantee the SIR outage probability.
By introducing a small SIR outage probability, the network
utilization can be increased significantly. We also showed that
the embedded Markov chain of the SMDP that models packet
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TABLE I
CONNECTION BLOCKING PROBABILITY IN THE OPTIMAL SOLUTION CMAC-II AND THE NCD SOLUTION CMAC-IV

TABLE II
CPU TIME REQUIRED TO OBTAIN THE ADMISSION CONTROL POLICY

CDMA networks has nearly complete decomposability struc-
ture. Then, we proposed two other solutions that can reduce the
computation complexity and yield satisfactory approximation
to the optimal solutions.

The proposed approaches are based on the MMPP traffic
model. It is interesting to study other traffic models in the
cross-layer optimization framework. In addition, we did not
address the access control issue in this paper, which is also of
interest in future work.
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