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Opportunistic Scheduling for Streaming
Multimedia Users in High-Speed
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Abstract—High-speed downlink packet access (HSDPA)
achieves high data rates and high spectral efficiency by using
adaptive modulation and coding schemes and employing multi-
code CDMA. In this paper, we present opportunistic algorithms
for scheduling HSDPA users and selecting modulation/coding and
multicode schemes that exploit channel and buffer variations to
increase the probability of uninterrupted media play-out. First, we
introduce a stochastic discrete event model for a HSDPA system.
By employing the discrete event model, we transform the sched-
uling problem of providing uninterrupted play-out to a feasibility
problem that considers two sets of stochastic Quality-of-Service
(QoS) constraints: stability constraints and robustness constraints.
A methodology for obtaining a feasible solution is then proposed
by starting with a so-called stable algorithm that satisfies the sta-
bility QoS constraints. Next, we present Stochastic Approximation
algorithms that adapt the parameters of the stable algorithm in a
way that a feasible point for the robustness QoS is reached within
the feasibility region of the stability QoS.

Index Terms—Adaptive modulation and coding (AMC), Hybrid
ARQ (H-ARQ), high-speed downlink packet access (HSDPA),
Markov Fading Channel, opportunistic scheduling, Quality-of-
Service (QoS), stability, stochastic approximation, UMTS.

I. INTRODUCTION

THE IMT-2000 standards for third-generation (3G) wire-
less networks, released in 1999, promise high bandwidth

efficiency for supporting a mix of real-time and high data rate
traffic. Three of the five standards proposed in IMT-2000,
including UMTS (the European contribution), are based on
wideband code division multiple access (WCDMA). Though,
WCDMA/UMTS specifications fully meet the IMT-2000
requirements for 3G networks, there is still an increasing de-
mand for much higher downlink data rates along with a better
Quality-of-Service (QoS). In order to meet these demands,
a new packet concept, called high-speed downlink packet
access (HSDPA), was recently published in Release 5 of 3GPP
UTRA-FDD specifications [1]. HSDPA is an extension of the
UMTS standard that provides an improved peak data rate and
an increased throughput for world-wide cellular systems. The
main features that collectively describe HSDPA are: adaptive
modulation and coding (AMC) schemes, Turbo codes, higher
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order modulation (16-QAM), CDMA multicode operation,
fast physical layer hybrid automatic repeat request (ARQ),
and short transmission time intervals. These features enable
HSDPA to support transmission rates of up to 10.7 Mbit/s [2]
and allow high-rate downlink transmission of streaming media
and data for large numbers of users in a cellular system.

HSDPA is a time-slotted CDMA system and requires a suit-
able scheduling policy to achieve the desired performance. A
transmission scheduler, based on the channel information of
each user, must decide which user should be scheduled at each
time slot and furthermore, what type of modulation, coding,
and multicode (MCM) combination should be used. Scheduling
methodologies are not specifically defined as part of the HSDPA
standard. This motivates the need to develop efficient scheduling
algorithms that exploit the nature of wireless channel to achieve
the required QoS for the users.

Literature Review: 3G wireless traffic (e.g., real-time
multimedia) can be very resource demanding and hence em-
ploying suitable radio resource allocation (RRA) schemes is
an important aspect of a 3G wireless system design. In [3]
and [2], link and network layer performance aspects of 3G
WCDMA/HSDPA systems in terms of improving peak data
rates and blocking probabilities are studied. The retransmis-
sion scheduling is also considered and simulated at both link
and network layers. The study shows a tradeoff between user
fairness and the cell throughput. In [4], and [5], opportunistic
scheduling methods are used for a time-slotted wireless system
to optimize the cell throughput while maintaining certain fair-
ness among the users. Two categories of fairness in terms of
minimum-throughput guarantee and specific shares of sched-
uling times are considered. However, in these papers there
is no assumption on the status of the user buffers. Assuming
a linear relationship between the bit rate and signal-to-noise
ratio, it is shown in [6] and [7] that scheduling one user at a
time with full power gives a better throughput performance
compared to scheduling simultaneous users. In [8], the problem
of scheduling CDMA users (one user at a time) in downlink
with variable channel conditions is considered. The authors
have proposed an algorithm that considers both channel state
information and user buffer state information for scheduling
decisions. The algorithm, in general, guarantees the QoS but
may not achieve the system capacity. A general approach to
support QoS of multiple real-time data users is proposed in [9].
The proposed scheduling algorithm of this paper is similar to
[8] and can be used to maximize the number of users that can
be supported with the desired QoS.
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Main Results: In this paper, we consider scheduling algo-
rithms for streaming multimedia users in a HSDPA transmission
system. The main results of this paper are as follows.

i) In Section II, we introduce a discrete-event stochastic
model for streaming users in HSDPA. The key features
of HSDPA system as described in 3GPP standards are
included in our proposed model. Furthermore, a fading
channel, modeled by a finite state Markov process, is
considered.

ii) In Section III, we formulate the scheduling problem of
providing uninterrupted play-out as a stochastic feasi-
bility problem. First, QoS constraints are formulated
in the form of long term throughput constraints and
stochastic robustness constraints of the mobile-station
buffers. These constraints collectively define the fea-
sibility region of the scheduling problem. Next, by
exploiting the structure of the model proposed in (i),
equivalent QoS constraints for the base-station buffers
are formulated. Long term throughput performance is
formulated as the stability constraints on the base-station
buffers (queues). Roughly speaking, by the stability of a
queue we mean the condition that the queue content does
not grow to infinity (the precise meaning of the stochastic
stability of a queue will be explained in Section III).
The robustness QoS constraints are formulated as proba-
bilistic constraints on the base-station buffers (queues).
Note that the terms “buffer” and “queue” are used inter-
changeably in this paper, however the former refers to a
physical entity while the latter describes a mathematical
model. Furthermore, by the term “buffer size”, we mean
the size of the physical buffer (maximum length of the
queue) and by the term “queue length” we mean number
of the existing customers (bits) in the queue.

iii) In Section IV, we present a joint opportunistic user-sched-
uling and MCM assignment algorithm as a solution
to the HSDPA scheduling problem. Section IV-A con-
tains a complete summary of the proposed opportunistic
scheduling algorithm. We first propose a framework
for assigning MCM in HSDPA in a way to maximize
the achievable bit rates of the scheduled users. We then
present a user-scheduling method by customizing a
particular scheduling algorithm denoted by modified
largest-weighted-(unfinished) work-first (M-LWWF) [8].
The M-LWWF algorithm schedules only one user at a
time and provides a simple algorithm with relatively low
complexity. It is analytically proven that the proposed
customized algorithm provides us with a feasible long
term solution (if such a long term feasible solution exists).
However, additional degrees of freedom are embedded in
the M-LWWF algorithm by assigning fairness parameters
to the users. The scheduling priority across the users can be
further controlled by adjusting the fairness parameters to
satisfy additional constraints. We propose a stochastic-ap-
proximation-based adaptive algorithm that dynamically
(i.e., in real time) adjusts each user’s weight in a way that
both robustness and stability QoS constraints are satisfied.

iv) In Section V, we simulate the HSDPA transmission for
streaming users across a finite state Markovian fading

channel. In our simulations the relation between signal-to-
noise ratio (SNR) and frame error rate (FER) is extracted
from the data provided by Motorola research [10]. The
data in [10] accounts for the extensive use of Turbo codes
in HSDPA systems.

II. HSDPA STREAMING DISCRETE EVENT SYSTEM MODEL

In this section, a stochastic discrete event system model for
streaming users in HSDPA is presented. Here, the term BS refers
to the base-station and the term UE refers to the user-equipment
(i.e., mobile station). Throughout this paper we use superscript
index to denote the ’th component of a vector and subscript
index to denote the discrete time slot index, where

is the set of non-negative integers.
It is convenient to outline our HSDPA streaming model in

terms of the following nine elements [2], [3]. We consider
users and define to be the set of all users: .

1) Transmission Time Interval (TTI): Time is the resource
that is shared among the HSDPA users. The time axis is divided
into slots of equal duration referred to as TTI. Define

(1)

By convention, time slot (or discrete time) is the time
interval . As explained in Section II-A-2 of
introduction, we assume only one user is scheduled at each time
slot and scheduling decisions are made at times , .

2) Power: Fast power control feature of the WCDMA system
is disabled in the HSDPA standards (3GPP UTRA-FDD).
Therefore, we assume that transmission power is fixed for all
time slots.

3) Fading Channel: Channel quality for user at time is
characterized by the average received SNR of the user at the

’th time slot. Note that since the transmission power is fixed,
SNR can be used as a direct measure for the channel quality.
The channel quality indicator (CQI) or simply the channel state
is defined as the collection of the channel qualities for the
users at time and is denoted by vector

(2)

where is the channel quality of user at time . Assume
is an irreducible discrete time Markov chain with state space

. State space is obtained by quantizing
the range of the received instantaneous SNRs into vector
levels. Here, are row vectors with elements that define the
quantization levels. We assume that CQI vector is measured by
the users and reported to the the BS at each time slot. Therefore,
the BS has a perfect knowledge of vector for .

Remark on the Markovian Channel Assumption: In general,
any stationary continuous time process can be quantized into a
finite state irreducible Markov process. In particular, there are
well-known methods for modeling individual Rayleigh fading
channels by irreducible finite-state Markov processes (FSMP)
[11], [12]. A finite-state model of channel is needed to formalize
the proof of the queues stability. As can be seen in Algorithm 1,
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Fig. 1. Wireless streaming media system model.

in Section IV-A, the scheduling decision at any given time is
made based on the channel state at that time slot. However, since
at any given time slot, the channel state is fully observed, the
number of iterations per step or the complexity of the algorithm
does not depend on the number of the channel states. In this
view, any number of channel states according to the de-
sired “resolution” may be selected without any penalty in com-
putational complexity.

4) Adaptive Modulation and Coding (AMC): In HSDPA, dif-
ferent modulation and error-correcting coding techniques can
be dynamically selected from a set of modulation and coding
schemes (MCS). The reasoning for using the adaptive MCS
can be explained by examining two extreme situations for the
channel. First, consider a situation that channel experiences a
relatively low quality (low SNR and high interference level).
In this case, instead of increasing power (note that there is no
power control in HSDPA), the transmission scheduler selects a
more “robust” modulation scheme (such as QPSK) that will op-
erate well in lower (bit energy to noise density). Further-
more, error coding techniques such as Turbo code, with more
redundancy will be employed to handle the lower SNR. On the
other hand, if the channel enjoys a relatively high SNR, then the
scheduler selects a more “aggressive” (in terms of the data rate)
modulation scheme such as 16QAM. We assume each MCS is
represented by a MCS number such that

(3)

In the case of scheduling user at time

(4)

where denotes the cardinality (number of elements) of set
and .

5) Multicode Operation: In HSDPA, multicode CDMA is
used at each time-slot for transmission to the scheduled user. By
choosing a larger set of spreading codes, higher data rates can
be achieved, however, higher SNR will be required for transmis-
sion with more codes. Depending on the UE capabilities, dif-
ferent number of simultaneous spreading codes can be selected
(e.g., 5, 10, 15). Define to be the set of supported spreading
codes for user . In the case of scheduling user at time

(5)

where .

6) Transmission Rate Set: We refer to the rate chosen by the
BS to transmit the data to the UE as the transmission rate. The
transmission rate at each time slot is fixed and chosen from a
finite set of possible transmission rates by the BS. Define

(6)

Let be the finite set of all possible transmission rates from
the BS to the UE so that , , . We assume
that a unique transmission rate is associated with any combi-
nation of MCS and multicode. Let be a
function that maps the MCS and multicode combination to the
corresponding transmission rate, so that

(7)

7) Physical-Layer Hybrid ARQ (H-ARQ): ARQ is one of the
error-control procedures used in data communication systems.
If the user receiver detects transmission errors in a frame, it will
automatically request retransmission from the BS. The BS re-
transmits the frame until it receives an acknowledgement (ACK)
from the receiver or the error persists beyond a predetermined
number of retransmissions. By a frame of data we mean the data
that is delivered at any time slot (TTI). Note that the length of a
frame in terms of bits is varying due to the different data rates at
different time slots. H-ARQ uses a code with more redundancy
that will correct some frame errors and hence reduces the av-
erage number of retransmissions. H-ARQ operation in HSDPA
is relatively fast since it is performed in the physical layer be-
tween the base station and the user equipment.

We define as a function that gives the instantaneous frame
error rate (FER) of user in terms of MCS, number of codes, and
channel state of user . The term error rate here is used to denote
the error probability. By the instantaneous FER, we mean the
true FER that indicates the probability of the occurrence of a
frame error at the given time slot. Define

(8)

8) Buffers and Streaming Rates: Fig. 1 shows a queuing
model for streaming HSDPA users. The streaming system is
modeled with symmetric buffers, i.e., each UE buffer has an
equivalent buffer in the BS with the same size. Assume that the
data in the UE buffer is discharged with the constant rate
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which is referred to as the user play-out rate. Furthermore, as-
sume the incoming data rates from the server are also constant.
Let denote the arriving data rate to the user buffer in the
BS (incoming rate from the server): clearly, since and are
both constants, we need to assume in a stable system
model. Note that the above model can be extended to the case
where the arrival rate from the server is not constant. In general,
the results of this paper, i.e., stability and robustness of the BS
buffers under the proposed opportunistic algorithm, are valid if
the arrival rate from the server is any Renewal process [8]. How-
ever, this assumption poses more formal technicalities and ren-
ders the exact analysis of our proposed model intractable.

Define the user BS queue length as

(9)

Also, define the collection of buffer states for users as

(10)

Similarly, the number of bits in the buffer of UE at time is
denoted by . Let be the full size of the BS (or the UE)
buffer of user . The relation between and is then given
by

(11)

where we have assumed and . Let be the
arriving data rate (bit/s) to the buffer of UE at time . Also,
let be the rate that the data is discharged from the buffer of
the BS at time . By convention, we assume if a frame error
occurs in time slot then . This is reasonable
since the BS does not transmit a new frame to the UE till it
receives an ACK confirming a successful previous transmission.
The effective transmission rate at time is then zero because the
same packet will be retransmitted at the next scheduling time.
We conclude that the two rates can be regarded to be identical:

. The evolution of the BS and the UE buffer content for
user is then given by the two following equations:

(12)

(13)

where is defined in (1).
9) Per-TTI (Instantaneous) Capacities: Recall that HSDPA

system performs ARQ in the physical layer. This implies that
if a frame error occurs at any given time slot, the entire frame
will be retransmitted in the next scheduled time slot. In order
to quantify the achievable throughput to user at time , we
consider a notion of per-TTI (instantaneous) capacity that in-
corporates the event that a frame error occurs. Define a random
variable as

(14)

This means, in the event of scheduling user at time , user
receives bits at time slot (or the entire queue content
whichever is smaller). In terms of transmission rate, we have

(15)

where is defined in (6) and is the indicator function of
the event (it is equal to 1 if occurs, otherwise is zero). As
can be seen in (15), if a frame error occurs in a time slot, the
per-TTI capacity is defined to be zero at that time slot.

III. FORMULATION OF HSDPA SCHEDULING PROBLEM

WITH QOS REQUIREMENTS

In this section, we consider the problem of opportunistic joint
user scheduling and MCM assignment in HSDPA. The objective
is to enable a smooth play-out by applying a suitable user-sched-
uling and MCM assignment policy.

First, the general structure of stationary opportunistic poli-
cies is defined. The term opportunistic refers to the fact that
the channel and/or buffer (state) variations are exploited by the
scheduler to assign relatively better users (in a sense to be de-
fined below).

Next, using the discrete event system model described in
Section II, the condition of smooth play-out is formulated as
a feasibility problem with stochastic robustness and stability
QoS constraints. Informally speaking, the objective is to keep
the UE buffers non-empty in a long run and limit the variations
of the buffers to avoid any interruption in the media play-out.

Main Result: The main result of this section is the formulated
problem in (25)–(27) which states the required QoS constraints
for streaming users in HSDPA.

A. Opportunistic Joint User Scheduling and MCM Assignment

In this subsection, we define a general structure for oppor-
tunistic joint user scheduling and MCM assignment policies in
HSDPA. The user scheduling and MCM assignment are dynam-
ically performed based on the system state information at any
time slot. The state of the system can be defined as the collec-
tion of the channel and the buffer states

(16)

where and are defined in (2) and (10), respectively, and
is the state space. For now assume is a stationary and er-

godic Markov process. Later, based on the proposed scheduling
algorithm and assuming stability of the queues, this assumption
is justified.

A scheduling policy is defined as a function that maps the
system state to a system user at a generic time slot. The mapping

means that user is scheduled if the
state is reported to be . As seen above, we assume only one
user is scheduled at any given time slot. Furthermore, we only
consider the class of stationary policies and hence is not a
function of time. These assumptions will be justified later in
Section III-C, where we formulate the scheduling problem as
a feasibility problem.



848 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 8, NO. 4, AUGUST 2006

An MCM assignment rule is defined as a function that maps
the system state to a pair of multicode and MCS number at any
time slot

(17)

where (17) means that MCS number along with multicode
is chosen for the scheduled user if the state is reported to be .

A joint user scheduling and MCM assignment policy is
defined as the combination of the scheduling policy and MCM
assignment rule , in a generic time slot:

(18)

Hence, if user is scheduled at time , we have:
where and are defined in (4) and (5), respec-

tively, for all .

B. Formulation of QoS Constraints for HSDPA Streaming

Here, we state the QoS constraints that enable the smooth
media play-out for streaming HSDPA users.

Stability QoS: To have a smooth (uninterrupted) play-out, the
user buffer content (in the UE) must have a non-zero steady-state
regime. In other words, in a long run the user buffers in the UE
must remain non-empty. Our streaming model, based on (11),
(12), and (13), allows us to express an equivalent requirement
for the users buffers in the BS. (11) asserts that an empty buffer
in the UE corresponds to a full buffer in the BS. Hence the sit-
uation that a UE buffer is “under-running” corresponds to the
situation that the BS buffer is “blowing up”. It can be con-
cluded that for having uninterrupted play-out in a long run, the
users queues in the BS must be stable. By stability we mean the
existence of a stationary regime for the queue content process so
the content of the queues does not show the tendency to grow to
infinity [8]. In other words, the steady-state probability distribu-
tion of the queue length process should be well defined. This
condition is expressed as follows (with denoting the proba-
bility measure):

(19)

where is a valid distribution function (i.e., is
right continuous and ), and is defined
in (9).

Remark: In the following, we assume only the steady-state
behavior of the queues, i.e., time is sufficiently large.

By formulating equivalent QoS constraints for user buffers in
the BS (rather than for the UE buffers) we will be able to use
certain stochastic stability results from [8]. First recall that the
net discharging rate of queue (in the BS) at time is denoted
by . Therefore is equal to the user throughput at time
and is given by

(20)

where is given by (15) and is the scheduling policy. The
equality in (20) holds because in the event that the available
rate completely discharges the BS buffer during one time slot,
the effective data rate of user during that time slot is equal to

. The general expression for is then described as in
(20). For stable queues the arriving rate matches the net dis-
charging rate in a long run. Assuming a scheduling policy
under which the system is stable. i.e., the discrete Markov chain

(state) is ergodic, we have (with denoting the expectation
operator)

(21)

The sufficient and necessary condition for (21), i.e., stability of
user queues, is given by (see [8, Th. 1])

(22)

Robustness QoS: To allow an uninterrupted real-time
streaming of the users, the situation of an empty or under-run
buffer must be avoided. Condition (22) ensures the existence of
a long-term (stationary) non-zero process for the UE buffer but
it does not address the variations of the UE buffer content. It is
possible that under a stable scheduling policy individual users
often encounter an empty or under-run buffers. To avoid this
situation, a stochastic robustness QoS is considered as follows:
the probability of having an under-run buffer at each time slot
needs to be smaller than a certain threshold. This constraint can
be formulated more generally as

(23)

where is a threshold level for the UE buffer of user and
is the threshold probability for user . Using (11), an equivalent
constraint can be written for the BS buffers

(24)

where is a threshold level for the BS buffer of user
and is the threshold probability. Recall that is the full BS

buffer size of user given in (11) (which is also equal to the full
UE buffer size of user by the symmetric-buffers model shown
in Fig. 1).

C. HSDPA Scheduling Problem

In this subsection, based on the QoS constraints introduced
in Section III-B, we formulate the scheduling problem for
streaming users in HSDPA as a feasibility problem. A more
general problem can be stated as an optimization problem
(i.e., minimizing a certain cost function) with the stability and
robustness QoS constraints. This problem can be generally for-
mulated as a special MDP denoted by average-cost-per-stage
infinite horizon problems [13]. The solution to this MDP can
be obtained by Dynamic Programming techniques and may
require scheduling more than one user at a given time slot.
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However, as the number of buffer and channel states increases,
the complexity of the MDP grows exponentially and renders
the solution impractical [1]. In this paper by trading-off op-
timality with feasibility, we will be able to obtain a practical
opportunistic algorithm with low complexity that assumes only
one user is scheduled at any time slot. Also note that similar to
infinite horizon MDPs, the scheduling policy is assumed to be
stationary otherwise no simple formulation of the problem ex-
ists [13]. The feasibility problem can be stated as the collection
of the robustness and stability constraints introduced in (24) and
(22), respectively. An additional constraint is also considered
in (27) which asserts that the instantaneous FER for each user
needs to be kept below a specific level at each time slot
(if the channel quality allows). The constraint on the maximum
instantaneous FER prevents excessive retransmissions which
may cause certain technical issues. The scheduling problem for
streaming users can be formulated as follows.

Problem: Find a joint scheduling and MCM assignment
policy [defined in (18)) to satisfy the following
QoS constraints for HSDPA users]:

(25)

(26)

(27)

where is given by (15) and is defined in (8).

IV. OPPORTUNISTIC SCHEDULING ALGORITHM

FOR STREAMING HSDPA USERS

In this section we present an opportunistic algorithm for
joint user scheduling and MCM assignment as a solution to the
problem outlined in (25)–(27). First, we outline the method-
ology to obtain a feasible solution and summarize the steps of
the algorithm. Next, each step of the algorithm is discussed in
more detail.

Main Result: The main result of this section is Algorithm 1
in Section IV-A, which is proposed as a solution to the HSDPA
scheduling problem. Remark: If not specified, throughout this
section, we assume , .

A. Summary of the Opportunistic Streaming Algorithm

We consider the following general structure for the HSDPA
scheduling algorithm:

(28)

where are the per-TTI capacities defined in (14) and are
the queues’ lengths defined in (9). are real constants, denoted
by fairness parameters, that provide additional flexibility for as-
signing priorities (fairness) among the users. The idea is to as-
sign higher priorities to the relatively better channels (higher )
and hence exploiting channel variations to maximize the overall

throughput. On the other hand, the algorithm assigns higher pri-
orities to the users with larger queue lengths and therefore re-
ducing the probability of the queues growing larger. The fairness
parameters can then be adjusted to further shape the priority dis-
tribution among the users. The algorithm in (28) is denoted by
modified largest-weighted-(unfinished) work-first (M-LWWF)
and is proven to guarantee the stability of the queues (if pos-
sible with any other policy) [8]. We present a joint opportunistic
scheduling and MCM assignment algorithm by further modi-
fying the M-LWWF scheduling algorithm and combining it with
a suitable MCM assignment scheme (in particular, the per-TTI
capacities in M-LWWF are replaced with their optimal min-
imum-variance estimates). We prove that the resulting joint op-
portunistic scheduling and MCM assignment algorithm guaran-
tees the stability of the queues as well and hence satisfies the
stability condition in (25) (if feasible). Next, we present sto-
chastic approximation methods to adapt the fairness parame-
ters in a way that the robustness constraint in (26) is satis-
fied as well (if feasible) and therefore a solution for HSDPA
scheduling problem is obtained. The proposed opportunistic al-
gorithm is denoted by Algorithm 1 and is summarized in the
following steps.

Algorithm 1: Joint Opportunistic Scheduling and MCM
Assignment

Step 0—Initialization
Step 1—Estimating per-TTI capacities: Apply (34) to
estimate the maximum achievable rate for all users

at time .
Step 2—Computing a throughput optimal MCM (MCS
and multicode) for each user: Apply (37) to calculate the
optimal MCM denoted by for each user .
The optimal MCM of user is calculated in a way that the
throughput of user is maximized (in case of scheduling
user ).
Step 3—Joint MCM assignment and M-LWWF
scheduling: Apply (41) to schedule user at time

. Substitute in Step-2 by applying (42) to assign
as the MCM of the scheduled user .

Step 4—Updating the fairness parameters: Apply
Stochastic Approximation algorithm in (46) and (47). Set

and go to Step 1.

B. Initialization

We start with empty queues: , and assume all
the fairness parameters are identical and equal to one: ,

(note that later in the simulations, we may also consider
random initial fairness parameters).

C. Estimating Per-TTI Capacities

Here, Step-1 of Algorithm 1 is discussed. The main result of
this step is to show how to evaluate the per-TTI capacities ,

in the M-LWWF algorithm (since the occurrence of a
frame error is not known a priori, the relation in (15) can not be
directly used). We prove that instead of the exact values of the
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per-TTI capacities , , the optimal estimate (i.e., condi-
tional expectation) of can be used by the scheduler without
degrading the stability of the queues.

Consider the optimal (minimum-variance) estimate of ,
, defined as

(29)

Now consider the following well-known smoothing property of
conditional expectations [14, Th. 10, Ch. 4.6, p.106]:

Substituting from (29) gives

(30)

The stability condition in (25) can then be reformulated as

(31)

The relations in (30) and (31) state that any scheduling policy
that keeps the buffers stable with per-TTI capacities , ,
will do so as well with per-TTI capacities , , (and vice
versa).

Assuming perfect channel information, has a deterministic
value at time . From (29) and (15), is given by

(32)

where and are defined in (6) and (8), respectively. In the
proposed algorithm, we use the deterministic value in (32) as the
measure for user capacity at time which is equivalent to the
original definition in (15) in terms of stability of queues. Here,
we only need to consider the MCM combinations that satisfy
the maximum FER constraints in (27). Define

(33)

Let be the maximum per-TTI capacity (estimate) of user
at time . We have

(34)

where and are defined in (7) and (8), respectively. Also
define

(35)

Note that in practice, the exact form of due to the use
of Turbo-code and complexity of the system may not be known.
Later in the simulations, we use the simulation results and mea-
surements from Motorola research group to map the channel
state to the corresponding FER [10].

D. Computing Optimal MCMs

Here we elaborate step 2 of Algorithm 1. We compute the
throughput optimal MCM for each user at time , i.e.,
the MCM that gives the highest throughput for user (in case of
scheduling user at time ). Define

(36)

where and are given by (4) and (5), respectively. In order
to satisfy (31), the pair must be chosen to maximize
the per-TTI capacity (estimate) while keeping the instanta-
neous FER below the allowable threshold. Therefore, by using
(32) and (8) the following gives the optimal MCM for each user:

(37)

(38)

where is defined in (33).

E. Joint M-LWWF User Scheduling and MCM Assignment

Here, Step-3 of algorithm 1 is elaborated. First consider a
joint scheduling and MCM assignment policy as defined as in
(18). We provide additional degrees of freedom if we introduce
a parameter vector in the policy and define

Here, is the scheduling policy, is the MCM as-
signment rule, both depending on , and

(39)

where , are any arbitrary positive real constants
denoted by fairness parameters (parameters of the algorithm).

The main result of this section can be stated by the following
theorem which presents a parametric joint scheduling and MCM
assignment policy that guarantees the stability of queues [see the
constraint in (25)].

Theorem 1: Assume maximum per-TTI capacity , defined
in (35), is an irreducible finite-state discrete-time Markov
process. Consider the following parametric policy:

(40)

(41)

(42)

where , , , and . Then for any set of
parameters , the policy satisfies the stability
QoS constraints in (25), if it is possible with any other policy.

Recall that is defined in (37), and are defined in
(34) and (9), respectively. Distribution parameters ,
are any arbitrary positive real constants and as
in (39).
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Proof: As given by (34), , , is the estimate of the
maximum bit rate available to user at time . With the under-
standing that (31) is equivalent to (25), the scheduling policy
described in (41), will be reduced to the M-LWWF scheduling
algorithm introduced in [8]. Additionally, since by assumption
the vector is an irreducible discrete-time Markov process, the
proof in [8] is directly applicable.

Remark: Note that the Markovian assumption on in The-
orem 1 is not restrictive. In fact, if we consider a one-to-one map
from the Markovian channel state (or ) to then the as-
sumption of Theorem 1 holds.

The user scheduling algorithm in (41) simply selects the user
for which the weighted product of the queue content and the
channel quality is maximum. This way users with larger queue
contents, larger fairness parameters and better channel qualities
(compared to the other users) receive higher scheduling priority
compared to the other users.

Remark on Feasibility: Theorem 1 states that if stability
is feasible then the proposed algorithm will make the queues
stable. In this view, the proposed algorithm can be used as a
feasibility test for the queues stability. Numerical methods [15]
can be used to verify the stability or boundedness of the queues
within a desired confidence interval.

F. Updating Fairness Parameters by Stochastic Approximation

Here we elaborate Step-4 of Algorithm 1. The main result
of this step is to update the fairness parameters by Stochastic
Approximation as in (46) and (47).

Assuming the problem is feasible, Theorem 1 states that the
policy , defined in (40), satisfies the stability QoS in (25)
for all . Therefore, there exists a stationary
regime for each queue content process. We can therefore rewrite
the robustness QoS in (24) by dropping the time index

(43)

We employ the method of stochastic approximation to adjust
the parameter vector so that the policy satisfies the
robustness constraint in (43) as well and hence a solution to
the HSDPA scheduling problem is obtained. Let be
the feasible region of the policy in terms of parameter
vector . We propose a stochastic approximation algorithm to
generate a sequence of updates at time

which converge to a feasible parameter vector
. Note that with each , a policy is associated. The

initial value is set to the vector of ones , which
implies that initially no additional priority is granted to any user.

Consider the robustness QoS constraint in (43). In general, the
complementary distribution of the buffer content
is not known. The stochastic approximation algorithm estimates

at each time slot and then uses this estimate to ad-
just the parameter at time [16]. The procedure is formulated
as follows:

Algorithm: Assume the policy , defined in (40), is
applied at time . Consider the event , where
denotes the user number and denotes time. An unbiased esti-
mate of the overflow probability can be obtained at

time by the number of times that the event occurs
up to time divided by . Let denote the unbiased estimate
of at time . We have .
Writing by iteration gives

(44)

If the estimate is exceeding the threshold , then it means
that user , based on the current estimate, does not receive his/her
required QoS. Hence, the parameter is increased proportion-
ally to assign higher priority (higher service share) to user . If
the estimate does not exceed the threshold , is left un-
changed

(45)

where the step size can be set to for the sta-
tionary case i.e., when the true parameter is constant. In the
nonstationary case (when the true parameter is slowly varying
with time), can be set to a small constant to track the slow
variations of the system [5], [16]. Assuming stationarity and

, (44) and (45) are collectively written as

(46)

(47)

with initial values of and . Equations (46) and
(47) can be written collectively in vector format as follows:

(48)

(49)

where , ,
, and

with initial values of and ( denotes a
row vector with all elements equal to one). Also note that

represents a diagonal matrix whose diagonal elements
are the elements of . The algorithm proceeds by applying the
policy at time . The iterations (48) and (49)
will be repeated by setting until the convergence is
obtained (assuming a feasible policy exists). Starting
with the policy , numerical results in Section V show
that if a feasible exists then the algorithm in (46) and
(47) converges rapidly to a feasible point in .

G. Convergence of the Stochastic Approximation Algorithm

Here we discuss the convergence of the stochastic approxi-
mation algorithm in (46) and (47) (with decreasing step size).

Discussion: Since the state of the system is
markovian, we need to use the Ordinary Differential Equation
(ODE) approach of [16] to prove the convergence of the Sto-
chastic Approximation algorithm in (46) and (47). The main
idea behind the ODE approach is that the asymptotic behavior
of (46) and (47) is captured by a deterministic ordinary differen-
tial equation which represent the mean trajectory of the system
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[16]. This ODE is obtained by stochastic averaging of (46) and
(47) and reads [16]

(50)

(51)

where and the variable denotes continuous time. Note
that for clarity, in the above equations we explicitly denote the
dependence of and on . If stable, the ODEs in (50) and
(51) converge to their fixed points and , where

(52)

(53)

Note that is a feasible point of the policy .
Theorem 2: Under the condition that and are bounded

with probability 1 (i.e., a feasible solution exists), the estimates
and , generated by algorithm in (48) and (49), con-

verge with probability 1 to the fixed points and defined
in (52) and (53).

Proof: The convergence proof requires showing the con-
vergence of the Stochastic Approximation algorithm for Mar-
kovian state-dependent noise. The proof follows from [16, Th.
4.2, Ch. 8.4 p. 243]. The conditions required for convergence
are verified as follows.

i) The averaging condition: (A.4.12) in [16] holds since the
pair is a positively Harris recurrent process (see
the discussion in [8] for the proof of Harris recurrence).

ii) Uniform integrability: the uniform integrability condition
(A.4.11) for the vector

(54)

holds since is uniformly bounded between 0 and 1.
Also note that can be always kept bounded by projec-
tion into a compact set. The proof therefore follows from
[16, Th. 4.2].

For situations where statistics of the channel are slowly time
varying, the optimal parameter vector will be time varying.
Denote the optimal time-varying parameter by . In such
cases it is necessary to adaptively track the time-varying .
This can be done by using a constant step size version of (46)
and (47) with , where is a small constant. For this
adaptive case it can be shown, using [16, Th. 4.1, Sec. 8.4.1,
p. 240] that the sequence and converges weakly (in
distribution) to and for .

V. NUMERICAL RESULTS

A summary of simulation parameters is presented in Table II.
Furthermore, simulation scenarios are described in Section V-A.

Channel: The channel is first simulated by a Rayleigh slow
and flat fading model with a Doppler spectrum (Jake’s model
[17]). Let be the available SNR for user at time . Based
on the Jake’s model, can be written as the transmitted

TABLE I
MODULATION AND CODING SCHEMES

TABLE II
SIMULATION PARAMETERS

SNR scaled by a fading component and a path-loss component.
Expressing in dB, we have:

(55)

where is the transmission power, is the noise power (in-
cludes interference as well), L(R) is the path-loss component
in terms of the distance and is the Rayleigh fading
gain process for the user . Based on common assumptions for
HSDPA in [18], we adopt the following path-loss model:

(56)

where is the distance of the user from the BS in Kilometers.
Furthermore, in the simulations we choose a value for
to obtain reasonable SNRs for the UE-to-BS distances. We
assume:

(57)

At the next step, to justify the assumptions of the paper, we
present the simulated Rayleigh channel by a FSMP. Here, we
model the simulated fading gain process (or equiva-
lently ) by a ten-state Markov process . In general,

can be correlated between different users, however, in
our simulations independent (or equivalently ),

are considered. Five states are assigned for
the SNR region corresponding to the single code transmission
and five states are assigned to the SNR region corresponding
to 15-code transmission. By examining the SNR-FER curves,
obtained by Motorola research group [10], the number of states
is chosen in a way to attain sufficient resolution for instanta-
neous capacities. For example, if for some SNR region the FER
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Fig. 2. Comparison of maximum supported HSDPA users in scenario 1. (a) HSDPA users located on the cell edge. (b) Maximum HSDPA users supported versus
streaming rates.

curve is more or less constant, only one state is assigned to
that region. On the other hand, if FER has large deviations in
a particular SNR region, more states are needed to model that
SNR region (see for a rigorous procedure for choosing number
of states and the threshold levels in [11], and [12]).

MCS and Multicode: In our simulations, the MCS and mul-
ticode selection is based on Table I that shows the numerical
values for MCS number and spreading codes of the users. These
numbers are extracted from the descriptions of HSDPA pro-
vided in [2]. For simplicity, we assume either a single code or
15 codes are used for each user. The selected MCS roughly cor-
responds to the frame error rate of at any time
slot.

Parameters: Table II summarizes the parameters and as-
sumption used for our simulation. We have tried to choose
realistic parameters from common simulation assumption for
HSDPA provided by Ericsson, Motorola, and Nokia in [18].
The simulation starts with full UE buffers.

A. Simulation Scenarios

We compare the performance of our opportunistic policy
with the well-known Round-Robin scheduling and Max C/I
scheduling. In Round-Robin, scheduling time is shared evenly
among the users but the channel or buffer variations are not
exploited (nonopportunistic scheduling). In Max C/I, the
scheduler simply picks the best channel (highest signal to
noise/interference). Therefore, Max C/I can be regarded as a
greedy opportunistic scheduling.

Three scenarios are considered in terms of the distribution
of the users in a single wireless cell. For each scenario, we
determine the maximum number of the users that can be sup-
ported with at a given streaming rate , where

is the probability of uninterrupted play-out (assumed
to be the same for all users). Therefore, in the QoS formulation
in (24), we roughly have: . Hence, and

for . Note that the condition
is equivalent to since is always non-negative by defi-
nition. The simulation scenarios are elaborated in the following.
Note that the terms BS and Node-B may be used interchange-
ably to denote the base-station which is assumed to be located
at the cell center.

Scenario 1: The first scenario we consider is a worst case
scenario. All users are located on the cell edge [

; see Fig. 2(a)] and consequently have relatively poor
channels which only support low data rates (note that in all fig-
ures, Node-B denotes the base-station). In this scenario single-
code transmission is used.

As shown in Fig. 2(b), in scenario 1, our algorithm (algo-
rithm 1 in Section IV-A) gives the best performance. Max C/I
also performs exceptionally well because of the given scenario:
all users have the same distance to the BS with the same
streaming rate. In this case, it is a relatively good solution to
only pick the instantaneously best channel without regarding
their queue lengths. The total average throughput will be
maximized in this case and because of the symmetry, no user
will be particularly starved. In the long run, each user receives
more or less the same portion of the maximized throughput and
hence the overall performance is relatively good. Round-Robin
performs poorly in this scenario since channel variations are
not exploited."

Scenario 2: In this scenario, we assume that the users are
distributed uniformly throughout the cell
[see Fig. 3(a)].

The distances of the users and the BS (Node-B) are
where is the minimum

distance a UE has from the BS. We observe in Fig. 3(b) that
our algorithm (Algorithm 1) performs significantly better than
the other two algorithms. Max C/I shows very poor performance
because users that are further away from the BS are not served at
all. We can see in Fig. 3(b) that Round-Robin gives significantly
better performance than Max C/I.
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Fig. 3. Comparison of maximum supported HSDPA users in scenario 2. (a) Users distributed uniformly from the cell edge to the Node-B. (b) Maximum HSDPA
users supported versus streaming rates.

Fig. 4. Comparison of maximum supported HSDPA users in scenario 3. (a) HSDPA users distributed uniformly close to the node-B. (b) Maximum HSDPA users
supported versus streaming rates.

Scenario 3: In this scenario, we concentrate our simulation
on the cell center , where high data rates
can be achieved. We use 15 multicodes for transmission and this
way increase our transmission rates significantly.

As shown in Fig. 4(a), the users are distributed uniformly be-
tween the BS (Node-B) and the edge of the cell center

and where
is the minimum UE distance from the BS and is the

maximum UE distance from the BS (user 15 distance from the
center). It is possible to support high streaming rates to a reason-
able number of users in the cell center. Again we see in Fig. 4(b)
the advantage of our algorithm. The Max C/I algorithm com-
pletely fails in this scenario, because users that are further away
from the BS are not served at all. We conclude that compared

with the Round-Robin and Max C/I scheduling, our proposed
algorithm gives a significantly better performance in terms of
the maximum number of the users that can be supported with
the desired QoS.

VI. CONCLUSION

In this paper, we propose a discrete event model for
streaming users in HSDPA to formulate the QoS requirements
of the HSDPA streaming system as a feasibility problem. We
then present a practical joint opportunistic user-scheduling and
MCM assignment policy as the solution to the above feasibility
problem. The proposed policy enables a smooth play-out for
HSDPA users if it is possible with any other policy. The nu-
merical results show that employing the proposed opportunistic
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policy achieves a significant improvement in the maximum
number of users that can be supported with the desired QoS.
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