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Abstract In this paper we introduce an analytical model to
calculate the performance of the wireless LAN MAC proto-
col – known as Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) – taking into consideration the random
exponential back off algorithm. The effects of changing the ar-
rival rates and the number of users on normalized throughput
and packet delay are demonstrated. Furthermore, the effects of
varying the back-off algorithm parameters – such as the num-
ber of retrials on a packet transmission before discarding it –
on the throughput and delay are investigated.
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1. Introduction

Mobility in computing and communications has recently
become more and more essential, especially for business
usage. The suitable transmission technique for mobile ap-
plications is wireless communication.

Notebook computer is a vivid example of mobile com-
puters. It has led to the evolution of Wireless Computer
Networks of which Wireless Local Area Networks are one
kind.

Wireless LAN can be categorized by its MAC proto-
col. One of the major protocols used for wireless LAN is
the Carrier Sense Multiple Access with Collision Avoid-
ance (CSMA/CA), which is a variation of CSMA/CD
used for Ethernet. The problem with CSMA/CD is that
bandwidth efficient collision detection in radio channels
is difficult to achieve. This inefficiency is a result of
the high dynamic attenuation of radio signals. This high
attenuation makes it practically very difficult for a ra-
dio transceiver to listen to other signals while transmit-
ting, which is essential for the collision detection part of
CSMA/CD. To be able to overcome this problem and still
achieve an acceptable performance, the collision detection
is replaced by collision avoidance [1].

CSMA/CA is used for IEEE 802.11 distributed ac-
cess and has been adopted in many products existing in
the market, such as the WaveLAN RF Wireless LAN of
AT&T [2]. Due to its importance, this protocol is reviewed
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in some details in this paper. The protocol differs from the
CSMA/CD in two ways, the first is that it doesn’t contain
a collision detection algorithm, and the second is that it
defers the transmission for a random exponential backoff
in case of medium busy. Hence, models for CSMA/CD
cannot be directly applied to this protocol and a model
needs to be established from scratch. The work done on
the protocol till now either used simulation or ignored the
back-off feature of the protocol to get to a mathematical
model [3, 4].

In this paper, a Markov model for one station is estab-
lished taking the effect of other stations into account using
some global state-dependent variables. Mathematical rep-
resentation of performance in terms of throughput and de-
lay is obtained by solving this model at equilibrium using
a technique called Single Station Superposition (SSS) to
obtain the overall values of the performance parameters
for a finite number of nodes.

The organization of the paper is as follows: section 2
introduces the network architecture and protocol. Sec-
tion 3 presents the used network models and describes the
main parameters and assumptions. In section 4, the math-
ematical expressions for network throughput and delay
are derived and expressed in terms of the probabilities of
busy and collisions. Section 5 details the analysis leading
to expressions for these two probabilities. In section 6 nu-
merical results are obtained under different conditions and
commented. Concluding remarks are given in section 7.

2. Network architecture and MAC
protocol for CSMA/CA

Fig. 1 shows the network architecture for the CSMA/CA
scheme. Clearly it is of the ad-hoc type, with connections
established directly between stations (i.e. on a peer-to-
peer basis).

Fig. 1. CSMA/CA network architecture.
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In practice, the protocol uses only one frequency, and
single-spreading code is utilized by all stations for trans-
mission from one node to the other. Thus, only one station
can successfully transmit in the network at any time. The
operation of the CSMA/CA MAC protocol can be de-
scribed in terms of the state transition diagram shown in
Fig. 2.

Fig. 2. State transition diagram for CSMA/CA.

Initially, each station is in the idle state. When a new
message1 arrives, it is stored in a transmit buffer and the
station moves to a non-backoff carrier sensing state. De-
pending on whether the channel is busy or not busy, the
station moves either to a backoff state or a transmit state,
respectively. When in the backoff state, a random time –
uniformly chosen from a progressively increasing interval
– is used for backoff. So long as the station is in the back-
off state, it continues to sense the channel and decrements
the backoff time only when the channel is free. When the
backoff time decreases to zero, the station moves from the
backoff state to the non-backoff state. On the other hand,
when a station is in the transmit state two possibilities
exist: either transmission is done successfully (as indi-
cated by the reception of an ACK signal), or transmission
is not successful due to collision with transmissions from
other station(s) (as indicated by the absence of ACK or the
reception of NAK). In the first case, the station moves to
the ACK state while in the second case the station moves
to the collision state. When in the collision state, the back-
off interval is increased, a new backoff time is selected,
and the station moves to the backoff state. On the other
hand, a station in the ACK state, may either returns to the
non-back-off carrier sensing state (if more units of the ori-
ginal message are to be transmitted), or else returns to the
idle state (in case the message transmission is completed).

1 A message is a collection of data that are related together and
might be divided into a group of packets that are sent one after the
other.

The above algorithm for the CSMA/CA can be read-
ily represented in the form of a flowchart as shown in
Fig. 3. In this figure, NAV is the Network Allocation
Value and denotes the width of the interval from which
a uniformly distributed backoff period (BOF) is selected.
In case of collision, NAV is increased using binary ex-
ponential backoff (NAV = 2i ·CWmin), where CWmin is
the minimum backoff window, which is the size of NAV
when (i= 0). In practice this increase is stopped when “i”
reaches an upper value.

2 CW⋅i
min

Fig. 3. Flow chart of CSMA/CA MAC procedure.

3. Network models

We next consider the modelling of a network consisting
of U stations that employ the CSMA/CA MAC protocol.
At an arbitrary time instant one may assume NI stations
to be idle and the remaining U − NI stations to be active.
Based on the outcome of channel sensing, and depend-
ing on whether the backoff timer has decreased to zero or
not, an active station may be successfully transmitting, in
backoff state, or in collision state. Thus among the U − NI
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active stations, S will be successfully transmitting, B will
be in back-off and C will be in collisions. Fig. 4 depicts
a schematic representation of a network whose stations
belong to one of the above states. The figure also indicates
the logic that determines the conditions under which a sta-
tion is successfully transmitting (switch is on), as well as
the interaction between a station and the channel (feed-
back link for channel state).

Though Fig. 4 can be the basis for a network queu-
ing model which would be solved in principle to deduce
system performance parameters, exact solution is rather
intractable. To see this, assume that the state X j of an
individual station can be either idle (I), successfully trans-
mitting (S), backed off (B), or in collision (C). That is for
any time t:

X j(t) = I w.p. PI= S w.p. PS= B w.p. PB= C w.p. PC

Clearly, station j moves from state X j(t) at t to state
X j(t +∆t) at t +∆t depending on:

X j(t), Xk(t) where k = 1, . . . , U and k �= j , arrival
rate of new messages for each station, service rate of on-
going message, and Xk(t +∆t).

Since each station can be in any one of four pos-
sible states (I, S, B, C), the network in Fig. 4 represents
a Markov queueing model of dimension [4 ×4(U −1)×

Fig. 4. Schematic representation of a network queuing model
based on CSMA/CA for channel access.

4(U − 1)]. Obviously, the number of state equations is
O(U2). To reduce the complexity of this problem we pro-
pose to use the so called Single Station Superposition
(SSS) approach [5], which is more general and readily
understandable than the so called Equilibrium Point An-
alysis (EPA) of [6]. Using the SSS approach, we use
a Markov model to represent a single station, and lump the
effect of all other stations on that station using global pa-
rameters (such as the probability of channel being busy,
and the probability of collision). The equilibrium state
probabilities for the single station can then be deduced
in terms of the global parameters. Next, we derive rela-
tionships for the global parameters in terms of the single
station state probabilities. Finally, we deduce the perform-
ance parameters for the entire network by the proper su-
perpositions of the same parameter for all nodes in the
network. Details for the mathematical analysis are given
in section 4. In the following we shall present the Markov
model used in the SSS approach.

Model Assumptions

• Time axis is slotted with time slot equal to τ .
• Total number of stations is U .
• Idle stations generate messages with probability λ per

slot, per user.
• Active stations do not generate traffic until they become

idle.
• Message length has geometrical distribution with mean

equal to Taν slots. Hence, the probability of reaching
message end after transmitting a certain number of
packets is taken to be σ , where σ = 1

Taν/L , and L is
the fixed packet length. This also means that a message
consists of 1/σ packets on the average.

• Each station can have at most one message waiting
for transmission. (Hence stations buffer is equal to one
message).

• A station that senses the channel finds it busy with
probability b.

• A station transmitting for the first time that finds the
channel busy decides to wait for a random duration in
the range [0,V1 −1] free channel slots, with uniformly
distributed probability before trying transmission again.

• A station coming from collision state waits for a ran-
dom back-off time in the range [0,Vi −1] free chan-
nel slots with uniformly distributed probability density
function before attempting transmission again, where i
is the number of transmission retrials.

• Collision is detected by the station receiver and is in-
formed to the transmitter through acknowledgment.

• Acknowledgment transmission time is 3 time slots.
• Collision occurs with probability f .
• Packet length is constant and is assumed to be equal to

L time slots.
• The effects of channel errors are assumed to be inde-

pendent of stations’ state. It is taken into account by
introducing a parameter called probability of no-error.

• Time slot is very small compared to both the packet
transmission time and the mean time between arrival of
messages.
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• All stations have identical distributions.
• Each station is capable of switching between sensing

and transmitting within one time slot.
• The effect of hidden terminal problems and captures are

not considered.

Model State Transition Diagram

Based on the above assumptions, and referring to Fig. 2,
one can deduce the state transition diagram for the SSS
model, depicted in Fig. 5. In this figure as well as in the
following text the following notations are going to be
used:

I = Idle
A = Active (Queue > 0, non back-off)
C = Collision
B = Back-off
K = Acknowledgment
S = Transmitting successfully
b = Prob. {channel busy}
f = Prob. {collision}

rij = Prob. Station attempts transmission
when back-off state is Bij.

Vi −1 = Maximum back-off period at trial no. i
m = Maximum numberof retrials before discard
L = packet length

From this figure it is clear that a station in the idle state I
will receive new messages at a rate λ. With the arrival of
a new message, the station immediately moves to the ac-
tive state A, during the same time slot. Then it either finds
the channel busy with probability b, or finds it free with
probability 1 −b. In case of a busy channel, the station
goes into a back-off state, in which a random delay Bij is
chosen from the interval [0, Vi −1], where i is the number
of transmission retries, 1 < i < m. Vi −1 is the maximum
backoff period at trial i measured in units of free time slots
and m is the maximum number of retrials on a packet be-
fore discarding it. To allow for the fact that after the elapse
of Bij free time slots the station can attempt transmitting,
the model uses rij to denote the probability of such event.
When a station at state A or state Bij finds the channel
free and decides to transmit, two scenarios are possible.
The first is a successful transmission scenario in which no
other station attempts to transmit (an event with probabil-
ity (1− f )), and in this case the station goes through states
S1, . . . , SL , K1, . . . , K3. At the end of successful trans-
mission, the station either becomes idle 1 with probability
σ (this corresponds to end of message) or moves to ac-
tive state A with probability 1 −σ (which implies more
packets are yet to be transmitted). The second scenario
of the same message is that of collision, which happens
with probability f . In this case more than one station at-
tempts transmission simultaneously. Because there is no
collision detection, the collision duration extends over L
time slots followed by 3 time slots for acknowledgement

Fig. 5. State transition diagram for SSS model of the CSMA/CA
MAC protocol.

(Ci1, . . . , CiL ),(Ki1, ...Ki3). At the end of the collision
scenario, the station moves to the start of the next back-
off state, in which the procedure is repeated except for the
fact that i is now incremented to i +1. On the other hand
if the collision procedure is repeated m times for the same
packet i.e. i reaches the value m without successful trans-
mission, the backoff is reset and the node moves to the
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next packet in the message (if any is remaining). This is
represented by moving into state A with probability 1−σ .
Alternatively, if this packet was the last packet in the mes-
sage (an event that has a probability σ) the node moves
into state I .

It is to be noted that in Fig. 5, a station at state Bij stays
in the same state so long as the channel is busy, i.e. with
probability b. Also, the number of back-off states is Vi ,
where Vi = 2i ·CWmin – for random binary back-off – and
CWmin is the minimum back-off window and is equal to
8 for standard CSMA/CA. Another important fact is that
the states Bi0 correspond to the case where a station in
back-off would transmit as soon as the channel is free.

Clearly, the values of the probabilities rij at which sta-
tion at state Bij would transmit should be calculated for
the above model to be completed.

Since the actual random backoff operation would cor-
respond (for the case of i = 2) to Fig. 6(a) – and not to
Fig. 6(b) which is used in deducing Fig. 5 – we calcu-
late the values of rij based on the equivalence between
Fig. 6(a) and Fig. 6(b).

4. Mathematical analysis

The solution steps for SSS are shown in Fig. 7. The equi-
librium equations for the model in Fig. 5 are based on
the law of flow conservation. In the following we will
apply this law to the steady state probabilities for one sta-
tion only then extend the results to the case of U stations.
This is the so called Single Station Superposition (SSS)
technique. Using the label of the state to represent the
probability of being in the state, the equilibrium equations

Fig. 6. Actual and equivalent models for the random back-off pro-
cedure.

are as follows:

Bij
(
1 − rij

) = Bij+1, 1 ≤ i ≤ m, 0 ≤ j ≤ Vi −2 (1)

(1 −σ)Km3 +λ · I + (1 −σ)K3 = A (2)

σ · K3 +σ · Km3 = λ · I (3)

Ki3 = (1 −b)Bi+10, 1 ≤ i ≤ m −1 (4)

(1 −b)(1 − f )


A +

m∑
i=1

Vi−1∑
j=0

rij · Bij


 = S1 (5)

(1 −b) f


A +

V1−1∑
j=0

r1 j · B1 j


 = C11 (6)

(1 −b) f
Vi−1∑
j=0

rij · Bij = Ci1, 2 ≤ i ≤ m (7)

S1 = S2 = . . . Si = . . . SL−1 = K1 = K2 = K3 (8)

Ci1 = Ci2 = Cij = . . . CiL−1 = Ki1 = Ki2 = Ki3,

1 ≤ i ≤ m (9)

The equilibrium equation at B10 will be linearly de-
pendent on all the others; hence it is replaced by the
normalizing equation which states that the sum of proba-
bilities of all states is equal to one. This yields:

I + A +
m∑

i=1

Vi−1∑
j=0

Bij +
L∑

i=1

Si +
3∑

i=1

Ki

+
m∑

i=1


 L∑

j=1

Cij +
3∑

j=1

Kij


 = 1 (10)

The normalized throughput γ can be expressed as:

γ = U · Ps (11)

where

Ps =
L∑

i=1

Si (12)

and Ps is the probability of being in a successful transmis-
sion state for a station.

The delay can be easily expressed as:

D = Dnorm · L (13)

= 1 − I

Ps
· L (14)

After some mathematical manipulations, one can ar-
rive at the following expressions:
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(         )

Fig. 7. Flow chart of SSS solution method.

S1 = 1
σ

λ
+ (L +3)

+ 1
(1−b)(1− f m )




1 + 2CWmin −1
2 ·b + σ

λ
f m(1 −b)

+ f
(

2CWmin−2CWmin (2 f )m−1

1−2 f

+ f 1− f m−1

2−2 f

)
+ f(L +3)(1 −b)

(
1− f m

1− f

)




(15)

γ = U · L · S1 (16)

D =
1 − σ

λ
S1

(
1 + f m

1− f m

)
S1

(17)

Another expression to be used later is that of the nor-
malized fresh offered load, given by:

G = U · L · λ

σ
(18)

The only step left to evaluate the system performance
is to find expressions for f and b. These expressions will
be used to get the value of S1 in terms of system param-
eters. Having found S1 in terms of the system parameters
both throughput γ and delay D can be evaluated.



T.M.S. Khattab et al.: Analysis of Wireless CSMA/CA Network Using Single Station Superposition (SSS) 77

5. Calculating the probabilities of busy (b)
and collision ( f )

For U stations in the network, the probability of colli-
sion f is the probability that one or more of the other
U − 1 nodes transmits at the time the current station is
transmitting. This happens only if one of the other U −1
stations is ending its back-off or transmitting for the first
time at the same time as the current station. Accordingly,
it can be easily deduced that:

f = 1 −
(

1 − S1

(1 −b)(1 − f )

)U−1

(19)

Next we find the probability b that the medium is busy.
To do so we construct a Markov queuing model as shown
in Fig. 8 that represents the different states of the chan-
nels (as seen by an observing station). These states are
empty E, occupied with successful transmission Oi , or
occupied with collision Ni . The channel is empty when
there is no node transmitting at all. It becomes occupied
when one or more of the U −1 remaining nodes is trans-
mitting. If only one node is transmitting, the channel goes
to states Oi with probability q. In this case it is seen by the
observing station as being busy and carrying a successful
transmission. This continues for the L slots period of the
packet plus the 3 slots period of the acknowledgment. On
the other hand, if more than one node is transmitting, the
channel goes to states Ni with probability p, in which case
it is seen as being in collision. It must be noted however
that an observing station does not take any action towards
this collision, and it is detected by the transmitting station
by means of NACK or no ACK at all.

What is required here is to find the probability of finding
the medium free at the sensing time. This probability is
denoted by 1 −b and is equal to the steady state probabil-
ity of having the channel at state E of the Markov model
given in Fig. 8. To find this probability, the steady state
equations of the above queuing models must be solved.

Solving these equations one obtains [7]:

1 −b = 1

1 + (L +3)(q+ p)
(20)

From the previous description q is the probability of
only one station of the U −1 stations being transmitting.

Fig. 8. Markov state model of the channel.

Hence:

q = (U −1)(L +3)S1 (21)

On the other hand, p is the probability of two or more
stations transmitting at the same time on the channel. This
is given by:

p = 1 − (U −1)(L +3)S1

−
[

1 − (L +3)S1 − (L +3)

(
f

1 − f

)
S1

]U−1

(22)

From equations (20), (21), and (22) it can be shown
that:

b = 1 − 1

1 + (L +3)


1 −

[
1 − (L +3)S1

− (L +3)
(

f
1− f

)
S1

]U−1



(23)

Equations (15), (19), and (23) are three non-linear
equations in three variables S1, f , and b. Assuming that
all the system parameters like arrival rate λ and num-
ber of users U are known, these equations can be solved
together numerically to get numerical values for S1, f ,
and b. These values can be used in the throughput equa-
tion (16) and the delay equation (17) to obtain numerical
results for the performance of the CSMA/CA protocol.

6. Numerical results

The results are obtained assuming σ = 1 which means that
on the average a message contains only one packet, and
also the time slot τ = 3 µs. Fig. 9 depicts a comparison be-
tween the normalized throughput against the normalized

Fig. 9. Normalized throughput S from analysis and simulation
against normalized fresh offered load G for L = 100 slots and
U = 2.
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fresh offered load for both our analysis and the simula-
tion done in [3]. The observed deviation is a result of
considering the use of inter-frame space in the simulation
model, which enhances the system throughput as seen in
the simulation results.

In Fig. 10 we have changed the value of probability of
arrival λ and calculated the corresponding throughput. It is
noticed that the throughput increases with the increase in
the arrival rate. This is expected since higher λ means that
more slots of the channel capacity are used. The increase
continues till it reaches a maximum value, which depends
on the number of users in the system. Again, this behav-
ior is expected since as the number of users increases one
expects more collisions to take place among them. This
fact is illustrated using the plots in Fig. 14 which shows
the effect λ and U on the probability of collision f . On the
other hand, one can notice from Fig. 10 that the maximum
throughput decreases as the number of stations increases.
This can be explained in view of discarding of colliding
packets after a certain number of retrials. To study this
phenomena in more details, Fig. 16 is given. In this figure
we notice that as the number of retrials before discard-
ing m increases, the steady state value and the maximum

Fig. 10. Normalized throughput S as a function of probability of
arrival λ for different values of U and for m = 2, and L = 100
slots.

Fig. 11. Delay D in slots as a function of probability of arrival λ

for different values of U and for m = 2, and L = 100 slots.

value of the throughput for different number of stations
are approaching each other. In fact not only they approach
each other but they reach higher values.

This behavior can be explained in view of the fact that
as the number of retrials increases the probability of dis-
carding a message decreases and hence the throughput
increases. This increase in the throughput is more sig-
nificant at higher number of users, as the probability of
collision is higher. This is why the two curves for max-
imum throughput and steady state throughput approach
each other.

In Fig. 11 we have plotted normalized delay D as
a function of λ and U . One observes that the delay reaches
a saturation value with increasing the probability of ar-
rival. This saturation behavior is a result of the consid-
eration of finite number of retrials on colliding packets,
which gives a bounded delay. On the other hand, it is also
noticed that increasing number of users always increases
the delay regardless of the value of the probability of ar-

Fig. 12. Delay D in slots against throughput S for different values
of U and for m = 8, L = 100 slots.

Fig. 13. Probability of channel sensed busy b as a function of U
and λ for L = 100 slots and m = 2.
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Fig. 14. Probability of collision f as a function of U and λ for
L = 100 slots and m = 2.

Fig. 16. Maximum throughput Smax and steady state throughput Ss against number of users U for L = 100 slots and different values of m.

rival. Looking at Fig. 10 it is noticed that increasing the
number of users enhances the throughput up to a certain
value of probability of arrival after which it the throughput
decreases. To combine these two figures in a compre-
hensive graph, Fig. 12 is plotted. In this figure, the delay
is plotted against the throughput for different values of
arrival rate and for different number of users. It is no-
ticed that increasing the probability of arrival increases the
throughput and the delay up to a certain value of through-

U

λ

N
or

m
al

iz
ed

 th
ro

ug
hp

ut
 (

S)

Fig. 15. Normalized throughput S as a function of U and λ for
L = 100 slots and m = 2.

put. After this value the delay continues to increase while
the throughput either settles or decreases then settles. It is
also noticed that after a while the delay also settles and in-
creasing probability of arrival changes neither throughput
nor delay. This is observed in Fig. 12 by the fact that all
the points overlap on the same spot and the curve line does
not go any further. From Fig. 13 it is noticed that the prob-
ability of finding the channel busy reached high values
with increasing both probability of arrival and number of
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Fig. 17. Maximum throughput Smax and steady state throughput Ss against number of users U for m = 4 slots and different values of L.

users. This means that this protocol imposes large delay
values at higher loads. This explains why the delay values
are high in Fig. 11. It also implies that CSMA/CA is not
suitable for time-bounded applications such as voice or
video applications.

In Fig. 15, a three dimensional plot of the normalized
throughput versus arrival rate and number of stations is
given. It can be seen that for a number of retrials equal to
2 the system performs adequately in terms of throughput
for the number of stations up to 10 regardless of the value
of the probability of arrival. Increasing the number of sta-
tions above this value increases the probability of collision
hence decreases throughput remarkably.

To investigate the effect of increasing the number of
retrials Fig. 16 is plotted. In this figure Smax is the max-
imum achievable throughput for the given number of
users U , packet length L, and maximum number of retri-
als m. The maximization is done with respect to probabil-
ity of arrival λ. It can be noticed that increasing m affects
both the maximum and steady state throughput values re-
markably and makes them converge to one another. On
the other hand, in Fig. 17 increasing the packet length L
slightly affects the maximum throughput values but does
not result in making them asymptotically converge, nor
does it affect the steady state value of throughput. This
means that the major factor causing the steady state value
of the throughput to differ from the maximum value is
the operation of discarding colliding packets after a finite
number of retransmissions.

7. Conclusions

Based on the above results and the associated comments
the following conclusions are deduced:

1. CSMA/CA is a protocol suitable for low number of
stations and low arrival rates (i.e. low offered traf-
fic) which is expected for a contentions-based access
scheme.

2. The protocol has a large delay value that makes it un-
suitable for time-bounded applications. This is why it
is accompanied by another controlled access scheme
in the IEEE 802.11 standards.

3. The value of the number of retrials in the back-off
scheme affects the protocol performance remarkably
till a value of about 16 retrials. Such value gives per-
formance comparable to the case of infinite number of
trials.

4. Using Single Station Superposition (SSS) technique
with discrete time Markov analysis, we are able
to establish a mathematical model for the perform-
ance parameters of a complicated protocol such as
CSMA/CA. This model takes into consideration the
effect of the random binary exponential back-off al-
gorithm with finite number of retransmissions, which
is an important feature of CSMA/CA. The numeri-
cal results from the analytical model were close to
those produced by simulation, which indicates that the
model produced has good accuracy.
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