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ABSTRACT

Attention is increasingly being directed to computer networks with mobility, such as wirdess
loca area networks (WLANS). Thisis being motivated by the growing number of Notebook
persona computers, as well as the need for fast inddlation and re-ingalation of loca area

networks in severa gpplications (e.g. congruction firms, retall activities, hospitds,... €c.) .

This thesis addresses the subject of WLAN and presents an overview of its current technology
and the standards that have been proposed for its implementation (namely, |IEEE 802.11 and
HYPERLAN of ETSl). The thess aso andyzes the performance of a WLAN, which is
based on the CSMA/CA access control method, using a closed queuing mode approach.

The solution utilizes a technigue called Single Station Superposition (SSS) technique, which
provides a set of four interrelated equations for the throughput, delay, probability of collision,
and probability of having a busy medium. Numericd results are obtained using the Minerr()
function of the MathCad package. The use of this technique dlowed for analyzing CSMA/CA
protocol including the effect of the important back- off dgorithm. This feature was neglected in
the analyticad work for CSMA/CA found in the literature review. It was only consdered in
smulation work. This is because it complicates the andyticd modd and makes it
mathemdtically intractable using classica techniques. Moreover, even in the Smulation work
on the subject no studies were made on the effect of changing back- off parameters on the
system peformance. It was found from our results that back-off parameters, such as
maximum number of retrids on a collided packet, affect the system performance and may
result in degradation of performance if not chosen correctly.

Another st of performance results is obtained for the case of a hybrid wirdesswired LAN
network. For this part a protocol was proposed to interconnect a wireless network to awired
network. The protocol integrates a modified verson of the packet reservation technique for
the WLAN, and the CSMA/CD for the wired LAN. Both networks are interconnected viaa



wireless access point. Expressions for the average throughput of the hybrid network and the
average packet delay between two arbitrary stations are derived and solved numericaly.
Although, this type of hybrid networks is becoming essentid, as it alows for resource sharing
and data transfer between the new wireless networks and the dready established wired
networks, no analyss or smulation work was found in the literature review for it. The analyss
we presented in this thesis serves two main purposes. One purpose is to demonstrate that this
type of network interconnection can be anadyzed using the mathematicad modds of the two
network parts (wireless and wired parts). The other purpose is to show that the proposed
protocol gives an acceptable performance that can be optimized through tuning of some
network parameters according to the traffic characterigtics.



Chapter 1

Overview of Wireless Local Area
Network (WLAN)



Chapter 1
Overview of Wireess L ocal Area Network
(WLAN)

11. TheNeed for Wireless L ocal Area Networks
In the last two decades the technology and the market of computing was moving from big

centralized resources main frame computer with terminas into smaler more distributed
resources persona computers. As aresult of this movement resources are becoming isolated
and not efficiently utilized. On the other hand, communication is becoming more and more
essentid for dl business, scientific, and other tasks.

The need for resource sharing and communication capabilities was behind the evolution of
computer networks. One important and commonly used type of computer networks is the
Locd Area Network (LAN). LANSs are characterized by limited range, private usage, and
high speeds.

In the lagt five years the mobility in computing and communications became more and more
essentid, especidly for busness usage. Mobility implies smdler sizes and more power
condderations. It dso, does not fit with fixed wired connections. The only suitable
communication for mobile gpplications is wird ess communication.

The implication of mobility on computers gppeared in the evolution of Notebook persona
computers. On the other hand, the effect of mobility on computer networks appeared in the
evolution of Wirdess Computer Networks of which Wireless Loca Area Networks are one
kind.

12. Categories of WLANSs

Wirdess communication technology is becoming more and more advanced and used in
varieties of gpplications in the lag three decades. The main characteristic of this technology is
that it uses air or free space for tranamitting information form a source to a destination. The

information is trandferred in the form of an eectromagnetic wave.



According to the frequency of this eectromagnetic wave its characterigtics (such as
attenuation, ability to penetrate obstacles, refraction, ... etc.) are defined.

Since WLANS uses wirdess communication it is categorized according to the wirdess
dectromagnetic wave used. This type of categorization is caled Wirdess Media
Categorization.

There are mainly two main categories according to this fegture; these are

1. Radio Frequency WLANS
2. InfraRed WLANSs
The next chapter will describe both in details.

AsWLAN isaloca Area Network, the categorizations that apply to other LANs apply toit.
This means that WLAN is aso categorized according to the network topology (such as Star,
Ring, and Bus). It is aso categorized according to the Medium Access Control (MAC)
Protocol used (such as Contention Based MAC and Contention Free MAC).

One more characterigtic that gpply only to WLAN is the so cdled network architecture.
Network architecture depends on the life time of the network as well as the path the sgna
takes from a source to a destingtion.

A description of dl these categories as well as a comparison between them will be given in the
next chapter.

13. WLAN Sandards
As any other commercia products, WLANS are produced by different vendors. To make

aure that cusomer satisfaction is met, ssandards are needed.

Standards assure that certain services are provided with a certain level of qudity as well as
compatibility between different vendor products.

WLANS has two main Standard organizations that produced two sets of standards for
WLANS. These organizations and their standards are:

Ingtitute of Electrical and Electronic Engineers (IEEE), which produces the 802.11
sandards
European Telecommunications Standards Institute (ETS), which produces the High
Performance LAN (HIPERLAN) standards.

Both standards coexist and will be described in detailsin Chapter 3.



It is worth noting to mention that standards only apply to physica and datalink layers of ISO-
OSl modd. Other layers are | €eft for gpplication and usage to define.

14. Medium Access Control Protocols for WLANs
As mentioned before WLAN is like any other LAN categorized by the MAC protocol used

for sharing the medium. One of the most used protocols is the so cdled Carrier Sense
Multiple Access with Collison Avoidance (CSMA/CA). This protocal is adopted in many
products in the market and is the one chosen for the IEEE 802.11 standards.

Due to its importance, this protocol is studied in details in Chapter 4. Although the protocol

dgorithm is not complicated, a mathematicd mode for the protocal is difficult to establish.

Thisiswhy al the work done on the protocal till now either ignored an important festure of the
protocol or used smulation to evauate the protocol.

In Chapter 4 a recently proposed andysis technique is applied to the protocol to get an

andyticad modd for it. The numerica results of the andysis are obtained and found to be close
to those obtained via smulation. Anaytica results are more needed than smulations, as they

alow for more understanding of the behavior of the protocol.

15. Connecting WirelessLAN to Wired LAN
As wired LANSs are dready existing since they are older and because wired LANSs alow for

more resources because they generdly have higher rates and are not limited in terms of size
and power consumption as wirdess LANS, there has been an increasing demand to connect
wireless LANs to wired LANs.  This type of connection produces a rather complicated
gtuation to andyze mathematicdly. This is why this area was not yet investigated in terms of
performance evauation.

In Chapter 5 a proposed protocol which is a mixture of a wired protocol and wireless
protocol is described with al the modifications done to the access technique. An approximate
andysis technique that reuses the anadlys's cbne for each protocol independently is performed
in order to get performance parameters for this type of networks.



16. Thesis Objective

While smulation techniques can give an expectation of how communication protocols will
behave and their expected performance to a good accuracy, anadyss of communication
protocols aways gives better understanding of how the protocol works and performs under
different conditions. It dso helps a great much in enhancing the protocol and tuning its
parameters for better performance.
In this thess we am at andyzing the performance of Carrier Sense Multiple Access with
Collison Avoidance (CSMA/CA) protocol. This protocol is one of the mgor MAC
protocols used for wireless LANs. It is adso adopted in the IEEE 802.11 wirdess LAN
sandard. The performance of this protocol has been studied in some literatures like
[CHHAYA96] and [WEINMILLER97], but in the first it was studied avoiding the random
exponentia back-off part of the syssem and only smulation results were given, which includes
this important feature in the analyss. In the second reference, it was only a study through
simulation and no analyss has been made. The reason why most of the literatures found in the
subject avoid the random exponentia back-off featureis that it produces a syslem mode that
is mathematicdly intractable [CHHAYA96]. We have used a technique that smplifies the
mathematical model yet achieving good result accuracy to andyze the protocol including the
effect of the back- off festure.
It was adso noticed that the needs for interconnecting wireless LANS to an existing wired
back-bone LAN is increasingly becoming essentid in many aress. Hence, we suggested a
protocol that integrates a wireless LAN protocol and awired LAN protocol together to form
ahybrid wirdessiwired LAN. Performance of this protocol was studied to achieve two gods.
Andyzing the proposed protocol to verify its applicability and performance enhancements
possibility.
Giving a firg bitch on how interconnected wirdess/wired LANs can be modeled to
achieve performance analysis of such LAN types.

1.7. ThedsOutline
In order to achieve the objectives mentioned in the previous section the thesis will go as

follows



In Chapter 2 we will start by giving the reader an overview of the technologies involved in
wireless LANs. In this overview we give detailed descriptions of the available physicd media
used for wirdess LAN communications. We then move into the protocols used for wireless
LANSs. Ineach part of these we tried to explain the chalenges facing WLANS technology and
give a comparison between the different dternative solutions.

Knowing al the different possible solutions used for WLANS the reader might wonder about
interoperability between products from different WLAN vendors. Thisis why in Chapter 3
we move into giving an overview of the ongoing standardization effort for WLANS. In this
chapter we give a detailed description of the two main wirdess LAN standards, namely the
|EEE 802.11 and the ETSI HIPERLAN standards.

In Chepter 4 andlyss of the Carier Sense Multiple Access with Collison Avoidance
(CSMAJ/CA) protocol is obtained usng Markov queuing model of the protocol. The
mathematica representation of the average system throughput and delay are obtained from the
Markov modd usng a technique cdled Single Station Superpodtion.  Equetions for
throughput and delay are solved numericaly to get performance analysis results.

In Chapter 5 interconnection between wirdess LANs and wired LANSs is studied. In this
study we propose a protocol for this interconnection. The protocol proposed integrates two
different known protocols. One of them is used for wirdess LANs and caled Packet
Reservation Multiple Access (PRMA), the other is used for wired LANs and cdled Carrier
Sense Multiple Access with Collison Detection (CSMA/CD). We then andyze the hybrid
protocol to know if it gives an acceptable performance and if it can be enhanced. The
andysis uses the dready established modds for the used protocols and adds to them the
necessary modifications to accommodate the hybrid stuation. The andysis is dso given for
the purpose of taking a first step in analyzing this type of hybrid networks, as there were no
literature found in the subject.

In Chapter 6 we ©nclude our work by stating what we have achieved in the thesis and
propose future areas of research related to the subject of the thesis.



Chapter 2
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Chapter 2
Wireless LAN Technology Overview

2.1. Introduction

Wireless LANs - like any other Loca Area Network - use a variety of communication
technologies to achieve data connection between network users. These technologies are
mainly characterized by the variationsin the first two layers of the 1ISO-OSl modd, namely the
Physical and Data Link layers.

The Physica layer technologies can be divided into groups according to one of the following
criteria

? Network architecture.

? Network topology

?  Wirdess Medium (e ectromagnetic wave) type.
On the other hand, the Data Link layer technologies are categorized according to only one

criterion, which isthe Medium Access Control (MAC) technique used in the network.

In this chapter we will give an overview of the dternative technologies used in both layers. We
will start by the physical layer, which focuses on the network architecture, the implementation
topology and the dectromagnetic wave used (transmission medium).

The description of the network architecture part will consider both infrastructure architectures
and add- hoc architectures from the point of view of connectivity lifetime. On the other hand, it
will describe both point-to- point and diffused broadcast signd transmissions.

In a section that will follow different implementation topologies such as bus topology, star
topology and ring topology will be described. The description will focus on the suitability of
this topology to wireless transmisson in generd, and to different eectromagnetic waves and
different network architectures.

To complete the physical layer description, the different tranamission dectromagnetic wave
types are described.  These types are mainly Radio Frequency (RF) transmissions and Light
Wave (LW) transmissons. Radio frequency pat includes both narrow-band (NB)
transmisson and spread spectrum (SS) transmission (both direct sequence DSSS and
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frequency hopping FHSS). On the other hand, light wave transmissons are limited only to
infrared (IR) transmissions.

Having described the different physical layer dternatives and characterigtics, we move into the
data link layer. In this layer we focus on the different medium access control (MAC)

techniques used in wirdess LANs. We will firgt start by describing the two main categories of
MAC; namely contentionbased and contention-free MAC. Then we will give a description
of the different MAC techniques used within each category.

Findly, at the end of each section we will give some tables that compare between the different
technologies and techniques described in this section. These tables as well as a section for
conclusions are a briefing of the main results we obtained from the literature overview given in

the chapter.

2.2. Physical Layer Technologies

The physicd layer is categorized according to the architecture, the topology and the type of

the eectromagnetic wave used. The categories of these three criteria will be described in the
following subsections as well as the advantages and disadvantages of each category.

In gererd, wirdess communication uses eectromagnetic waves in free space or ar as a
transmisson medium to send information from its source to its destination. The types of

network architectures used in wirdess LANs will be described first.  After that the different
wirdess topologies will be explained, and findly the types and characteristics of the
eectromagnetic waves used will be given. This ordering of description is selected because,
the architecture of the network is mainly selected to suite the needed application which is the
main user requirement.  According to the suitable architecture and the working environment
some limitations are put on the network topology. After sdlecting the suitable topology, the
wirdess LAN designer must sdect the suitable wireless transmission medium that can work for

the selected topology and environment with best performance.

22.1. WirelessLAN ar chitectures
Wirdess LANSs use different network architectures to achieve connectivity between a number
of nodes in a certain topology. The term architecture here refers to two main criteria These

criteriaare [STALLINGO7A]:



?  The network connectivity lifetime and planning.
? Theway thesgnd is transmitted from one node to another.
Network connectivity could be with a previoudy planned topology and permanent

connectivity. This means that the network is designed and then established to last for along
time with the same configuration as in the case of office or factory permanent wirdess nodes
connection and the case of connecting wireless nodes to a backbone wired LAN. On the
other hand, network connectivity could be with no pre specified topology and with a
temporary connection, as in the case of networks established in meeting rooms between a
group of portable computers b help people transfer some files during the meeting. Another
example is the military tactica Stuations where networks are established in temporary strategic
places for short periods of time. These two types of wirdess LANSs are divided into two
architectura categories, which are respectively, caled [STALLINGO7A]:

? Infrastructure WLANS (Fixed wire replacement or extension).
? Add-hoc WLANS.
With respect to the way the sgnd is transmitted from one node to ancther, there are two main

types of wirdess connections used for WLANS, namey Point-to-Point and Diffused
Broadcast. These types are categorized according to the path the signa takes from the
trangmitter to the receiver. Description of these two types will follow with an emphasis on the

auitahility of each of them to the wireless architecture described before.

22.1.1 Point-to-point wireless connection

Point-to- point connections are mainly dependent on making the signd of the tranamitter to be
directed and intended to a single receiver (Fig 2-1). This implies that the Sgnd of the
transmitter is required to be highly directive, and the transmitter-receiver pair to be well digned
towards each other. This criteria results in reducing the needs for high sgna power from the
transmitter [FERNANDES94].

A

Fig 2-1 Point-to-point wireless connection
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It can be seen from the above description that this connection has the following characterigtics:

?

Point-to-point connection requires a highly directed signd, which make it more suitable to
IR transmissons than to RF transmissions. Thisis because it is very difficult to generate a
highly directive RF sgnds, whileit is the nature of light waves to be directive.

This type of connection is more suitable to infrastructure networks as it requires dignment
of the transmitter and receiver, which is not suitable for temporary ad-hoc networks.

As transmitter- receiver dignment is required for this type of connection, it is obvious that
mohbility is very limited and usudly fixed terminas are more suitable.

Because this type of connection is used for fixed node networks, and as the sgnd leve at
the receiver is very high because of the highly directive transmisson sgnd, this type of
connection have lower bit error rates. Hence, the transmission over this type of connection
isquite rdigble.

As this connection is directive and uses line-of-gight transmission, it is less susceptible to
interference from other sources. It is, however, more susceptible to shadowing effect,
which is the phenomena caused by moving objects, such as people inside an office, which
intercepts the line of Sght path between the tranamitter and the receiver instantaneoudy
causing alossof connection for a short duration.

Regarding security issues, point-to-point connection has the advantage of being interrupted
if intercepted by a hodile receiver. This interruption could be detected by the
communicating nodes, and hence any eavesdropping could be detected easly.

Since point-to-point connections are more reliable and sgnd leves a the recaiver are
higher, they have larger communication range, which totaly depends on the tranamitter
sgnd level. Ranges up to few kilometers are achievable [STALLING97B]. It must be
noticed that the coverage range in case of point-to-point connection is measured in lengths
on the line between the tranamitting node and the receiving node, and not in aress as in the
case of diffused connections. This coverage length is given the notation d, where d is the
trangmitter radio range.

2212 Diffused broadcast wire&ess connection

As the name implies, this connection is by nature a broadcast connection. In this type of

connection the transmitting node signa is propagated in away that makes it detectable by al

the other nodes in the network, whether they are the intended receivers or not (Fig 2-2).

Nodes listening to the broadcast signal can detect if they are intended receivers or not via the

degtination address imbedded in the tranamitted frame. The transmitted signd in this case
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should not be directive at al. On the contrary they should be diffused with wide beam range.

This means that no dignment is needed between the tranamitter and the receiver. It dso

means that higher transmitted signa power is needed, as the dengity of the signd power at the
receiver isvery low [STALLING97A].

Fig 2-2 Diffused broadcast wireess connection

A careful look at the above description of diffused broadcast connection type, will result in

extracting the following characteristics for this type of wireless connection:

?

Diffused broadcast connection is basicaly dependent on nondirective dgnal
communication. This means that it is more suitable for RF signds because they are
nauraly non-directive sgnds. But IR sgnas could be used with the help of centra

diffuson devices such as ceiling passive reflector or active satelite or by using the beam
diffuson from room walls (Fig 2-3).

Diffused broadcast connections can be used for both infrastructure and ad-hoc networks
because they need no pre- specified network architecture.

This type of connection adlows nodes to be mobile with the limitation that they do not get
out of the radio contact range. Mobility is more dlowable with RF sgnds because they
need no diffusion device and they can penetrate walls. On the other hand, lower leve of
mohility is achieved when IR is used because they do not penetrate walls and their
transmitters and receivers should be digned towards the diffusve device, in case one is
used, and they have limited coverage ranges.
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? Unguided broadcast transmissions suffer from lower sgnd levels at the receiver, and aso
multi-path fading effects specidly when used indoors. These facts makes diffused
broadcast communications less reliable as they suffer from higher bit error rates.

? Because the sgnd can reach the recaver from different pahs, diffused broadcast
connections are not sengtive to obstacles and moving objects, especidly when RF sgnas
areused.

? By its naure diffused broadcast connections are publicly available sgnd types, which
means any recaiver that is not from the network can listen to the transmitted sgnd, specidly
with RF.  This means that the security levels are very low and the ability to detect
eavesdropping is very wesk. For dl these reasons, encryption must be used for network
security, and again authentication must be used for sesson’s security.

? Asit can be seen from the above, diffused broadcast connections are less reliable and have
higher bit error rates. They dso have lower sgnd levels at the receiver Side because signd
diffuson reduces its concertration levels on a specified area. These facts lead to smdler
coverage range for diffused connection. For WLANS the range is around 70 m
[STALLING97B]. Therangeis till dependent on the transmitter power, but in this case it
is measured in aress, not lengths. The coverage area of a certain network is measured by
the maximum circular area, which dlows for a connection between any two nodes in the
network moving within this area.

2.2.2. Wireless LAN topologies

Theoreticaly spesking, al types of network topologies used for wired LANS can be used for
wireless LANS, but practicaly thisis not true. The fact that wireless communication channds
have different characteristics than wired channels, and the demand for mobility and add-hoc
connectivity in WLANSs are the reasons why thisis not true [DAVIS95].
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Fig 2-3 IR diffusion techniques

The main characteristics of wireless channds, regardiess of the type of the eectromagnetic

wave used, that results in having restrictions when sdecting the topology are stated in the
fallowing lines[BAUCHOT95].

?
?
?

?
?

Wireless communication channels are more noisy and less rdiable than wired channds.
Wirdess communication channds are naturaly public broadcast channéls.

Wirdess devices are usualy battery operated devices, as they are portable, which requires
avery drict power consideration in such devices.

The wirdess communication range is limited either due to regulations or laws of physics.
Wirelessnodes are required to have mobility and support ad-hoc networking.

Due to the above characteristics of wirdess communication channds, and as the transmisson

medium is not a guided medium, we cannot use the same topologies used in wired LAN
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physcdly. This is because dl topologies of WLAN have the common feature of usng a
shared medium. Wired LAN topologies could be achieved on wirdess LANs media logically
rather than physicaly except for certain cases.

In the following a description of some wirdless LAN topologies will be given with an emphasis
on the suitable architecture and limitations of each.

22.2.1. Ring topology

Ring topology can be achieved in wirdess LANSs using point-to-point connections
[STALLING97B]. This topology is used for infrastructure LANSs asit requires fixed nodes
and pre-pecified network planning.

This topology is not commonly used in wireless LANS as it regtricts mobility and in generd
produces lower reliability for the network. It isaso not easy to insert or remove nodes from
the ring without service interruption.

The main advantage of this topology is coverage area, which is the circle with circumference
gvenby d © n, where d is the radio coverage distance of any node and n is the number of

nodes (Fig 2-4).

Fig 2-4 Ring topology using point to point connection
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22.2.2. Bus Topology

Bus topology is achieved in wirdess LANs using diffused broadcast connection [DAVI1S95].
The bus is the free space or the air itsdlf, and ad-hoc or infrastructure networks could be
achieved using thistopology. The coverageisthe circular areawith diameter d, whered isthe
transmitter radio range (Fig 2-5).

Bus topology is one of the most cammonly used topologies in wirdess LANS because of its
flexibility in inserting new nodes without network interruption. It dso alows for mohility and its
relidbility is high because of its non sngle-point- of-failure nature.

2.2.23. Star topology

Star topology can be achieved using both point-to-point and diffused broadcast connection.

The only limitation in architecture for star topology is that there must be a predetermined hub.

Hence, ad-hoc network is not suitable. Consequently, infrastructure networks are more
auitable. Here in the case of star topology the coverage areais the circular area with radius d
(Fig 2-6). Thismeansthat star topology has larger coverage area than bus topology and they
are dso more suitable for interconnecting wireless LAN to wired LAN because in this case a
centra point must exist for transferring wireless traffic to wired traffic and vice versa

Star topology on the other hand is less reliable than bus topology because of its sngle-point-

of-falure nature.

Fig 2-5 Bustopology using diffuse broadcast connection

14



Fig 2-6 Star topology using diffuse broadcast connection

22.3. WirelessLAN transmission medium

There are two types of wireless local area network transmisson media, which are classfied
according to the type of eectromagnetic wave used i.e. the frequency of the carrier (Fig 2-7).
The firgt type is Radio Frequency Wirdless LANs (RF WLAN), while the other is Light
Waves Wirdless LANs (LW WLAN) which is only limited to Infrared WLAN (IR WLAN).
In the following we are going to explain these two types of wirdess tranamisson media in a
somewhat detailed way to express the mgjor differences between them, the advantages and
disadvantages of each, and the suitable working environment for each.

This description will concentrate on the communication channd aspects such as frequency
ranges, bandwidths, antennas used, data rates obtainable, and transmission schemes, as well
as operaing environment restrictions such as susceptibility to interference and obstacles,

distances covered, and power levels achievable and alowed.
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Radio Frequency wirelessLAN (RF WLAN)

Radio frequency wirdess communicetions aways face the problem of the very crowded

frequency bands. Hence, the need to license the operating frequency is very much essentid

for reliable and stable operation. A great effort has been spent by the Wireless LAN vendors

to achieve licensad frequency bands for their products [DAVIS95].

Radio frequency wirdess communicetion systems are mainly divided into two categories.

These categories are according to the bandwidth used and the frequency of the transmission.

These categories are [STALLING97B]:

? Narrow-band transmissons.
?  Spread spectrum wide- band transmissons.

Radio frequency eectromagnetic waves have wide variaionsin their characterigtics according

to the frequency range used. These variaions result in the following generd frequency

dependent characteristics: [BANTZ94]

1.

The lower the frequency band the less complex and less expensive the devices used in
transmitter and receiver circuitry. This is especidly true for the ranges below 3 GHz,
because in this range the slicon bipolar transstor can be used, and this dectronics
technology is the cheapest.

. The lower the frequency the higher the penetration cgpabilities of the radio wave. Thisis

especidly true for frequencies lower than 5 GHz.  On the other hand, dthough radio
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frequency waves at 5 GHz bands are more susceptible to obstacles; they gtill can penetrate
few wals This meansthat they il have better penetration capabilities than light waves.

3. The higher the frequency used for radio frequency transmission the shorter the waveength.
Thismakes it possible to use smal size antennas for higher frequencies.

4. The higher the frequency the lower the occupancy of the band. This is because lower
frequencies are more capable of penetration and less power hungry, so they are dways
occupied first before going to higher frequencies. Also, higher frequency carriers can carry
more information bandwidth than lower frequency ones. Due to these facts, operation on
higher frequencies has the advantage of larger bandwidths available and assigned for them.

5. Higher frequencies are more directive and less cgpable of penetration through objects.
This property makes them immune againgt interference from other devices operating on the
same frequency band.

Narrowband transmisson systems are the traditional radio frequency transmisson

technique. The system tranamits and receives data on a specific radio frequency band. The
techniques used for narrow-band transmissions redy on keeping the transmitted signd
bandwidth as low as possble. To avoid interference between different data sources,
multiplexing techniques such as Frequency Divison Multiplexing (FDM) and Time Divison
Multiplexing (TDM) are used. Both of these techniques rely on dividing the channd into sub-
channds ether in the frequency or the time domains. Even if TDM is used, the frequency on
which the resulting multiplexed signd will be tranamitted is till in need to be guaranteed for this
sgnd so as not to suffer from interference with other sources.

From the above discussion, it is obvious that Strict regulations must be gpplied in the frequency
domain dlocations to achieve religble communication in case of narrow-band transmissions.

These regulations are the main problem that faces any new user to the RF band. This is
because the RF band is dready overcrowded, and the traditionad user of any sub-band is
given the priority over any new user of this band, to achieve regulation stability and products
maintainability. The lower the frequency of the required sub-channel, the more crowded the
aub-band is. This is because, the lower frequency means chegper equipment and more
penetration ability.

One of the most famous radio frequency alocation management organizetions is the Federa

Communications Commission (FCC). This organization is responsible for regulating the RF

gpectrum between different users and devices in North America  There are Smilar
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organizations in Europe such as Digital European Cordless Telecommunications (DECT), and
Conférence Européenne des Postes et des Télécommunication (CEPT).

As mentioned before, narrow- band transmission needs to license the radio frequency band it is
working on. The current regulations of frequency dlocation assigns the following frequency
bands for narrow-band Wirdess LAN transmissons:

? Microwave band of 18-19 GHz, with low power (afraction of awatt) [O' DONNELL94].

? Also worth noting is that the FCC regulations has opened the frequency band of 1890
MHz - 1930 MHz for license free narrow-band wirdess tranamisson [BANTZ94]. This
band has been known as the Unlicensed Persond Communication Systems (U-PCS). In
June 1994 the FCC reduced this band to a 20 MHz bandwidth from 1910 MHz to 1930
MHz, segmented into a 1910-1920 MHz sub-band for asynchronous applications such as
WLANSs and a 1920-1930 MHz sub-band for isochronous applications such as cordless
phones. The 1910-1920 MHz sub-band requires the addition of a Listen before Tak
etiquette that dlows different devices to operate on it without interfering with each other.
This band is aso shared with point to point microwave links, but as such links are highly
directive, they usudly don't cause problems [LAMAIRE96]. This band should be used
with very low power radiation levels, typicaly 100 mw [BANTZ94].

? Another regulation is the CEPT/DECT regulations, which assigns the 1880-1900 MHz
[DAVISO5] band for Wireless LAN to be used aso under low power conditions (25 mw)
[PAHLAVAN95].

? Findly, the Indugtrid Scientific, and Medica (ISM) band which is licensed by both CEPT
and FCC can be used for narrow-band transmission under the redtriction of very low
power levels (25 mw) [PAHLAVAN95]. Thisband containsthree frequency ranges. 902-
928 MHz, 2400-2483.5 MHz, and 5725-5850 MHz.

The above mentioned bands, and the generd characteritics of narrow-band RF transmisson

result in the following characteristics for narrow-band WLANS:

? Narrow-band trarsmissons uses high frequencies which implies in addition to the
previoudy mentioned frequency dependent generd characterigtics the following specific
characterigtics.

a) In the above mentioned bands the ranges around 1900 MHz and ISM band are capable
of penetrating few walls, but in the case of the 18-19 GHz band this &hility is very much
reduced and line of Sght is required.

b) As higher frequencies require line of Sght communications, they require more directive
antennas. This means that for the case of 18-19 GHz band directive antennas are required
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d)

?

and hence point-to-point connection between nodes is the only obtainable one. On the
other hand, in the case of the band around 1900 MHz and I1SM band the antennas could
be omni-directional and hence broadcast connection between nodes could be achieved.
Devices operating on the band around 1900 MHz and ISM band are more susceptible to
interference from other devices than those operdting at the 18-19 GHz band. Thisis
because dectromagnetic waves a 1900 MHz band are more capable of penetration
through obgtacles and use omni-directiona antennas.
Higher carrier frequencies are adlocated higher bandwidths. This can be seen from above,
as the band of 18-19 GHz has a bandwidth of 1000 MHz, while the other bands; namdy
the 1910- 1920 MHz and the 1880- 1900 MHz have bandwidths of 10 MHz and 20 MHz
respectively. Also, the ISM three frequency bands 902-928 MHz, 2400-2483.5 MHz,
and 5725-5850 MHz have bandwidths of 26 MHz, 835 MHz, and 125 MHz
respectively, which isincreasing as the band starting frequency increases.
Higher frequency eectromagnetic waves suffer from higher atenuation in the free ar
transmisson. This fact makes them more power hungry, and as they are directive their
power could be increased to achieve higher sgnd to noise ratios at the receiver but the
regulation limits this power to a fraction of a watt only [O'DONNELL94] to reduce
interference to the lowest possible values. On the other hand, as lower frequencies are
capable of penetration through obstacles, their powers are limited to very low vaues (as
low as 25 mw) to avoid interference [PAHLAVAN95].
Although higher frequencies are susceptible to obstacles, their coverage ranges can be
increased. Because of the directive antennas used for them, they are more suitable to
fixed outdoors-wirdess links as linking two LAN parts between buildings. Thisisthe main
use of the 18-19 GHz band, which are capable of reaching distances up to 20 km
[O'DONNELL94] in outdoors connections. On the other side lower frequency bands
are limited to a power leve of 25 mw with non-directive antennas.  This reduces their
coverage to arange of 15-45m[PAHLAVAN95].
Data rates achievable using narrow-band transmission techniques are dependent on the
frequency ranges, the bandwidth dlowed, and the modulation techniques used. As the
frequency ranges are ether in the UHF band or in the microwave band, then they dlow for
very high data raes, but the dlowable bandwidths are very limited because of the RF
crowded frequency. This limited bandwidth puts a very drict limitation on the maximum
achievable data rates. On the other hand, one of the most limiting factors for achievable
data rates in RF tranamissions is the dectronics technology limitetion.  This is because the
higher the datarate is, the more sophisticated the circuitry of the tranamitter and receiver is.
A find thing to be said about this issue is that the current andards and devices available

19



for narrow-band transmission Wireless LANs can achieve data rates ranging from 5 Mb/s
up to 20 Mb/s [PAHLAVAN95] and [LAMAIRE96]. The future is aming & achieving
data rate ranges reaching up to 500-1000 Mb/s especialy in the 18- 19 GHz band without
compresson, and in the lower bands usng M-arry binary nodulation techniques to reduce
the data rates to a suitable range for the allowable bandwidth.

? Trangmisson schemes used for narrow-band transmissions are mostly QPSK or FSK
binary modulation schemes. These schemes are goplied ether using one carrier a the
center of the bandwidth used and with the addition of equaization to reduce Inter Symbol
Interference (IS1), or usng multi-ub-carrier systems to reduce ISl associated with Fast
Fourier Transform (FFT) as combining agorithm [STALLING97A].

? Equdization is needed to remove Inter Symbol Interference due to the effects of multi-path
dispersion.

? Narrow-band transmisson contains no implicit encryption techniques, and because radio
trangmisson in generd uses an open medium (free air), the security of such tranamisson
techniques is very low, and they are very much susceptible to eavesdropping and spying.
To improve the security of narrow-band signd transmissons over the channd, an
encryption agorithm and an associated decryption agorithm must be gplied a the
transmitter and the receiver, respectively.  On the other hand, for the level of sesson's
Security, an authentication technique must be applied.

This concludes the brief description of the properties and characteristics of narrow-band RF

wireless LANs. A brief description of the second RF transmission technique will be given in
the following lines.

Spread spectrum transmission systems were used initidly by the military in World Wer 11
because of its high rdiability, imbedded security, and anti-jamming capabilities. The Spread
Spectrum (SS) communication techniques used in WLANS are mainly divided according to
the sgnal-spreading scheme into two categories [PROAKISOS], [VITERBI9S]:

? Direct Sequence Spread Spectrum (DSSS)

?  Frequency Hopping Soread Spectrum (FHSS)
In both categories the main idea is to spread the Power Spectral Density (PSD) curve of the

tranamitted signa much more beyond its bandwidth over the entire dlowable channd
bandwidth. This causes the power level of the signa to be reduced with the sameratio of the
increase in the bandwidth, as the total area under the PSD is congtant for the same signd, and

equas the power of the transmitted signdl (Fig 2-8).
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In both techniques the spreading of the signd is performed using a pseudo-random code called
Pseudo-random Noise PN. This randomness in the spreading code is the reason of the
implicit security in Spread Spectrum techniques. Also the fact that the spread sgnd has alow
levd of power (in mogt cases comparable to the channel noise power), makes it difficult to
detect the presence of these sgnd, asthey will be hidden insde the background channel noise.

Power

Normal signal PSD

Spread Spectrum signal PSD e

e =
_— ~—
— ~

Frequency

Fig 2-8 The effect of spreading the signal

Direct Sequence Spread Spectrum uses a PN code, which has a bit rate very much higher
than the bit rate of the tranamitted signd. This PN code is binary multiplied (XORed) with the
trangmitted signd before modulation. This causes the resulting signd to have a bandwidth
approximately equd to that of the PN code. Hence the tranamitted signd is effectively sporead
over the bandwidth of the PN code. Taking the bandwidth of the PN code to be equd to the
bandwidth of the alowable channdl, the transmitted signa will be spread over the bandwidth
of the alowable channd (Fig 2-9). On the other hand, at the receiver the spreading processis
reversed by XORing the received spread signd, after demodulation, with the same PN code
[PROAKIS95].
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Freguency Hopping Spread Spectrum on the other hand, uses the PN code to change the
frequency of the carrier between different fequencies covering the range of the dlowable
bandwidth, or mogt of it. This means that the PN code controls the frequency of the
modulator causing it to hop pseudo-randomly between different frequencies in the dlowable
bandwidth. Hence, the spreading factor here is dependent on the sdection of these
frequencies (Fig 2-10).

Asin the case of DSSS, here dlso the process is reversed at the receiver. Thus, the receiver
changes its center frequency to follow exactly the same pattern of the transmitter’s carrier
frequency hops [PROAKIS95].

As it can be seen form the previous description, Spread Spectrum techniques in generd

contribute low power spectrd dendity levels of transmitted (spread) signd to the channel, and
they have high immunity agang interference from narow-band transmisson sources.
Accordingly, no drict frequency management regulations are necessary for them as they
produce very low level of interference to norma narrow-band transmissions occupying the
same band. Hence, the FCC and CEPT has alowed Wirdess LANSs using Spread Spectrum
transmissions to share the ISV band with other primary narrow-band transmission devices
operating in this band with power levels as high as up to 1 wett. This higher power vdue
alows for higher coverage range of Spread Spectrum WLANS.
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The ISM band, as mentioned previoudy, occupies three different frequency bands. These
bands are dready assigned to narrow-band priority users. The bands as well astheir priority
usersare asfollows [PAHLAVAN95], [BANTZ94] and [DAVIS95]:

? 902-928 MHz, used by baby monitors, amateur radio, and cordless phone sets

?  2400-2483.5 MHz, used by microwave ovens.

? 5725-5850 MHz, used by radar and navigation devices.

These bands have certain regulation when used for DSSS and FHSS. These regulations are

made to make Spread Spectrum signds in this band immune againg interference from the
narrow-band priority users of these bands. They aso ensure that the Spread Spectrum signdl
will not introduce to the channd more than the adlowable interference noise so that priority
users can operate reliably and safely. These regulations are asfollows:

? For DBSS the bandwidth expansion ration must not be less than a factor of 10. This
means that the bandwidth of the transmitted signd must not exceed 1/10 of the dlowable
channel bandwidth [BANTZ94].
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? For FHSS in the 902-928 MHz band, the channd is divided into sub-channes (hopping
bands) of 0.5 MHz bandwidth. This gives us 52 hopping frequency bands, of which 50
bands should be used by the hopping pattern, and the other 2 are left for interference
avoidance. On the other hand, both the 2400-2483.5 MHz and 5725-5850 MHz bands
are divided into sub-channds of 1 MHz bandwidth. This gives us 83 and 125 hopping
frequency bands respectively, of which 75 bands should be used, in each case, by the
hopping pattern. The other 8 bands, and 50 bands, respectively, are left to be used for
interference avoidance [BANTZ94].

The above mentioned bands and the regulations for their usage, as well as the generad

characterigtics of Spread Spectrum communication techniques result in the following
characterigtics for wireless spread spectrum RF LANS:

? Spread spectrum technique uses lower frequencies than narrow-band techniques which
implies in addition to the generd frequency dependent characteristics the following specific
characterigtics.

1. Although the RF sgnds in ISV bands are capable of penetration through obstecles to a
somewhat high extent, epecidly in lower bands, the nature of spread spectrum techniques
makes RF communication a these bands very highly resdant to interference.  This
resstance againg interference is achieved due to the PN coding used in the spreading and
de- spreading processes.  This coding effect is the basic of the so called Code Divison
Multiple Access CDMA. Also Frequency Hopping Spread Spectrum techniques when
used with a coding scheme called Repetition Code can have multi-path resolving
cgpabilities, which gives them resstance againg Fading effects, thus diminating the need for
equdization.

2. Spread Spectrum techniques aready reduces the power of the signd at a certain band, by
spreading it over a much more wider band. Hence, more power levels can be associated
to ggnds using this technique without being afraid of affecting other narrow-band or
different PN code spread spectrum signals occupying the same band. The FCC
regulations dlow for a power level up to 1 watt for spread spectrum operation in the ISM
band [PAHLAVAN95]. On the other hand, in Europe the Digitd European Cordless
Tdecommunications (DECT) standards limits the power to 250 mw, while the European
Telecommunication Standard (ETS 300 328) limitsit to 100 mw [RUNE95].

3. Because more power levels are dlowed for Spread Spectrum communications, and also
because of the rdatively higher penetration ability of RF sgnasin the ISM band frequency
ranges, Wirdess LANs operating using these techniques have alarger coverage ranges. Of
course, these ranges are very much dynamic according the operating environment, such as
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whether the communication takes place in an indoor or an outdoor environment, and the
number of walls or other obstacles the RF signd has to go through from the transmitter to
the receiver. On the average, for DSSS the coverage ranges are from 30 m to 270 m, and
for FHSS the ranges are from 30 m to 100 m [PAHLAVAN95].

Begdes the limitations on data rates that comes from the bandwidth limits of the ISM

bands, there is another more drict limitation coming from the Spread Spectrum regulaions
for usng the ISM band. In fact, these are the actud factors that determine the transmission
rates achievable in Spread Spectrum WLANS. For DSSS, the regulations require that the
spreading factor to be equa to 10 or more. Combining this with the bandwidths available,
we find that the maximum deta rates achievable with DSSS are 2 Mb/s, 8 Mb/s, and 10
Mb/s for the 902-928 MHz, 2400-24835 MHz, and 5725-5850 MHz bands,
respectively.  To increase the data rates multi-amplitude and multi- phase techniques are
used. Also, some vendors use multiple codes to transmit the data over one channel

between a certain transmitter and receiver pair with higher rates. Practicaly, data rates
ranges of 2-20 Mb/s are achievable [PAHLAVAN95]. On the other hand, for FHSS, the
regulaion limits the sub- channels bandwidth to 0.5 MHz in the 902-928 M Hz band, and to
1 MHz in the 2400-2483.5 MHz, and 5725-5850 MHz bands. This means that the data
rates achievable are 500 kb/s for the 902-928 MHz, and 1 Mb/s for the bands 2400-
24835 MHz, and 57255850 MHz. Here dso, multi-amplitude and multi-frequency
techniques could be used to increase data rates. In fact, data rates in the ranges of 1-3
Mb/s are achieved with FHSS [PAHLAVAN95].

For DSSS, the used transmission scheme is QPSK, which adlows increasing the bit rates up
to 20 Mb/s. Also, as PSK has higher signd to noise ratio, the coverage range of DSSS is
higher than that of FHSS. When FHSS is consdered, the transmission scheme of choice is
GFSK (Gaussan Frequency Shift Keying). Again as this scheme is used with a multi-
frequency modulation, more data rates are achievable. It is worth noting here, that the
FSK has lower signd to noise ratio. Also, as regulations prohibit the use of synchronized
FHSS, the only used scheme is non-coherent (non-synchronized) FHSS.  The non-
coherent FHSS suffers from what is called recombination losses & the receiver. Both these
facts result in a coverage range for FHSS communications thet is less than that of DSSS
[STALLINGI7A].

Due to the PN coding used for spreading the signal in Spread Spectrum techniques, they
have a built in security scheme. This achieves the signd security againgt eavesdropping
over the transmission channe. The other leve of security is the sesson security, which is
achieved through authentication techniques [STALLING97A].
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This concludes the discusson of RF transmisson medium for WLANSs. The next medium to

be described is Infrared transmissions.

2.2.3.2 Infrared wirelessLAN (IR WLAN)

Unlike RF tranamissions, infrared transmissions in wirdess communications do not need any
licenang. There are no regulations for using infrared transmissions on free space or air, except
the health regulations applied to the levels of the transmitted power [FERNANDESS4].

One of the mgor properties of IR transmisson is thet it is by nature a highly directive
tranamisson scheme. This means that they can be used for point to point communications, but
not for broadcast systems. To use IR transmission for broadcast systems, some extra devices
- such asareflector or arepeater - should be used.

Light wave sgnds can be in one of three types. These types are categorized according to the
wavelength of the tranamitted carrier as follows. [STALLING97A]

? Infrared Sgnds (IR).

? VigbleLight sgnds (VL).

? Ultraviolet Sgnds (UV).

The sgnd adopted in WLANS is the infrared Sgna because it is safer for people than

ultraviolet, and it is more immune to ambient noise than visible light. Hence, in the following
sections a detailed description will be given for only this scheme because of its applicability to
WLANSs, while the other two schemes are not used in wireless communication goplications.
In fact visble light is sometimes used for communication but usudly in optica fiber techniques,
while ultraviolet is used for messurements and derilization gpplication rather than
communication gpplications.

Infrared tranamisson systems essentidly exhibit the properties of any light wave transmission.
Thus, they cannot penetrate through walls and other obstacles; they are of limited transmisson
ranges, and the geometrica optics techniques such as lenses and other refractors can be used
to direct them.

Infrared transmissions are used widdly in a variety of gpplications such as opticd fiber
transmissions and remote controls. Mot of IR gpplications use one of two widely used IR
waveengths, namdy the 800 nm ad the 1300 nm wavelengths [STALLING97A]. IR
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cariers used for WLANS occupy approximately the wavelength ranges 800-1300 nm
[STALLING97A] and [PAHLAVAN95].
Infrared sources are mainly divided into two categories:

? Laser Diode sources LDs.
?  Light Emitting Diode sources LEDs.
LDs provide higher speed because they produce a coherent source of light, that is, a very

narrow band of frequencies (1-5 nm spectra-width'), but with higher power density
concentration.  This high power density concentration could cause severe eye damages if
directed to the retina. Hence, unless high data rates are needed LDs are only used for optica
fiber communications. On the other hand, LEDs produce lower power density concentration,
and wider spectrum (25-100 mm spectrat width) [STALLINGO7A].

For Wirdless LANS, IR carriers generated from LEDs are used. The wavelengths used are in
the ranges.

? 800 nm- 900 nm [PAHLAVAN95].

? 850nm- 950 nm [STALLING97B].

These wavelengths correspond to frequencies:

? 375GHz - 333.333 GHz for the 800 rm- 900 nm IR.

? 352.941 GHz - 315.789 GHz for the 850 nm - 950 nm IR.

! Spectral-width here means that the carrier is not a single frequency carrier, as in the case of RF

modulation, but it is rather a set of carriers (group of frequencies) that are modulated with the transmitted

signal.
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The wirdess communication sysems using IR transmisson medium have the following

characteristics [STALLING97A]

Infrared devices can work at high frequencies, yet with a chegp price. On the other hand,
infrared detectors can only detect the amplitude of the received signal, and the sources are
not capable of generating a single frequency carrier. Finaly, the devices used for infrared
transmission have the characteristic of separating the tranamitters caled emitters, and the
receivers caled detectors from each other. This means tha for a Sngle dation thereé's a
Separate transmission device and a separate receiving device. In genera these devices are
in two categories. The firgt of these categories uses Laser Diodes (LD) for emitter and
Photo Diodesfor detector. The second uses Light Emitting Diodes (LED) for emitters
and Photo Diodes also for detector (Fig 2-11). The LED sources are cheaper but with
more carrier spectral-width and lower power levels. The LD sources are more expensive
but with less carrier spectral width and higher power level.

Infrared transmission, as wel as any other light wave transmisson can not penetrate
through opaque objects, such as wals, doors, and human bodies. They can only penetrate
trangparent materids as glass and water. Moreover, infrared waves can be reflected with
shiny surfaces, and refracted with optica refracting meterids.

By nature, IR trangmisson, as well as any other light wave transmission technique, is a
directive, and line of sght transmisson technique. This means that the suitable topology for
it is the point-to-point communication, but it still can be used for broadcast communication
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with the help of a reflector that causes a diffuson to the light beam scattering it in dl
directions.

Although IR communication uses directive methods in generd, the power leves of these
sgnds are generdly of low values. These low vaues are because of hedlth condraints to
avoid damages of the eye and skin. It must be noted that when we spesk about IR
transmisson the power levd is represented with the intendty, which is measured in power
per unit area. Usudly, the limitations are on LD sources as they have high power
intensities. The safe limit for LD sources is gpproximately 100 w/nf [FERNANDES94].
The same limit can be applied to LED sources in case they produce high power intensities.
Because IR frequency range is not occupied by many devices, and it does not need any
licensing, and aso because they are much more higher in frequency than RF waves, more
bandwidths are available for operation on this type of transmisson. This can be seen by
noting that the first band, which is the 800-900 nm band has a bandwidth of approximately
41.66 GHz, and the second band which is 850-950 nm has a bandwidth of gpproximately
37.16 GHz. It can be easily seen that these bandwidths are much larger than those
avalable for RF tranamission.

IR transmissions are not affected by any kind of eectricd interference. They are dso not
susceptible to interference form other IR WLANS in the neighbor because they do not
penetrate walls. On the other hand, the ambient light contains a sufficient amount of IR
signas to interfere with IR WLAN. The sources of IR waves in ambient light are mainly
the sun light and fluorescent lamps.  The interference effect of these sources could be very
much reduced by the use of dectronic band pass filters, which alow only the frequency of
the required signa to pass. IR transmission aso has the advantage of alowing the use of
Optical Filters® to prevent undesirable waves from reaching the detector. As LED
sources generate a wide spectrd carrier, their receivers should have a wide-band filter to
alow for the transmitted signa to be detected. Thiswide band receiver gathers more noise
from the channd than a narrow-band one. On the other hand, LD sources dlow for the
use of narrow-band filters at the receiver. Hence, LD sources have better performance in
terms of interference compared to LED sources.

As IR transmisson suffers from low power of radiation, high attenuation in the ambient
amosphere, and scattering effects due to humidity and dust in amosphere, they have alow
coverage range. Thisrange is very much limited in case of LED sources, while it is longer
in case of LD sources. It is dso important to notice that point-to- point connection with IR

? Optical filters are materials that are transparent for a certain range of light wavelengths.
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transmissions in outdoor and using a focused beam can reach coverage ranges up to few
kilometers [STALLING97B]. On the contrary, indoor environment coverage ranges are
longer in case of broadcast diffused connection than the case of point-to- point connection.
This is because of the more power levels dlowable for diffused connection, the ability to
use active repeaters ingead of just a reflector for diffused connections, and the ability to
avoid emitte-detector  dignment  difficulties in case of point-to-point connections
[STALLINGO7A]. Typicd vdues for diffuse mode are 17-67 m of coverage range using
LED sourcesin genera except in the case of high datarates. On the other hand, point-to-
point mode has a coverage range of only up to 27 m using LD sources or LED sources,
but LD sources are preferred because of their fine beam width.

As it can be seen from above, IR transmisson channels have large bandwidths, which
dlows for higher data rates, but the limitation on data rates comes from the dectronics
technology, and aso from the fact that Light Waves has a very wide range of noise sources
and scattering materials.  Also LED sources are much more susceptible to noise
interference than LD sources and diffused techniques are much more vulnerable to
interference than point-to- point connections. Due to these facts, the actual achievable data
rates for IR WLANSs are much less than those dlowable by the bandwidth. For LED
sources the data rates are £ 4 Mb/s for diffused connection, and 10 Mb/s for direct
connection [PAHLAVAN9S]. For data rates higher than 10 Mb/s LD are used
[STALLING97A].

As IR emitters are not capable of generating single frequency carriers, the most suitable and
used trangmisson scheme is the amplitude modulation. Moreover, as the data rates
achievable are dready high, and as the implementation of intensity IR detectors is more
expensve than on-off detector, multi-level amplitude modulation is not needed and usudly
not used for IR transmissons. The scheme of choiceis On Off Keying OOK which isa
binary amplitude modulation using the base band signd to modulate the carrier light beam.
Another scheme that is used to reduce the power requirement for the emitter, especidly for
LD sourcesis the Pulse Position Modulation PPM. In both cases to avoid inter symbol
interference the multi- sub- carrier modulation is used [STALLINGI7A].

Because IR transmissions are generaly of limited coverage ranges, and they are not
cgpable of penetration through walls, less security redtrictions are required for them. A
user outside the intended network room does not receive any sgnificant amount of the
opticd sgna, which means that eavesdropping from outsde the office is precticaly very
difficult. Also, as IR communication requires line of sight, the users will eadly detect any
interception to the tranamitted beam. So, the nature of the Sgnd itsdlf has an imbedded
security on the leve of the network security. The actud security issue is again the
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authentication security, and for more secured data transmission encryption may be used,
but usudly it is not essentid.
This concludes the discussion of the Wirdess LAN Physica layer technologies. The results of
this discussion can be summarized in tables Table 2-1, Table 2-2, and Table 2-3.
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Infra Red Radio Frequency
Diffused IR | Direct IR FHSS DSSS Narrow-
band
Datarate (M b/s) 1-4LED 1020 13 2-20 520
sourcesused | >10usingLD
sources
Mohility Stationary / Stationary Stationary / Mobile
Mobile
Range (m) 17-67 27 30-100 30-270 15-45in
ISM
20kmat 18
GHz
Eavesdropping Highest Highest High High Low
immunity
Frequency MHz / | =800-900 ISM band ISM band &
Wa/da]gth (I ) nm (902-928 1819 GHz
| =850-950 2400-24835
5725-5850)
Trangmisson OOK GFSK QPSK QPSK
techniue PPM FX
Radiated power <1 w/nt for <lw/n? for <lw 25mw for
LED LED ISM band
<6.4w/nt for | <32 w/n?for <1wfor 18
LD LD GHzband
TOpOl ogy Star, Bus Ring Star, Bus
Interference High High Highest Higher Low
avoidance
Frequency licensng Not required Not required Required
unless ISM

Table 2-1 Properties of different physical layer technologies[PAHLAVANO95]
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Ring Sar Bus
Wirdess media Direct IR Diffused IR & RF
Coverage The distance between Areawith radiusd Areawith diameter d
(Txr is d) to successive nodes
inthering<d
Rdiability Lowest (any node Low (hub faillure causes the Highest (nodes
failure causes the network to fail) connectivity are
network to fail) independent)
Architecture Infrastructure Infrastructure Infrastructure
Ad-hoc
Usefor Not feasible Most preferred Can be used
interconnecting
wireless and wired
LAN
Node mohility Stationary Mobile within coverage area Mobilewithin
Cellular technology could be coverage area

used with multiple hubs to

improve mobility

Table 2-2 Properties of different topologies when applied to WLANS




DSSS

FHSS

Interferenceimmunity

Low (using the processing gain
which makesiit not effective for

high power interfering signals)

High (by changing the hopping
patternto avoid the

contaminated frequency band)

Synchronization High (within the chip duration) | Low for slow hopping and higher
for fast hopping

Recaver compl exity More complex because of higher Less complex specially for slow
synchronization restrictions hopping

Janmers Affected by pulsed jammers Affected by follower jammers and

could be avoided by fast
hopping
Diversity Achievable using the PN code Achievable by fast hopping or
by repetition codes
Data rates (Mbps) 220 13

Table 2-3 Comparison between DSSS and FHSS




23. Medium Access Control Technologies
The MAC is the main function of the Data Link Layer in the 7-layers ISO-OSl modd. Its

function is to guarantee callison free transmisson over the Physca Layer. This can be
accomplished through one of severd avallable techniques. We have grouped these techniques
in two mgjor categories as follows:

Channel Multiplexing, which dlows for channd sharing by dividing the physica channel
into severa sub-channds and Sarting severd tranamissons smultaneoudy over them.
Sngle Channel Access, which dlows for channd sharing by granting access to the channe
to only one dation at atime.

23.1 Channd multiplexing
Channe multiplexing has three main techniques:
Frequency Divison Multiple Access (FDMA).
Determinigtic Time Divison Multiple Access (TDMA).
Code Divison Multiple Access (CDMA).
Since channe bandwidth is limited in the case of RF WLAN and single carrier can not be

practically produced in the case of IR WLAN, the use of FDMA is not adopted in WLAN.

On the other hand, because data transmissions takes place in burdts, the conventiond fixed
determinigic TDMA is not gpplicable in case of WLAN [BANTZ94]. This leaves us with
CDMA. Unfortunately, CDMA suffers from the near-far phenomena, which is very much
induced in case of indoor communicetion. It aso reduces the bandwidth alowed for a user
because it preads the signd. Hence, its use as a multiplexing technique for WLAN does not
produce adequate performance [PAHLAVAN95]. From dl of this, it can be seen that

channd multiplexing techniques are not the right choice for WLAN and smultaneous multiple
transmissions are not used.

The used MAC techniques are mainly dependent on granting channel access for only one
transmitting node a atimei.e. Single Channel Access, and sometimes to improve paformance

an extramultiplexing is added to the Single Channdl Access method.



23.2. Single channel access

In these techniques the MAC is required to either resolve the contention for the channd by
nodes wishing to transmit, or to avoid the occurrence of such contentions in the first place.
Hence, there are two main categories for single channel access MAC: [BANTZ]

Contention-Free (Controlled or Centralized) Access.
Contention-Based (Distributed) Access.
Each of these two categories includes many MAC access techniques. Not dl of these

techniques are suitable for WLAN. In the following a description of each category will be
given and a brief discusson of some of the MAC techniques under each, which are applicable
to WLAN, will be given.

23.2.1 Contention-free access

This category of MAC techniques depends on avoiding any contention between the nodes of
the network. This is achieved through a central network controller that manages the granting
of the medium access, 0 that it is given to only one node till it finishes its current frame.

Consequently, this technique is aso caled Controlled or Centrdized Access. This centrd

network controller could be one of the network nodes with this function added to it or it could
be a dedicated device that only performs this function.

The function of the centra control point (network controller) could be performed using severa
dgorithms. Some of these dgorithms are: [TOBAGI76]

Priority assgnment in which the centrd control point assigns priorities to al other nodes.
Accordingly, when more than one node wishes to access the medium & the same time, it is
granted to the highest priority one and the other nodes should try to get access later. This
technique has the following properties.

It minimizes the transmisson delay because ether the transmisson request is served
immediately or it is dropped and the transmission should be started dl over again.

It reduces the throughput of the network, which is the number of successfully transmitted
information packets per unit time, because transmission request packets for non served
detions are retransmitted again wasting some of the channe capacity for these control
packets containing no information.



By its nature, the scheme is not a fair scheme i.e. some nodes are prefered over othersin
sarvice. To achieve higher degree of fairness, the priority assgnment function could be
reorganized after each transmisson.

Polling in which the centra access point polls the network nodes in a sequential manner to see

if any node is wishing to tranamit. When it finds a node wishing to tranamit, it gives it accessto
the medium and prohibits access from other nodestill the end of the current transmission. This
technique has the following characteristics:

The trangmisson dday is ixed and depends on the number of the Sations in the network
and the order of the transmitting station in the polling sequence.
The throughput of the network is low because the probability of wasting a long time in
palling nontranamitting stations before reaching the dation wishing to tranamit is high.
During this time the channd is idle and no data is transmitted over it, which reduces the
throughpt.
The scheme has an embedded priority as Sations a the start of the polling sequence have
priority over those at the end of the sequence. This priority effect could be reduced if the
sequence is reordered each time atransmission is served.
Reservation access in which dations wishing to transmit, send their reservations to the
centra control point. These reservations are queued in the central control point, then the
controller serves these requests according to a certain service discipling, like first come first
serve or highest priority first. This scheme has the following properties:
The tranamisson delay is unbounded and could reach high vaues. It depends on the
reservation queue service discipline, because after a sation sends its reservation it has to
wait till it istold by the controller thet it has been granted the medium.
The throughput is very much enhanced because reservations that are not served in the

current time dot are queued in the controller till a dot is assigned for them. Hence, no
overhead is induced, resulting from re-transmitting the reservation packets over and over
agan.
The scheme by its nature is a fair access scheme and the fairness degree is determined by
the reservation queue service discipline.

The main point in dl these techniquesisto try to divide the channd bandwidth equaly between

nodes and use it as efficiently as possble. From the previous description of this MAC
category and from network protocols studies, it is found that a Contention Free MAC hasthe
following properties.
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Contention-free techniques have better performance in highly loaded networks. Its
performanceisless efficient in the case of light traffic loads.

Contention-free techniques rey on a central controlling node. This makes them more
suitable for use with star network topologies as the centra controlling node will be the hub.
As contentionfree techniques are centralized techniques, they can make use of this
centrdization to retune the MAC parameters dynamicaly to accommodate the current
traffic load and achieve higher performance. This gives the techniques the ability to be
adaptive.

As contention-free access techniques are centralized techniques they are more suitable to
infrastructure WLAN. They cannot be used for ad-hoc networking, because they need to
have a pre- specified access controller.

Contention-free access techniques like any centralized scheme have lower rdiability,
because of network single point of failure.

Network setup trandent state usudly takes less time in these schemes because they are
performed only by the central controlling point.

Contention-free access schemes are usualy dotted access schemes. This time dotting
heps in amplifying the dgorithm used to avoid contention on the channd.

23.2.2. Contention-based access

When it comes to contention-based MAC, it must be noticed that there is no single controller
for the network. On the contrary, al network stations perform the MAC function in the same
manner. This means that the function of granting access to the network is digtributed over dl
the network nodes. Hence, al the network nodes have to find some way to resolve any
conflict that may happen when two or more nodes wish to access the medium a the same
time. Thisiswhy this technique is sometimes cdled Distributed Access technique.
Contention-based access techniques are mainly divided into two main categories. This
categorization is based on whether a node wishing to access the medium checks first for its
busy state or not. The two main categories are: [KLEINROCK 75], [BERTSEKAS87]
Carrier sensng MAC in which any network node wishing to transmit paforms a listen
before talk function first. In this listen before talk function, the sation listens to the medium to
seeif there are any ongoing transmissons on the medium i.e. to check if the medium is busy or
not. If the medium is detected to be busy i.e. there is a tranamisson on it, the listening Sation
defers its trangmisson till the medium is free. When the medium becomes free, a Sation
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wishing to send can dart its transmission immediately or after a certain time, provided thet the
medium is il free dfter thistime. Whether the Sation Sarts its transmission immediately after
the medium is sensed to be free or not, is dependent on the specific Carrier Sensng MAC
used. One of the most famous carrier sensing MAC techniques used for WLAN is the so
cdled Carier Sense Multiple Access with Collison Avoidance (CSMA/CA), which is a
variation of the famous Ethernet MAC cdled Carrier Sense Multiple Access with Callision
Detection (CSMA/CD). The carrier sendng techniques have the following properties:

Packet delay could be dightly increased because of the listen process performed before

each trangmission, but as this listening process reduces collison, it generdly reduces the

packet delay.

Throughput of the system is very much enhanced because of the reduction of the number

of corrupted packets due to collisions.

The scheme suffers from the problem of hidden termina and has the advantage of the

possibility of capture when used with WLAN, because of the wirdess channd highly

dynamic characterigtics.
Non-carrier sensing MAC in which a gation wishing to transmit does not listen to the
medium to check its saus. On the contrary, the dation darts its transmisson immediately
when it has a packet to send or after a certain time depending on the specific scheme used.
This of course could result in high collison rates because smultaneous transmissions from
different stations could hgppen resulting in corrupting the data signd on the medium. To
reduce the collison rate time dotting is associated with this scheme. One of the most famous
WLAN MAC techniques, which belongs to this category is the Sotted Aloha transmission
scheme. The Noncarrier Sensing schemes have the following properties.

Although the overhead delay of listen before talk process is removed, packet delay could
dtill reach high vaues because of the higher collison rates.

Throughput of the system is very much reduced because of the higher collison rate
induced in the scheme. This throughput is very much enhanced with the use of time
dotting.

The system does not suffer from hidden termind problems, as there are no carrier sensing
performed. It dso Hill has the advantage of the possibility of capture because of the
wireless media nature.
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The main characteristic of these techniques is to try to resolve contention on the shared
medium, which happens when two or more stations wish to tranamit a the sametime.

From the foregoing discussion and from network protocol analysis it is found that contention-
based MAC protocols have the following characteritics.

Contention-based techniques have better performance in light loaded networks. Its

performanceisless efficient in the case of high traffic loads.

Contention-based techniques rely on a distributed control technique. This makes them

more suitable for shared medium network topologies such as bus topology.

Although contention based techniques are distributed techniques, some adaptive techniques

could be induced in them by assgning one of the nodes an extra function to collect traffic

parameters and cadculate MAC parameters from them. This is il very difficult and less

efficient in terms of enhancing performance than the case of contention-free access.

Contention-based techniques are suitable for both infrastructure and ad-hoc WLAN, as

there are no predefined network topology needed for them. They are, however, not very

much suitable for interconnecting Wireless LAN to a Wired LAN as this requires an access

point.

Contention-based techniques are distributed techniques. Hence, there is no single point of

falure. Accordingly, they have higher rdiability.

Network setup trandent state takes a somewhat longer time here because they need to be

performed by all the network nodes.

Contention-based access schemes could be ether time-dotted or non-dotted schemes.
This concludes the discussion of the MAC techniques used for WLAN. In the following a

table that compares between the two main categories is given to summarize the discussion that

was given in this section.



Contention-free Contention-based
Performance Better in high loads Better inlow loads
Topology Star Bus
Adaptability More adaptive L ess adaptive
Network type Infrarstructure Infrastructure

Ad-hoc

Rdiability Low High
Setup trangent time Low High
Time dotting Required Could be used or not

Table2-4 Comparison between contention-free and contention-based MAC

Finaly, it should be noticed that one of the adopted techniques in WLAN products uses a
hybrid mixture of contention free and contention based techniques. This technique is caled
Packet Reservation Multiple Access (PRMA). This technique is described in details in
Appendix B. Another protocol that belongs to the contention-based protocols but ncludes
aso CDMA isthe Inhibit Sense Multiple Access (ISMA) [ROOSMALEN9Y4].

24. Concdusons

In this chapter we have given areview of the technologies used in WLANSs physicd and MAC
layers. In the physical layer we have studied the different network architedtures, the different
topologies, and the different transmission medium characteristics. Afterwards, we studied the
different MAC categories that can be used for wirdless LANs.

During this review of literature we found that:

WLANS architectures are either permanent infrastructure or temporary ad-hoc architectures.
WLANS can be configured in any of the three known main topologies, namely bus, ring, and
dar topologies. The only redtriction is that ad-hoc networks cannot be implemented using ring
or star topologies as both needs pre-specified controllers.

The dectromagnetic waves used for wirdess transmisson medium is either RF waves or IR

waves. It was found that RF has lower bit rates, higher ability to penetrate obstacles, and is
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more suitable for broadcast ad-hoc configurations such as the bus topology. On the other
hand, IR is more directive, which makes it more suitable for infrastructure point-to-point
applications such asinfrasiructure ring topology.

MAC protocols used for wireless LANSs are either contention-based protocols, which has the
advantage of ease of reconfigurations, or contentionfree protocols which has better
performance specidly under high loads.

From the MAC protocols characterigtics it was found that the contention based protocols are
more suitable for ad-hoc networks. On the other hand, contention-free protocols are more
suitable for infrastructure networks and interconnecting wireless LANs to wired LANS.

Lots of varigties exig in both physica layer and medium access control techniques. This
implies that standardization is needed to guarantee interoperability between different vendor
products.
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Chapter 3
WirelessLAN Standards

3.1. Introduction

In the following, a detailed description of the two standards currently worked on for wireess
LAN will be presented. These standards are the IEEE 802.11 standard, and the ETSI
HIPERLAN standard. A brief description of the frequency sharing etiquette adopted by
WINFORUM ® will then conclude the chapter.

32. Standardsfor WirelessLAN
Up till now, dl standards for wireless LANs use unlicensed bands [PAHLAVAN95] in USA.
On the other hand, in Europe the CEPT heas rétified the 5.15 GHz - 5.30 GHz for use by

Wireless LAN operating according to HIPERLAN standards. In generd, there are two
approaches to regulate the wireless LAN bands:

1. The first gpproach is to develop standards that insure that products of different vendors
can intercommunicate with each other usng a set of inter-operable rules. This approachis
used in both IEEE 802.11 and ETS HIPERLAN.

2. The second approach is to define a set of rules or the so caled “ Spectrum Etiquette”
tha dlow terminds produced by different vendors to have a fair share in the available
channd frequency and time and coexist in the same band. The WINFORUM group
adopts this gpproach.

The standards that are going to be mentioned in the following are supposed to affect only the

firs two layers of the OSI modd; namely, the Physical and Daa Link layers. In a more
specific manner, the Data Link layer is subdivided into two sub-layers named Media Access
Control (MAC) and Logical Link Control (LLC) in ascending hierarchical order (Fig 3-1).
The Wirdess LAN standards apply to the whole Physicd layer and to the MAC sub-layer of
the Data Link layer.

3 WINFORUM is an aliance among the major computer and communication companies to obtain bands

from FCC for the data-PCS and was initiated by Apple Computer in the US.
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The Physicd layer covers the transmisson media type, interfacing to the media used, eectricad

voltage levels, and transmission rates. For wireless LANS these topics correspond to whether
IR or RF is used, the frequencies used, and the transmission techniques adopted.

On the other hand, the Data Link layer deds with how the network is shared between nodes.
More specificdly, the MAC sub-layer is responsible for setting rules covering when each node
can gain contral of the network to send its messages.

Findly, the LLC layer is responsble for providing logical links (connection-oriented services)
between nodes, as well as a unified interface to the upper (Network) layer. This interface is
independent of the various frame formats used.

Although the standards only specify the characterigtics of the Physica and MAC layer, they

dill have effects on upper layers of the OSl modd. As an example for such effects, consider
the case of an gpplication running on a wired LAN that assumes a certain timeout for

responses from the other Sde. If such an gpplication is used with the same time-out with a
wireless LAN, it will mafunction. This is because the dday in the wirdess media is much

morethen it isin awired media

Ancther example of such effects, is the fact that wireless nodes generdly tend to appear and
disappear in the network more frequently tian the case of wired nodes. This of course will

have an effect on a routing gpplication running on the network as it is supposed to keep track

Application

Presentation

Session

Transport

LLC \ Network

MAC Data Link

Physicd Physical

of the connected and disconnected nodes.
Fig 3-1 The1SO-OSI sevenlayersmodel
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33. |EEE 802.11 WirelessLAN Standards

The IEEE 802.11 committee has started working on the wireless LAN standard since 1990.
It was supposed to be findlized by the end of 1995, but it is not finaized until now. Many of
the MAC and Physicd layer specifications are in a nearly find form by now. Although, the

standards were supposed to be finished by the end of 1996 [LAMAIRES6], in a recent paper
in the literature review the standards are il referred to as draft standards [CROW97].

The main scope of the 802.11 standard is to develop a Medium Access Control (MAC) and
Physicd layer (PHY) specification for wirdess connectivity for fixed, portable, and moving
dations within aloca area [CROW97].

The purpose of the standards is twofold [CROW97]:

? To provide wirdess connectivity to automatic machinery, equipment, or dations that
require rapid deployment, which may be portable or handheld or which may be mounted
on moving vehicdleswithin alocd area.

? To offer a standard for use by regulatory bodies to standardize access to one or more
frequency bands for the purpose of local area communicetion.

To describe the standard we have to look & its three main parts, namdy, the network

architecture, the physica layer, and the medium access control layer.

33.1 Architecture

The fundamentd building block of the IEEE 802.11 architecture is whét is cdled the Basic
Service Set (BSS). It is defined as a group of stations that are under the direct control of a
single coordingtion function whether this coordination function is a centralized (contention free)
scheme, or a digtributed (contention based) scheme. The geogrephicd area covered by a
BSSis cdled the Basic Service Area (BSA). Conceptudly, al stations within the same BSS
can communicatedirectly to each other if the channe is assumed to beidedl.

I[EEE 802.11 standard supports both of the two WLANS connections described in the
previous chapter. These connections are the ad-hoc connection and the infrastructure
network connection. These connections are supported in the IEEE 802.11 standards by
adopting two types of network architectures. These two types are [ENNISO6):

? Independent Basic Service Set (IBSS).
? Infrastructure Basic Service Set (ISBSS).
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A destription of these two types will be given in the following with an emphasis on the wirdess
connection type it supports.

33.11L Independent Basic Service Set (1BSS)

This is a ddliberate grouping of gations into a sngle BSS for the purposes of inter-networked
communications without the aid of an infrastructure network (Fig 3-2). Thistype of network is
implemented using the ad-hoc wireless LAN connection type.

Fig 3-2 Two independent BSS with coverage area overlap

The BSSs are independent and cannot be interconnected together to form larger networks.
On the other hand, if more than one IBSS contain a common area insde their coverage range,
thelr operations in this area should not interfere.  This means that neither of the two BSSs
should be able to receive the communication sgnds of the other BSS, as they will be using

two different wirdess channds eg. two different frequencies, or two different spreading
codes.

Thistype of network hasthe following characteristics [ENNIS96]:

? Only one BSS can exig in the same network and multiple networks cannot be

interconnected to cover larger area.
? It uses direct communication between nodes (peer-to-peer).

It has a limited coverage area, which cannot exceed the maximum coverage area of one
BSS.



? If multiple BSS's have a common part of the coverage area they should not interfere
together (Fig 3-2).

? It does not support roaming and mobility is very limited.

? It does not support connecting wirdess stations to fixed wired LAN resources

? Power management is not efficient, because no centra point for traffic flow, that could
monitor al the network activity, exids.

? Network access parameter refinement is not efficient, as network traffic control is not
performed by asingle sation.

? Time bounded services are not supported with the required Qudity of Service (QoS).

33.1.2 Infrastructure Basic Service Set (ISBSS)

This is, as the name implies, mainly infradructure network that is established to provide
wireless wers with specific services and range extenson.  This network is established using

Access Poaints (AP), i.e. it condsts of a group of Stations (STA) associated with an AP to
form a BSS (Fig 3-3). The AP isthe centrd controller for network traffic, i.e. it is equivaent
to base gtation in cdllular telephone networks.

AP supports range extension by providing the integration points necessary for network

connectivity between multiple BSSs, thus forming an Extended Service Sat (ESS). The ESS
has the appearance of a one large BSS to the Logica Link Control of each station. The ESS
congsts of multiple BSSs that are connected together via their APs to a common Digtribution
Sysem (DS). The function of the DS is not a part of the Sandards, as it could be any other
|EEE standardized network or non-IEEE standardized network, but its required services are
defined. While the DS could use the same Physicd layer of the BSS, it is logicdly different
because it is only used as a trangport backbone to transfer packets between different BSSsin
the ESS.

An ESS could provide a gateway access to a wired network. The device used for this
connection is cdled a Portal. If this connection is to a wired 802.x network, the porta

function is abridge rather than a gateway.

The Portd is defined as alogica entity that specifies the integration point on the DS where the
wireless |EEE 802.11 network integrates with awired network.
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BSS1

direct connection

Wired 802.3 LAN

BSS?2

Fig 3-3 Infrastructure BSSs connected viaa DSto form an ESS

Findly, the traffic between any two gations within the same BSS typicdly flows through the

AP, but it could be direct from one station to the other.

Thistype of network hasthe following characteristics:

? More than one BSS can coexig in the same network forming an ESS and multiple
networks can be interconnected to cover larger area

? It uses centrdized (Station - Access Point) communication in most cases (Fig 3-3in BSS
2), but direct communication between nodes (peer-to-peer) within the same BSS could
dill be used (Fg 3-3 in BSS 1).

? It has a large coverage area, which can be extended by interconnecting more than one
BSSto form alarger ESS through aDS.



? If multiple BSS should be connected together their APs should be able to connect to each
other through the DS.

? It supports roaming between different BSSsin the same ESS.

?  Wireless mobile stations can be connected through Portalsto fixed wired LAN resources.

?  Power management is highly efficient, because dl network activities are monitored by the
AP.

? Network traffic parameters refinement is efficient as network traffic contral is performed
by asingle gation, which isthe AP.

? Time bounded services such as voice and video communication can be supported with an
adequate QoS.

? It is very important to note that the IEEE 802.11 standards do not support multi-hop
routing, which means that one node can be used as an intermediate link between another
node and the base station. Consequently, in an ad-hoc network a station can only connect
to another node directly, and in the Infrastructure topology a station can only send packets
through the AP or directly to another station in the same BSS.

33.2 Physical L ayer

Each kind of LAN requires unique specification of how the datais transmitted physicaly. This

is done in the physical layer level. The IEEE 802.11 draft standard supports three types of

physica layers[HAY ES96] and [CROW97]:

?  Freguency Hopping Spread Spectrum (FHSS) RF transmission using the 2.4 GHz ISM
band.

? Direct Sequence Spread Spectrum (DSSS) RF transmission using the 2.4 GHz ISM
band.

? Diffused Infrared (DFIR) trangmisson using an IR of wavelength in the range 850-950 nm.
In addition to having three types of physicd layers (PHY), two different data rates are

adopted. These datarates are asfollows:

? The Basc Rate with bit rate equa to 1IMb/s, which is mandated to be supported by dl
physicad layers.

? The Enhanced Rate with bit rate equal to 2Mb/s, which can be optionaly supported by
any of the physcd layers.

It must be noticed that dthough the Medium Access Control (MAC) layer is the same for al

of these physica layers, which means that the MAC Protocol Data Unit (MPDU) is the same
for dl, the Physicd Layer Convergence Protocol frame format (PLCP) is different. Thisframe
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contains the MPDU packet scrambled by whitening scrambling methods and its DC offset is
removed by adding DC offset remova bits to it. Also, added to it the physicd layer
dependent controls such as preamble, and header parts. These frames will be explained in
each physicd layer independently as they vary from one to another.

Ancther important issue is the fact that the MPDU part of the PLCP frame, which is cdled the
PLCP_PDU, can be sent using either basic access rate of 1 Mb/s or the enhanced access rate
of 2 Mb/s. On the other hand, the other PLCP physicd layer dependent parts are only
trangmitted using the basic access rate of 1 Mb/s.

The three physicd layers mentioned above will now be explained in details, with emphasis on
the data rates supported, the transmisson techniques, the carier frequency or light
waveength, and the modulation scheme.

33.21 Frequency Hopping Spread Spectrum (FHSS)

Thisisthe first physical layer adopted by the IEEE 802.11 standard. The technique itself has
been described in Chapter 2. The regulations for this scheme are as follows [CHAY AT96]:
Frequency band is 2400-2483.5 MHz.

Sow hopping is the adopted scheme.

Tranamitted power leve islessthan 1 watt.

The band is divided into sub- channels each with 1 MHz bandwidth. This results in an 83

ub-channels. These 83 sub-channels dlow for 83 different frequency hops (Fig 3-4).
Sub-channel of 1 MHz

?
?
?
?

NN 5 NN
2400 VAN

2482 2483 24835

Frequency in MHz

Fig 3-4 Organization of the 2400-2483.5 MHz band for FHSS

? Only 79 hopping center frequencies are used of the total 83 channdls available in the band.
Thefirst channd, dlowed to be used, is the one with the center frequency at 2402 MHz.
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The pseudo-random hopping sequences (patterns) are arranged into three different sets of

hopping sequences. Each set contains 26 different hopping sequences each hopping

sequence contains 79 frequency hops. Thisgives atota of 78 hopping sequences

A minimum hop distance of 6 channels is reguired by any hopping sequence to minimize

adjacent channd interference and maximize multi-path resolving feature (Fig 3-5).

Sequences from the same set are chosen o that they collide on only 3 channels on average

and 5 channds a most over a hopping sequence cycle.

A single BSS uses only one hopping sequence for dl its transmissons; i.e. CDMA is not

performed within the same BSS.

If two or more different BSSs exigts in the same radb contact area, each one must use a

different hopping sequence from the same et.

The frequencies f;(k) of the sequence number k, where k is from 1 to 78, is formed from

the base sequence offsets, denoted by b[i], whereb[i] isthe center frequency number iin

the basic (first) hop sequence minus the start frequency (2402 MHz), and i isthe hop index

indde one sequence in the range O to 78 udng the equation:
fi(K)=2402+[ (b[i]+Kk)mod(79)].

The minimum hopping rate of 2.5 hops/sis assgned to dlow for a complete packet to be

sent inone hop. Thus, if it interfered, the retransmission packet will be sent on another

frequency. Thisincreases the immunity againg interference and reduces retransmissons.

=

\ , %
2.

Fregquenc
1MHz Hopping distance >= 6 sub-channels & y
Sub-channel

(The distance in frequency between two consecutive hops)

Fig 3-5 Hopping sequence requirements for 802.11

For the basic access rate of 1 Mb/s the modulation scheme used is the 2level GFSK
(Gaussan Frequency Shift Keying).
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For the enhanced access rate of 2 Mb/s the modulation scheme used isthe 4-level GFSK.
Only the PLCP_PDU part of the frame is required to be scrambled so that the data
becomes whitened. This scrambling is performed synchronoudy by XORing the data with
periodic 127 bit Linear Feedback Shift Register (LFSR) sequence generated by the
feedback polynomid 1+ x*+x” (Fig 3-6) [CHAYAT96].

The DC offset of the tranamitted PLCP_PDU binary sequence should be removed to avoid
its effect on Phase Locked Loop (PLL) based sysems. This dimination is done by
grouping the transmitted data in 32 symbols blocks and adding a symbol that holds the sign
information of the block to it, thus getting a 33 symbols block. Next, the sgn of the DC
offsat of every 33 block is checked againgt the sign of the previous block; if it is the same,
theblock isinverted, dseit isleft asis.

Findly, the PLCP frame has the format shownin Fig 3-7.

XOR

I

Fig3-6 LFSR generator of scrambling bit sequence

A-Raw data

Delay
Delay
Delay

Delay
Delay
Delay
Delay

rambled data
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PLCP preamble PLCPheader PLCP_PDU
Sync pattern SFD PLW |4 bit HEC Payload data
80 bit 16 hit 12 hit 16 hit (variable lenath)

PSF

Physical layer header and preamble always at 1 Mb/s

9nc pattern is a synchronization pattern of 80 bits length.
‘0101010101...0101" (with left bit transmitted first) and used for detecting signal presence, resolving
antennadiversity, and acquiring symbol synchronization.
9D stands for Start Frame Delimiter, is a 16 bit block that has the binary format ‘0000 1100 1011
1101 (with left bit transmitted first). This field is used for frame level synchronization, as it marks

the start of the frame.

MAC data could be at
1Mb/sor2Mb/s

It has the binary format

PLW is an acronym for PLCP_PDU Length Word, is a 16 bit block that contains the length of the

PLCP_PDU part in octets.

PS= stands for PLCP Signaling Field, consists of 4 bits, three of which are reserved for future use and
the fourth least bit is used to signal the PLCP_PDU datarate. A binary ‘1’ in this field indicates a bit

rate of 2 Mb/s, while abinary ‘0" indicates a bit rate of 1 Mbl/s.

HEC is the Header Error Check, is a 16 bit CRC block that represents an error check sequence for the
32 bit PLCP header part only. The CRC is generated using the CCITT generator polynomial called

G(x), where G()=1+X+x2+x8,

PLCP_PDU, is the packet received from the MAC layer (i.e. the MPDU), which includes the data
required to be transmitted by the user (i.e. the MSDU), the addressing, and the MAC CRC.

Fig 3-7 PLCP frame format for FHSS in 802.11 standards

33.22 Direct Sequence Spread Spectrum (DSSS)
Thisis the second Physical layer adopted by the IEEE 802.11 standard. Again the technique

has been described before. The 802.11 regulations for this scheme are as follows [BOER96]:

Frequency band is 2400 MHz - 2483.5 MHz.

The band is divided into 11 sub-channds each will have a bandwidth of 11 MHz. These
sub-channds are overlgpping. The frequency spectrum diagram of these channelsis shown

inFg 3-8.

Transmitted power leve islessthan 1 watt.

If more than one BSSs are going to overlap or coexist in the same radio coverage areg, the
center frequencies of their channels should be separated by at least 30 MHz. Thisleadsto

being able to have a most only two BSSsin the same radio coverage area.
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Fig 3-8 The 802.11 DSSSfrequency sub-channesdiagram

The pseudo-random spreading sequences are defined to have 11 chips Barker sequence
per symbol. This means that the processing gainis11i.e. 10.4 dB.

The Barker sequence is an gperiodic random sequence that posses dl the aspects of a
pseudo random code. The 11-chip Barker sequence has the binary form ‘10110111000
and has an auto-correlaion function that is constant and equa to- 1 for any bit shift, except
for the case of complete synchronization where it becomes 11 [STALLING97A].

As one channd has a bandwidth of 11 MHz and the chip rate is 11 chips per symbol then
the symbol rate per channd is 1 Mb/s if a binary scheme is used, i.e no multileve
modulation is used.

The spreading codes are chosen to be as orthogona as possible, i.e. minima correlaion
between spreading codes is achieved as much as possible.

A sngle BSS uses only one spreading sequence for dl its transmissions, i.e. CDMA is not
performed within the same BSS.

For the basic access rate of 1 Mb/s the modulation scheme used is the 2level DBPSK
(Differentid Binary Phase Shift Keying).

For the enhanced access rate of 2 Mb/s the modulation scheme used is the DQPSK
(Differentid Quadrature Phase Shift Keying).

The entire PLCP frame is scrambled including the header and the preamble parts. The
scrambling is performed with the same technique used for FHSS before. The scrambling is
used to achieve two properties in the tranamitted sequence. Thefirg is the whitening of the



transmitted data bits, and the second is the DC blocking (DC offset removal) of the
transmitted data packets.
Findly the PLCP of DSSS has the frame format shownin Fig 3-9.

PLCP preamble PL CP header PLCP_PDU
Sync pattern SFD G | SR LN HEC Payload data
128 bit 16 bit | 8bit | 8bit| 16bit 16 hit (variable length)
Physical layer header and preamble always at 1 Mb/s MAC datacould be at
1 Mb/sor 2 Mb/s

Snc pattern, which is a synchronization pattern of 128 bits length. It has the binary format ‘111111...1". It is
scrambled with the data scrambling sequence, and used for detecting signal presence, adjusting gain settings, resolving
antennadiversity, and finally for frequency offset compensation.

D, which stands for Start Frame Delimiter, is a 16 bit scrambled block that has the binary format ‘0000 0110 1100
1111 (with left bit transmitted first). This field is used for frame level synchronization, as it marks the start of the
frame.

SG, which is an acronym for Signal Field, is an 8 bit scrambled block which contains a value indicating the transmission
rate of the PLCP_PDU field. A binary value of ‘0110 0000 (with left bit transmitted first) indicates a 1 Mb/s with
DBPSK and a binary value of ‘0010 1000’ (with left bit transmitted first) indicates a 2 Mb/s with DQPSK. Other
values of thisfield are reserved for future uses.

R which stands for Service Field, consists of 8 bits. This field is reserved for future use except for the value of ‘0000
0000 which indicates an 802.11 compli ant frame.

LN. which stands for Lenath Field. is a 16 bit field that contains the lenath of the PLCP PDU part of the frame in

Fig 3-9 PLCP frame format for DSSSin 802.11 standards

33.23. Diffused Infrared (DFIR)

This is the third and last physicd layer supported in IEEE 802.11 standards. The standard
regulaions for this technique are not completed yet, but the current specifications are as
follows [HAYES96):

The used IR beam has wavelengths that are very near to the visble light band. The
waveengths used are in the range 850-950 nm.

Diffused IR (DFIR) transmission techniques are used to avoid the need for line of sght
clearance between the transmitter and the recaiver.

The signa transmitted power islessthan 2 wetts.
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Thetechniqueis used only indoors, and not used at all in outdoors.

For the access rate of 1 Mb/s 16-PPM (Pulse Position Modulation) is used where 4 data
bits are mapped into 16 coded hits.

For the access rate of 2 Mb/s 4 PPM (Pulse Position Modulation) is used where 2 data
bits are mapped into 4 coded bits.

The PLCP frame has the generd format shownin Fg 3-10.

PLCP preamble PL CP header PLCP_PDU
SYNC SD DR DCLA LEN HEC Payload data
80 bit 16 bit 8 hit 8hit 16 hit 16 hit (variable length)

Physical layerheader and preamble always at 1 Mb/s MAC datacould be at

1 Mb/sor 2 Mbls

SYNC, which is a the synchronization pattern.

9D, which stands for Start Frame Delimiter, is used for frame level synchronization, as it marks the start of the
frame.

DR which is an acronym for Data Rate, contains a value indicating the transmission rate of the OLCP_PDU
field.

DCLA which stands for DC Level Adjustment, isafield used to control the DC value of the data bits.
LEN, which stands for Length, contains the length of the PLCP_PDU part of the frame in octets.

Fig 3-10 PLCP framefor DFIR in |EEE 802.11 standards

333 Medium Access Control (MAC)

The IEEE 802.11 defines only one Medium Access Control (MAC) for dl the previoudy
mentioned Physca layers. This definition of one MAC for dl the different Physicd layers
alows for an easy and chegp production of network controller chip sets as the same chip
(network processor) can be used on different physicd interfacing cards according to the
Physicd layer used.

Gengdly gpesking a MAC layer is responshle for the folowing functions
[DIEPSTRATENS]:

Channd dlocation procedures.
Protocol Data Unit (PDU) addressing.
Frame formatting (data packetization).



The IEEE 802.11 MAC isrequired to have some more extra properties in order to cope with
the characterigtics of wirdess channels and equipment, and to satisfy the different needs of the
WLAN users.

The MAC should support both the infrastructure (centralized) BSS and ad-hoc
(independent) BSS.

It should support asynchronous (burst) traffic, such as data packets, as well as time-
bounded (time- critical) traffic, such asvideo and voice.

It should support data fragmentation and reassembly.

It should support a security scheme that compensates the wireless medium publicity.

It should support power management capabilities.

3331 |EEE 802.11 modes and frame formats

The |IEEE 802.11 MAC defines two types of medium access modes that can be used in an

dternating manner. Thesetypesare: [STALLINGO7B]

? Contention Period (CP) which is required to be supported by dl dations in the IEEE
802.11 WLAN.

? Contention Free Period (CFP) which is an option that can be supported by some
gationsin an IEEE 802.11 WLAN.

The IEEE 802.11 MAC defines three types of frames. Each type uses the fidds of the

header part of the sandard MAC frame format, shown in Fig 3-11, in adifferent way. The

three types of frames used by the MAC are:

? The management frame which is used for gation association and dissociation with an
AP, timing and synchronization, and authentication and de authentication.

? The control frame which is used for handshaking in the CP, positive acknowledgment
during the CP, and to end the CFP.

? The data frame which is used for the transmission of data in both the CP and the CFP,
and can be combined with polling and acknowledgment during the CFP.
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Bytes.

2 2 6 6 6 2 6 0-2312 4
Frame Duration Sequence Frame
Control D Addr1 |Addr 2 |Addr 3 Control Addr 4 Body CRC

< >
802.11 MAC Header
Bits:
2 2 4 1 1 1 1 1 1 1 1

Protocol To | From More Pwr More
Version Type SubType DS| DS Frag Retry Mgt Data WEP] Rsvd
-} ]

Frame Control fidd

Frame Contrad is detailed above.

Duration ID is used to indicate the time in microseconds the channel will be allocated for successful
transmission of an MPDU.

Addrl, Addr2, Addr3, and Addr4 are addressing fields that have different uses according to the “To DS’ and
“From DS’ fields in the “Frame Control”.

Sequence Control is used to resolve duplicate packets received due to an error in the acknowledgment
mechanism.

Frame Body is the actual MSDU plus 7 bytes for encryption and decryption mechanism.

CRC isa 32 bit CRC sequence used for error control of the whole frame.

Protocol Versionis reserved for use when other versions of the |IEEE 802.11 protocol are implemented.

Type is used to indicate the frame type. There are three types; namely, control, management, and data
frames.

SibTypeis used for further identification of the frame type e.g. Clear To Send, and Request To Send.

To DSand From Dsare used together to specify the meanings of the addressing fields. The To DS indicates
that the frame is transmitted to the Distribution System, and the From DS indicates that the frame is
received from the Distribution System.

MoreFrag is used to indicate that thisis not the last fragment of a packet, i.e. not end of MSDU.

Retryis used to identify that the frame isaretrial sent of an old corrupted frame.

Pwr Mgt is used to specify whether power management is used or not.

MoreData is used to indicate that there are other data frames following this frame, i.e. not end of session.

Fig3-11 |IEEE 802.11 MAC standard frame format

To complete the description of the MAC frame format a table that indicates the meanings of
the addressing fields for different vaues of the “To DS’ and the “From DS’ fidds is given
below (Table 3-1).



ToDS From DS Addr 1 Addr 2 Addr 3 Addr 4
0 0 DA SA BSSID -
0 1 DA BSSID SA -
1 0 BSSID SA DA -
1 1 RA TA DA SA
Table3-1 Different usage of the addressfields
Where:

DA means Dedtination Address and indicates the final destination of the packet.

SA means Source Address and indicates the origina source of the packet.

RA means Receiver Address and indicates the next receiver of the packet.

TA means Tranamitter Address and indicates the last transmitter of the packet.

BSSID means Basic Service Set ID and is Physicaly the MAC address of the AP of the BSS.
It is used for defining the BSS.

From dudying Table 3-1 it can be seen that we have the following transmisson cases
according to the binary vaues of [To DS, From DS:

? [0,0] the packet is transmitted in the same BSS.

? [0,1] the packet isreceived in a BSS from the DS system.

? [1,0] the packet istransmitted from a BSS to the DS system.

? [1,1] the datais transmitted through the DS from one AP to another.

From the usage of the addressing fidlds in the above cases it can be seen that the Addr 1 fidd

is dways used for MAC filtering of packets since it dways contains the intended receiver's
address.  On the other hand, the Addr 2 fidd dways contains the address of the last
transmitter of the packet. The Addr 3 field depends on the vaues of the To DS and From DS
fiedds. Findly, the Addr 4 fidd is only used in the case of transmitting the packet through the
DS system to identify the address of the fir st source of the data.

In order to support both CFP and CP access schemes, the MAC defines two types of access
schemes. The fird is caled Distributed Coordination Function (DCF), and the second is
caled Point Coordination Function (PCF). These two access schemes are going to be
explaned in detailsin the following.
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33.32 Digtributed Coordination Function (DCF) access scheme

This is a contention-based access scheme (some times cdled Best Effort access) [CROW97].

The scheme uses a modified verson of Carrier Sense Multiple Access schemes cdled Carrier

Sense Multiple Access with Collison Avoidance (CSMA/CA). The CSMA with Collison

Detection (CSMA/CD) technique is not used, because it requires a listen while talking function

to be performed by the trangmitting node to detect collisons. This function will not be

applicable in wirdess media, because the Sgnd of the transmitter near its antenna will be very

much higher in power than that received from any other sation. This is because of the high

dynamic nature of wireless media regarding signd atenuation. As the name of the technique

implies, the CSMA/CA depends on avoiding the collison as much as possible instead of

detecting its occurrence.

The CSMA/CA scheme goes as follows (Fig 3-12): [CROW97]

1. A dation wishing to transmit senses the medium to see if there are any other transmissons
taking place.

2. If themedium isfound busy the Defer processis performed.

3. If the medium is found free for a period larger than the inter-frame space duration, the
detion garts transmisson.

4. The gation waits for an acknowledgement from the destination to know if the transmission
IS successful or not.

5. If acknowledgement is not received after a pre specified time-out, collision is assumed and
i (wherei istheretrids counter) isincremented then the Defer processis repeated.

6. If acknowledgement is received the gtation switches to listening mode.
Accordingly, the collison is detected, as well as any other transmisson errors, via the

acknowledgment scheme.
TheDefer processis asfollows:

1. The dgation defersits transmisson.

2. The station presets a waiting counter to a random integer value in the range [0,2%*'] with a
uniform random distribution.

3. The waiting counter starts counting down when the medium is free for more than the Inter
Frame Space, and gtops counting whenever the medium becomes busy.

4. When the counter reaches zero transmisson sarts.
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Fig 3-12 CSMA/CA channel events

What should be mertioned here is that the random back-off timeis defined to be with uniform
digribution with an upper limit cdled Contention Window (CW). This CW doublesits vaue
(with an upper bound) each time the packet transmission is unsuccessful, thus reducing the
probability of collison in an exponentid way. Also to dlow for priority assgnments when
needed, an Inter Frame Space’ (IFS) isused. This IFS can have one of three different values
(FHg 3-12). The highest priority packet takes the shorter IFS called Short IFS (SIFS). The
middle one is cdled Point Coordination Function IFS (PIFS), while the longet (i.e. the lower
priority) is caled Digtributed Coordination Function IFS (DIFS). The DIFS is used for data
trangmisson, while the SIFS is used for acknowledgment and other control functions such as
the handshaking packets. Findly, the PIFS is used in the case of PCF access.

One more characterigtic of the CSMA/CA technique used for WLAN is that the time is
dotted, because it produces better performance in terms of throughput, as it results in reducing
the probability of callison.

The main problem that faces this scheme is the so cdled Hidden Terminal problem. This
problem in fact exigs in dl CSMA schemes when used for WLAN. The Hidden Termind
problem arises when two dations that are not in radio contact with each other try to transmit
to a third gation that is in radio contact with both of them. In this case, neither of the two

4 Inter Frame Space intervals are mandatory periods of idle time between frames in the transmission

medium
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transmitting stations is capable of detecting the Sgndl of the other one, which means that they
might transmit Smultaneoudy causing a collison a the receiving gation end (Fig 3-13). This
scenario means that the Carrier Sensing mechanism has failed in this particular case, which
means that if this case is repeated many times in the network layout, performance may degrade
to an unacceptable leve.

To avoid the hidden termind problem arisng in CSMA in case of usage with WLAN, a
handshaking technique in the form of a Request To Send (RTS) and a Clear To Send (CTS)
packets is used. On the other hand, as this technique adds an overhead to the traffic, it is
goecified in the standards that it should not be used for short packet transmissions.
Accordingly, an extra parameter must be specified for the CSMA/CA when handshaking is
used. This parameter is caled RTS Threshold. This parameter represents the maximum
length of MPDU that can be transmitted without using handshaking, i.e. if the MPDU length
reachesthisvaue or higher handshaking will be used.

Radio coverage range of STA

Fig 3-13 Hidden terminal problem on WLAN usng CSMA

There is dso another scheme that is used in association with handshaking to overcome the
Hidden Termind problem. This scheme is cdled Virtual Carrier Sensing. To dlow for
virtua carrier sendng, any dation thet is trangmitting sends the duration of its MPDU in the
handshaking and data packets. This duration information is used by dl other listening stations
to update their Network Allocation Vector (NAV). The NAV isan indicator of the amount of

time that must elgpse until the current transmission sesson is complete and the channd can be
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sensed again for idle status. Virtud Carrier Senaing is performed by deferring any transmisson

whenever the NAV of the dation wishing to transmit is nonzero. Accordingly, for a

tranamisson to dat from a daion four conditions must exis. These conditions are

respectively:

1. Back off randomtimeisequd to zero.

2. Virtud Carier Sendng is performed by making sure that NAYV is zero.

3. Physicd Carier Sensing is performed which sometimes caled Clear Channd Assessment
(CCA).

4. Handsheking is completed with the destination informing the sender thet it is ready to

recelve data.
Then there could be two modes of transmissons in the DCF access scheme. The first oneis

used for short packets and called CSMA/CA with Acknowledgment. This technique has
been described before in this section and its channd evert is shown with the acknowledgment
(Ack) frame event, and NAV technique added to the scenario in Fig 3-14. The second is
used for longer packets (equa to or greater than RTS Threshold) and is called CSMA/CA
with acknowledgement and handshaking (RTS/CTYS).

DIFS

Src m

SFS—=H

L

Dest

DIF{

Other D//// -/N.extMPDU

Backoff after Defer
< =

Defer Access
Fig 3-14 CSMA/CA with acknowledge

The CSMA/CA with RTS/CTS goes as follows (Fig 3-15):

1. The RTS control frame is firs tranamitted by the source dation (after successfully
contending for the channel) with a data or management frame queued for transmission to a
specified dedtination Station.



2. All gaions in the BSS, hearing the RTS packet, read the duration field and set their NAV
accordingly.

3. The dedtination gation responds to the RTS packet with a CTS packet after an SIFSidle
period has e apsed.

4. Stations hearing the CTS packet look at the duration field and again update their NAV.

5. Upon successful reception of the CTS packet, the source gation isvirtua ly assured that the
medium is stable and reserved for its trangmission. Hence it sendsiits data or management
packet after an SIFSidle period is elapsed.

6. Agan, stations hearing the data or management packet look at the duration field and once
more update their NAV.

7. Upon a successful reception of the data or management frame by the detination station, it
transmits an acknowledgement (Ack) frame after an SIFS idle period is elapsed.

L

DIFS

T T woamrou

L Defer Access =l Backoff after Defer

Fig 3-15 CSMA/CA with RTSCTS and acknowledge

From the above description it can be seen that the handshaking technique, not only minimizes
the possibility of collisons due to hidden termind problem, but aso reduces the capacity of the
channd wasted when collison occurs. Thisis because mogt of the probable collison situations
left will occur with aRTS or a CTS packets. The RTS packet is 20 bytes long and the CTS
packet is 14 bytes long. These packets are very much small compared to the data packet,
which might reech up to 2346 bytes. This means that the capacity of the channd wasted

during callison isreduced.



One more thing that must be mentioned here is the ability of the MAC layer in the IEEE
802.11 to support Data Fragmentation. Data Fragmentation is used to break down large
MPDUSs to smdler ones, S0 asto increase trangmission reliability. The fragmentation function

is performed as follows (Fig 3-16):

<—BHS grh SFs SFs SF SIFY
Dest e s

Fig 3-16 Fragmentation in CSMA/CA with RTSCTS

1. When a Large MSDU is handed down from the Logica Link Control (LLC) layer to the
MAC layer its contained in an MPDU and the length of the resulting MPDU is checked
against amanagesble parameter named Fragmentation_Threshold.

2. If the MPDU length is greeater than the Fragmentation_Threshold, the MSDU associated
with it is broken into multiple fragments.

3. Each fragment is included in an MPDU resulting in MPDUs of lengths equd to
Fragmentation_Threshold, except for the last fragment, which resultsin an MPDU of length
less than or equd to Fragmentation_Threshold.

4. All fragments are tranamitted sequentidly and the medium is not released till the end of the
last fragment or if the source does not receive an acknowledgement for a fragment.

5. The degtination acknowledges each fragment independently with an Ack frame.

6. The source station sends the fragment, then the destination upon receiving it sends an Ack
after and SIFS idle time. The source upon the reception of the Ack for the previous
fragment sends the next fragment after an SIFSidle period. The use of the SIFS hereisthe
reason why the source station continues to hold the medium. This goes on till the end of the
Ack of the last fragment.



7. If afragment is not acknowledged, the source station stops the transmisson and arts
contending for the medium again using the DIFS idle period.

8. When the source gdion is granted the medium again, it starts its transmisson with the last
unacknowledged frame.

9. If RTSYCTSisusd it is only sent before the firgt fragment, and contains duration for NAV
update of this fragment tranamission and its acknowledgement only. Other NAV updates
are performed using the duration fidds in the next fragments and their acknowledgments in
the following manner: The duretion fidd of the firgt fragment contains the time for the
tranamission of its acknowledgement plus the next frame and the acknowledgement of the
next frame. The duration fidd of any next fragment contains the transmission time of its
successor fragment plus the acknowledgement of that successor fragment.  Findly, the
duration field of the last fragment contains the transmission of its acknowledge only.

From the above discussion of the DCF access mechanism, it can be seen that this mechanism,

as wdl as any other contention based MAC scheme, has the advantage of alowing fair access
share to the medium for dl gations in the network. On the other hand, it suffers from not
supporting wireless access to backbone networks, e.g. wireless station access to a wired
LAN srver. It dso suffers from not supporting Time Bounded Services (TBS) such as video
and voice transmissions, because the delay over the network does not have an upper limit. To

support these services the other scheme, caled PCF is used.

3333 Paint Coordination Function (PCF) access scheme

This is a contention free access scheme that can optiondly be used by some or dl of the
gations in an IEEE 802.11 WLAN [CROW97]. The scheme is a connection-oriented
scheme. It depends on a centralized access technique that uses a station called the Point
Coordinator (PC), which has priority control of the medium. The PC gation has the ability to
dlow only one dtation to have priority access to the medium in a contention free scheme, by
polling gationsin a certain arder alowing only the polled Sation to tranamit, if it has packetsto
send.  All other nonpolled stations are not alowed to transmit and are required to remain
slent. The function of the PC is performed by the AP within each BSS. Sations within a
BSS capable of operating in a Contention Free Period (CFP) are cadled CF-aware stations.
The method by which the polling tables are maintained and polling sequence is determined, is
left to the individua vendors or producers of WLANS.
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The PCF access method is required to coexist with the DCF with the following rules:

The PCF logicaly sets on top of the DCF (Hg 3-17).

The CFP repetition period (CFP_Rate) is used to determine the frequency with which the
PCF occurs.

Within a repeition interva, a portion of the time is alocated for the contention free traffic,
and the remainder is provided for contention based treffic (Fig 3-18).

The CFP and CP dternation is under the control of the PC.

The CFP repetition interval is initiated by a Beacon Frame and ended by the Beacon
Frame garting the next interval (Fig 3-19). The Beacon Frame is transmitted by the AP
and besdes garting the CFP, Beacon Frames helps in maintaining synchronization and
timing inthe BSS,

The CFP gstarts just after the Beacon frame and ends by the transmission of CFEnd frame,
aso generated by the AP.

The duration of the CFP repetition intervd is a managesble parameter that is an integer
number of the Beacon Frame duration.

The maximum size of the CFP is manageable and cdled CFP_Max_Duration.

The minimum vaue for CFP_Max_Duration is the time required to transmit two maximum
sze MPDUsi including overhead, the initid Beacon Frame, and a CFEnd frame.

Contention Free
Service

Contention

TS -

PHY

Y

Fig 3-17 Theuse of optional PCF with DCF

MAC
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Fig 3-18 Alternation between CFP and CP
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Fig 3-19 CFP repetition intervalsand beacon frames

The maximum vaue for CFP_Max_Duretion is the CFP repetition interval minus the time
required to successfully transmit a maximum size MPDU during the CP indluding the time
for RTS, CTS, and Ack. Therefore, time must be alocated for at lesst one MPDU
trangmisson using the CP.

The AP can determine the rdlative lengths of the CFP and CP in each CFP repetition
interva individualy according to the network traffic characteridtics.

Both the DCF and the PCF periods defer to each other if the medium is not free. This
means that the CFP repetition interva starts are not at constant duration.



At the nomind beginning of each CFP repetition intervd, al stationsin the BSS update their
NAV to the CFP_Max_Duration. This means that any contention traffic is prevented.
This lags till the last PCF transfer (CFP-End), which resets the NAV dlowing contention

based traffic to Sart.

During the CFP, the only time a dation is alowed to tranamit is in response to a poll frame
from the AP, or to tranamt an Ack, an SIFS interva after recelving an MPDU from

another gation.

From the above description it can be seen that the CFP dthough not occurring periodicdly, it

guarantees that its starting time delay will not be more than the time reguired to transmit one

MPDU in the CP. Thistime is equd to the time needed to tranamit RTS, CTS, maximum

MPDU, and Ack plus cumulative IFSs. This means that this techniques can dlow for time

bounded services, as a maximum delay limit can be achieved for the transmission packets of a

certain sessonif it is assgned afixed dot location in the CFP.
The operation of the IEEE 802.11 MAC in the PCF mode can be one of three scenarios:

Station to AP communication, station to station communication, and AP to a non CFaware

gation.

1. Station to Access Point communication (Fig 3-20):

CFP
SIFS SIFS SIFS SIFS SIFS PIFS SFS SIFS

A 4 — — - — — = — — CP

‘ B D1+ACK D2+ACK +Pall D3+ACK+Pall D4+Poll CF
4‘ — AP

PIFS
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Fig 3-20 Station to AP scenario
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At the nomind beginning of the CFP, the PC (Point Coordinator), which is actudly the Access
Point (AP), senses the medium. If the medium is free for a PIFS period, the PC tranamits a
Beacon Frameto initiate a CFP.

The PC garts CF transmission an SIFS after the Beacon Frame is transmitted by sending a
CF-Poll (no data), Data, or Data plus CF-Pall frame. It must be noted that if the PC has
no traffic buffered and the network is lightly loaded, the PC can terminate immediately the
CFP by sending a CF-End frame.

When a CF-aware dtation receives a CF-Pall frame, it responds after an SIFS interva with
ather a CF-ACK or with aData plus CF-ACK frame when it has data to send.

When the PC receives a Data plus CF-ACK from a gtation, it can send a Data plus CF-
ACK plus CF-Poll to another dation. The CF-ACK part of the frame is used to
acknowledge the receipt of the previous Data frame.

If the PC sends a CF-Poll frame to a gation and it has no data to send it replies with a CF-
ACK frameonly.

If the PC failsto receive a CF-ACK for atransmitted data frame, the PC waitsaPIFSinterva
then continues tranamitting to the next Sation in the polling lig.

2. Station to station communication (Fig 3-21):

CFP repetition interval
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Fig 3-21 Station to station scenario
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After recaiving a CF-Pall frame from the PC, a station may choose to communicate directly
to another gation in the same BSS. In this case it will directly send a Data frame to the other
dation.

When the destination receives the Data frame, it responds with a DCF-ACK, after an SIFS
idle intervd, to the sending ation. The PC waits a PIFS intervd after the DCF-ACK before

tranamitting any further frames.

3. APtonon CF-aware station:
The PC may aso choose to send a Data frame to a non CFaware station. The receving

dation waits an SIFS interva after successtully receiving the frame then sends a DCF-ACK to
the PC.

Findly, the PCF is dso capable of performing fragmentation in the same manner described
before for the DCF. It must be noted that the receiving station, in both cases of DCF and

PCF, isrespongble for the re-assembly process.

3.3.4. Additional specificationsin |EEE 802.11 sandard

Power management is one of the responsbilities of the IEEE 802.11 MAC. It is indeed
beyond the scope of this thesis, but details of it can be found in [DIEPSTRATEN96], and
[LAMAIRE9SG]. In brief, the standard includes two types of specifications. One for the case
of ad-hoc topology, while the other is in the case of infrastructure topology. For the ad-hoc
topology if a station isin power-saving mode it wakes up for only short predefined periods of
time to hear if there is data sent to it, in which case it exits from the power- saving mode and
darts to receive. In the case of the infrastructure topology, the AP stores frames for stations
that are in power-saving mode. The gdation that is in the power-saving mode wakes up
periodicaly to listen to sdlected Beacons sent by the AP. These Beacons contains information
about the queued treffic in the AP. If the dtation finds thet there are data queued for it in the
AP, it sends a specid polling frame to the AP informing it thet it may send the data

Security and authentication isanother important point to be mentioned here. Itisout of the
scope of thisthesis and can be found in the standards documentation, but a brief description of

itwill follow [AMUNDSEN9S].
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The IEEE 802.11 specifies an optiond deata encryption agorithm. The dgorithm ams at
achieving a Wired Equivdent Privacy (WEP). This dgorithm is only for station to station
privecy and not for end to end privacy and only implements confidentiaity function. The
agorithm is based on an encryption technique caled RC4 PRNG dgorithm, which is defined
by RSA Data Security, Inc [LAMAIRES6].

On the other hand, for authentication the |EEE 802.11 adopts two mechanisms. Only one of
these mechanismsis defined in the standards. This mechanism depends on an open or shared
key authentication. As the name suggedts, this mechanism depends on that the authentication
of adation/user is based on the communicating stations having knowledge of a shared secret
key.

The other mechanism is a proprietary mechanism that depends on the WLAN manufacturer.
This means that there are no rules st for this mechanism and it differs from one vendor to
another.

Mobility and roaming is aso an essentia function that is required to be performed by the
MAC layer. In brief to dlow for mobility a continuous connection must be maintained
between the moving Station (STA) and its basc Service Set (BSS). This is guaranteed,
without any extra additions to the aready described MAC functions, in both ad-hoc and
infrastructure LANS when the STA is moving within the coverage range of its BSS.

In the case of ad-hoc networks, STA is not dlowed to move outside of its BSS range and
cellular architectureis not achievable.

On the other hand, in the case of infrastructure networks the concept of ESS alows for
multiple BSS to be joined in one network. The standard dlows for any STA to move
between different BSSs in the same ESS without losing connection to the ESS. To dlow for
this the standards defines a Scanning and an Association- Reassociation Disassociation
mechanism that goes as follows:

1. STA isinitidly associated with a certain BSS by sending an Association request packet at
the nomind start of operation.

2. Upon moving away from its BSS, STA can actively scan available channels by sending a
probe packet on different channels, or it can passively scan the channds by listening to
tranamisson activitiesin different channels.

3. When STA finds the current channel, it sends a Reassociation request packet to the AP.
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4. If the AP receives the Reassociation request packet successfully, it sends a Reassociation
response packet to the STA and roaming is successfully performed.

5. The DS configuration table is updated by the new BSS of this STA.

6. The previous BSSisinformed by the Disassociation of the STA from it viathe DS.

7. If the STA recelves no Reassociation responses within a time-out it continues €anning
next channels.

34. ETS HIPERLAN WirdlessLAN Standards
The High Performance LAN (HIPERLAN) group started its work in standards for wireless

LANs in 1991. This group was formed by the European Telecommunications Standards
Indtitute (ETS)).

Unlike the IEEE 802.11 standards, this committee was not driven by available products in the
market. Inthis case, a sat of required functions were first defined and then the committee set
the rules to stisfy these functions [LAMAIRESS].

The standards here was mainly concerned with achieving high data rates, and minimum power
consumption. Thisled to alimited range (10- 100 m).

The standards alows for multi-hop routing which was prohibited by the IEEE 802.11. It dso
dlowsfor time-bounded services, and has a part for power management.

34.1 Architecture

HIPERLAN is designed to work without the need for any infrastructure but it can support
connection to infrastructure networks. The only supported WLAN topology is the ad-hoc
topology, i.e. there are no centrdized architecture [PAHLAVAN97]. Since one of the mgjor
requirements from a WLAN is the ability to support cdlular operations to dlow for range
extenson, then the ad-hoc technology adone would not be sufficient for such a requirement.

To achieve this requirement, the HIPERLAN committee has adopted the so called Multi Hop
Routing.

In brief, Multi Hop Routing is the ability of a station to act as arelay for the packet sent from
a source gtation to another destination station (Fig 3-22). The operation can be described as
follows

If adtation (STAL) wants to communicate with a station (STA2) that is a distance d from it,
and d islarger than the coverage range of STA1, then:
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STA1 will choose a gtation STA3 which is in radio contact with it and possibly in radio
contact with STA2 and will send the data to it with an information telling STA3 that the
datais not destined to it.
If STA3isinradio contact with STA2 it will forward the data to it.
If STA3isnot in radio contact with STAZ2 it will repesat the previous operation with a new
gation STA4 and so on till the data reaches STA2.

? To dlow for an adaptive operation, the packet holds its routing information, which is kept
in each tation for fagter resolving of future paths.

/

pmmmm=aay

I Coverage ar ea 1I

STAl

Fig 3-22 MIti-hop routing and ar chitecture of HIPERLAN

34.2 Physical layer

The high data rates required by the HIPERLAN committee needs a reasonably wide spectrum
in the range of 150 MHz in bandwidth. Unlike IEEE 802.11 physicad specification which
supports more than one physca medium, the HIPERLAN standards support only one
physica layer which has the following characterigtics [LAMAIRESg):

The transmission medium used is narrow band RF transmisson.
The current HIPERLAN standards operate in the RF frequency band range 5.15-5.30
GHz. with intentions for future usage of the band 17.1-17.2 GHz.
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The operating band is divided into five adjacent channds each with bandwidth equd to
23529 MHz. The center frequency of the first channd is a 5.176468 GHz, and
Separation between center frequencies are equa to 23.5294 MHz (Hg 3-23).

The operating bit rate is 23.529 Mb/s for transmitting data and training sequences.

The hit rate for transmitting physical layer headers and for acknowledgments is 1.4706
Mb/s [WEINMILLER97].

The modulation technique used is Gaussan Minimum Shift Keying (GM SK) which reduces
the adjacent channds interference.

To overcome Inter Symbol Interference (151) resulting from multi- path disperson Decison
Feedback Equdizer (DFE) is used at the receiver with a training sequence of 450 bits for
every data packet.

The channd coding scheme used is a BCH (31,26) interleaved across 16 code words.
This meens that for 16 code words each of 26 bits, i.e. a block of 416 user bits, data is
transmitted using 16 code words each of 31 bits, i.e. ablock of 496 hits.

5176.4680 5199.9974 5223.5268 5247.0562 5270.5856

23.5290 (MH2)

_| }_‘ Freguency

400 Hz

Fig 3-23 Frequency bandsfor the 5.15 GHz band of HI PERLAN

34.3. Medium Access Control (MAC)

The MAC is aso based on CSMA but with different specifications than these for the IEEE
802.11. The scheme used is cdled Non Preemptive Multiple Access (NPMA)
[WEINNILLER97] and [LAMAIRES6]. The scheme has the advantage of lower probability
of collisons, but it suffers from longer delays due to its complexity. The scheme goes as
follows (Fig 3-24):
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Prioritization Elimination Yield

% phase ’ phase phase —
Has 1-5 slots Has n+1 slots, n<=12 Has m slots, m<15
Slot is 256 bitslong Slot is 256 bitslong Slot is 256 bits long
For each contending Each contending Transmission starts.
Transmission ends, user, the prohability of user defers
followed by one transmitting a burst of i transmission for j
synchronization slot of 256 slots, i<12, is0.5* slots, j<14, with a

Fig 3-24 Channel accessfor HIPERLAN

The medium is sensed for areatively long period (specified to be 1700 bit period).

If the medium is free tranamisson gartsimmediately.

If the medium is busy, the contending nodes enter a contention resolving mode consisting of
three phases. The am of the phasesis to reduce the number of contending stationstill one
of them is granted the access to the medium. These phases are respectively prioritization,
elimination, and yield phases

In the prioritization phase the am is to alow only nodes with the highest priority packetsto
continue contending for the medium. This is done by having a dotted period, and making
each node having a packet with priority p to tranamit a burst (pecid sequence or only the
carrier) & dot p+1 aslong as it did not hear a tranamisson from a higher priority node.
After the end of the first burst on the channd this phase ends and the imination phase
starts.

In the dimination phase nodes that succeeded in trangmitting a burst in the previous phase
now contend for the channdl. This contention is resolved by alowing the nodes to tranamit
a burgt for a geometricdly distributed number of dots and listening to the channd in only
one dot. If anode hearsin the listening dot burst from another node, it stops contending
for the channel. This leaves only a smal number of nodes contending for the channd.
These nodes are those with the longest burst assuming thet there is no hidden termina
problem. At the end of the longest burst this phase ends and the yield phase starts.

In the yidd phase the remaining nodes in contention defer their transmissions for a random
geometricdly digributed number of dots, while ligening to the channd. If atrangmisson is
heard dl nodes defer their transmissons. The result of this schemeisthat the probability of
actual collisonsis reduced to therange of 3 percent.
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As it can be seen from the previous discusson that the elimination phase brings the number of
contenders to a smal number and then in the yied phase only one of these is granted access to

the channd. This reduces the chances of actud collisons.

34.4. Additional specificationsin the HIPERLAN standard
Quality of Service for packet delivery (QoS) is another thing that is supported by the
HIPERLAN gtandards. The QoS is supported via two schemes. Parameters for both of
these schemes are provided by the application using the HIPERLAN specifications.
The two parameters controlling this process are the packet priority, and the packet life-time.
These two parameters are usad to determine the channd access priority for the packet. It is
very important to note that in contrary to the IEEE 802.11, there is no other explicit
mechanism (as the time- bounded mechanism) used to achieve the required QoS.
As multi-hop routing is supported here both the priority and life-time of the packet are
transmitted with it. If a packet is not ddivered to its destination during its life-time it is
immediately discarded. We can see from the previous argument that athough the HIPERLAN
Spedifications was aming at a datisticdly independent transmission rate for different traffic
characterigtics, this was not achieved because of the need to support multi-hop routing and
ad-hoc topologies.  An important issue to mention here is that as the multi-hop routing is
supported; nodes are required to keep a data base of the routing information.  This is dso
specified in the standards with the addition that multi- hop routing is optiond for al the nodes.
This means that if a packet arrives a a node ard needs to be routed to another station, the
node has the choice to ether forward it to the other station or discard it and the sender will
haveto try again later.
Power management methods are specified here also. Two mechanisms are supported for
power saving:
In the firs mechaniam a node announces that it only listens during short periodica times
keeping most of its circuits powered down at the remaining times. Other nodes wishing to
tranamit to this node will have to wait till the time this node wakes up. These nodes know

this time from the broadcast made by the node entering the power save mode. For the
case of broadcast packets nodes who wish to broadcast or multi-cast schedules its
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broadcasting times alowing others to enter power-saving mode unless when they expect to
hear a broadcast.
The second method for power saving is through the use of the innovaive two-speed
transmisson method. In this method packets have a short, low hit rate heeder (LBR) with
1.4706 Mb/s rate which informs the node whether it needs to listen to the packet or not.
In this way even though the node is ligening it can keep the eror correction, the
equdization, and other circuits powered off until it is informed by the LBR that there is a
packet for it. Hence the station powers up al its circuits.

Encryption and authentication are aso functions of the MAC layer of the HIPERLAN

dandards. While the standards keep away from describing an encryption technique, it
describes methods for informing different ation of the encryption key used. The standard
defines a set of such keys and how they can be stored in the nodes. These specifications are
not available now, as the work in security is not completed yet.

A globd look at the Stuation here will certainly result in some interesting questions that need to
be answered. Firgt, about channd sdlection: How will al of the nodes belonging to the same
logica LAN decide on a common channd? Second, the effect of CSMA: What will be the
effect of hidden terminds, and how the throughput will be affected? Third, asdl of the nodes
use only one channel: What will be the achievable user traffic dendty especidly for goplications
requiring limited ddays?

These questions could only be answered through building prototype systems as suggested in
[LAMAIRE96).

35.  WINFORUM Freguency Etiquette Standards
WINFORUM was initiated by Apple Computer to form an dliance in the industry to obtain a
frequency band from the FCC for the data- PCS [PAHLAVANO9S]. The objective of this

standard is to achieve fair use of frequency-time resources of channds which are unlicensed
and used by different gpplications. In order to achieve this objective they are developing the
so-called “spectrum etiquette’. The etiquette does not intend to preclude any common air
interface standard. The etiquette demands the use of the well known listen-before-talk (LBT).
This means that any device does not have the permisson to transmit unless the spectrum it
occupies is not in use by any other device within the samerange. An accesstime is specified

for each device after which it should free the channd for other devicesto useit. Power isdso
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required to be limited to keep ranges in short distances. Both the power and connection time
are related to the bandwidth used to equalize the interference and keep fair access for of the
channdl.

WINFORUM standard defines two classes of information generation, the asynchronous and
the isochronous transmissons. The asynchronous transmission is bursty, begins transmisson
within milliseconds, uses short burdts that contain a large amount of data, and releases the
channe quickly. An example of thisisthewirdess LAN nodes. The standard dlows the sub-
bands for this transmisson ranging from 50 kHz to 10 MHz. On the other hand, the
isochronous transmission holds the channd for along time. It is a periodic transmission, and
has flexible link access times that may be extended up to a second. An example for thisisthe
wirdess PBX network. The transmission band may be divided into 1.25 MHz segments. The
WINFORUM dandards states that these two types are technically contrasting and cannot

share the same spectrum.

36. Condusons

In this chapter, we have given a detailed overview of the two main standards used for wireless
LANSs, namdly the IEEE 802.11 and the ETSI HIPERLAN standards. In this overview, we
covered both the physica layer and medium access control techniques used in these
sandards. To conclude the chapter we gave an example of other standardization
organizetions that work in coordination with the two WLAN standardization organizations.
This organization is the WINFORUM. Such organizations as WINFORUM, FCC, DECT
and others are necessary to coordinate with WLAN standards organizations to guarantee
wireess medium rdidhility.

From this overview we found that:

Both 802.11 and HIPERLAN standards are actualy complementary to each others with their
current Stuation. This can be seen by noting that while HIPERLAN supports multi-hop
routing, 802.11 supports access point scheme. On the other hand, HIPERLAN works in the
5 GHz band and 802.11 works in the 2.4 GHz band. Also, HIPERLAN works with narrow
band transmission while 802.11 works with spread spectrum transmisson. Findly, 802.11
supports IR transmission and HIPERLAN does not.
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Both types of standards have not yet reached the mature level for applications, as can be seen
by vidting their web stes.  Currently, the two organizations are cooperating to guarantee
competibility between products supporting both standards.  This effort is gill not yet
completed.

It isworth noting that the IEEE 802.11 is having now two hew sub-committees to study higher
data rate support in the RF (2.4 GHz and 5 GHZz). Another sub-committeeis formed to study
what they cdl Home-RF using Shared Wireless Access Protocol-Cordless Access (SWAP-
CA) [LANSFORD99] which works in establishing a standard for home wirel ess networks.

It was noticed during the study of the standards that there is a lack of enough information
about the IR physica layer of 802.11 and actudly there are very few products in the market
supporting this technology, while most wirdess vendors focus on the RF technology and
specialy the spread spectrum supported by IEEE 802.11.
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Chapter 4
Analysisof CSMA/CA Using Single Station
Superposition (SSS)

41. Introduction

In this chapter we introduce an analytica mathematica mode to represent the performance of
a famous wirdless LAN MAC protocol caled Carrier Sense Multiple Access with Collison
Avoidance (CSMA/CA). The mathematicad modd of such a technique is very difficult to
achieve uding direct Markov models, because of the existence of the random exponentiad

back-off dgorithm in this protocol. This dgorithm complicates he Markov analyss, as it
imposes a huge number of satesin the Markov modd of the network. This makes the mode

mathematically intractable. In order to overcome this problem two steps are teken. The firgt
gep is to amplify the Markov modd itsdf by using a closed queuing mode to represent the
protocol instead of a direct multi-queue mode, while the second step is to use an gpproximate
technique to solve the Markov mode and get the performance equations.

After establishing the mathematica equations that represent the performance parameters of the
protocol numerica methods are applied to solve these equations and get numerica results. In
the numerica results the effect of changing arriva rates and number of users on normdized
throughput and packet delay will be demondrated. The effect of changing the back-off
agorithm parameters such as the number of retrials on a packet transmission before discarding
it on the throughput and delay will aso be plotted.

In order to achieve the above goas the chapter will start by a detailed description of the
CSMA/CA MAC technique. Afterwards, an anadlyss for this technique is performed using a
technique cdled Single Station Superpostion which is described in [WOODWARD91].
Although this MAC technique iswiddy used in WLAN products it was found that most of the
work done on this technique was based on smulation such as in [WEINMILLER97]. Even
the few andyticd materids on the subject were avoiding to include a mgor behavior of the
technique which sthe random exponential back-off such as [CHHAYA96] where it is

mentioned that the back- off processis avoided to smplify the modd.
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Before starting to describe the MAC scheme some mgor definitions must be given firg.
These definitions are necessary to be able to evauate the performance of a MAC in a
quantitative way.

42. PeformanceEvaluation Parametersfor WLAN

To be ale to give an andyticd peformance evaduation for WLANS, the parameters
according to which the performance is eva uated must be defined firgt.

The mgor parameters that are used to evauate any data communication system including
WLAN sysem ae the message throughput Sand the message delay D These two
parameters are going to be referred to as throughput and delay omitting the message part.
These parameters are defined as follows:

Throughput S isthe tota number of successfully transmitted messages, from the source to the
degtination per unit time, divided by the channd capacity, caculated in number of messages
per unit time, between the source and the destination. This parameter is sometimes referred to
as normalized throughput, because its vaue could never be greater than one.

Delay D is the total number of time units taken by a message from its arrival a the source
buffer, till it reeches its degtination. Thisincudes the queuing time and the transmission time of
the message.

In the course of caculating these parameters, some terms and expressions will be used. Two
of these terms are very important to be stated here.  These two important terms are the
offered load G and Little' s formula.

Offered load G isthe totd number of messages arriving a the source per unit time, divided
by the channdl capacity, caculated in number of messages per unit time, a the source.

Little's formula is a mathematicd formula that relates the messages arrival rate at the
queueinput | , the number of messages waiting in the queue called queue length |, and the
waiting time in the queue w. TheLittle' s formula states that:

=1 .w

This formula holds even if the number of messages being currently servicedisindudedin I.
However, it must be noted that in this case, w will include both waiting time in the queue and

servicetime at the server.
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One more thing to be mentioned here is that in the andlyss that will follow, some generd
assumptions are made for dl the models. These assumptions are as follows:

1. All network nodes are assumed to be in Radio contact with each other in case of ad-hoc
architecture, and with the base sation in case of infra-Structure architecture. This means
that the effects of hidden termind problems and captures are not consdered in the given
andyss.

2. The effect of channe erors, such as fading effects, white Gaussan noises, and other
channel error sources, on he performance are al assumed to be independent of the
network state.  This means that the effect of these parameters on the transmisson
performance can be modeled by introducing a constant term called probability of no error
Prer. This term is multiplied by the probability of successful transmission for the scheme,
assuming idedl channd, to get the overdl performance.

3. The number of nodes (customers) in the network is assumed to be finite and equa to a
vaue cdled U. This number does not include the base station in case of infra structure
networks, as the base gtation is chosen to be dedicated to traffic control only, i.e. it is not
trested as a node itsdlf.

4. Packets are assumed to be of fixed size.

43. CSMA/CA Protocol
CSMA/CA is avariation of CSMA/CD used for Ethernet. The problem with CSMA/CD is
that bandwidth efficient collison detection in radio channds is difficult to achieve. This

inefficiency is a result of the high dynamic attenuetion of radio Sgnds. This high attenuation
makes it practicdly very difficult for a radio transcaiver to ligen to other sgnas while
trangmitting. This ligtening while talking procedure is essentid for the collison detection part of
CSMA/CD. To be dle to overcome this problem and ill achieving an acceptable
performance, a technique that minimizes the probability of collison is used. Accordingly, in
this technique the collison detection part is replaced by a collison avoidance part
[STALLING97A]. The CSMA/CA has many variations. These variations differ only in the
collison avoidance agorithm. Two of these techniques are the one used for IEEE 802.11
digtributed access, and the one used for HIPERLAN access. Here, the protocol used for
IEEE 802.11 will be described in details as it is adopted in a product existing in the market.
This product isthe WaveL AN RF WLAN of AT&T [TUCH93].



Due to its random access nature, CSMA/CA is robust with respect to protocol leve,
bandwidth sharing, and radio channd characterigtics. It has the advantage of high relidbility in
terms of network surviva asit is a distributed protocol i.e. no centra hub (centra point of
falure) exigs. It has aso the advantage of ease of reconfiguration, because it is a broadcast
technique which makes it easy to insert a gation in the network or remove it from the network
during the network operation.

43.1. Network architecture

As dready stated, CSMA/CA is a digtributed access scheme.  This means that the scheme
relies on a broadcast data flow configuration. Consequently, the network architecture for this
scheme is of ad-hoc nature, and the connection between dations is a peer-to-peer
connection. This means that dl stations are equivaent in terms of access functions that they
can perform (Fig4-1).

v

Fig 4-1 CSMA/CA network architecture

4.3.2. Protocol operation description
The protocol only uses one frequency and single spreading code for transmitting from any
station to others. This meansthat it uses single channd access. The technique goes asfollows

(Fg4-2):
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Fig4-2 Flow chart for the MAC procedure of CSMA/CA
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When a message arrives at a station, the sation performs the listen before talk function by
ligening to the medium to see if any trangmisson isin progress. |f the medium is found idle,
the gation darts its transmisson immediately and continues till the end of the packet even if
callison hgppens. On the other hand, if the medium is found busy, the dtation defers the
transmission for a random period, caled Network Allocetion Vector (NAV), after which it
retries tranamisson again. The random waiting period vaue is only decreased when the
medium is free.  This means that while deferring the transmisson, the dation listens to the
medium. If the medium is found busy, the station stops decreasing the waiting period until the
medium becomes free again. When this happens, the deferring period is decreased again.

A collison is detected, as well as any other communication error, via the acknowledge
scheme. This means that if a callison happens, the receiving station will ether not receive the
packet correctly, or not receive it a al. Consequently, it will return either NACK, or no
ACK a dl. Inboth cases, the sending station will retransmit the packet again.

The scheme is a time dotted scheme, which means that new events can take place only at
darts of dots. This time dotting nature increases the throughput of the scheme by reducing the
probability of collisons

In order to alow for more efficient collison avoidance scheme, the random number chosen for
deference is chosen from a different range of vaues, whenever a callison or any other
transmission error happens. This means that the probability of retransmisson is different than
the probability of trangmitting for the first time. The random value is taken to be of binary
exponentid nature, and is rounded to be an integer number of time dots. The range from
which the random defer waiting time is chosen is taken to be [0, 2*'], where i is incressed
when atrangmisson fals

Ancther important issue that must be consdered when using carrier-sensing schemes with
radio medium is that there is no guarantee that an intended transmitter is in radio contact with
its receiver. Hence CSMA/CA dthough ensures that only one node gains access to the
medium, it doesn’t guarantee that the intended receiver will be gble to get the data sent by the
transmitter. Therefore, an additiona handshaking procedure must be used to guarantee that
the two partners are in radio contact. This addition dso avoids the wdl-known hidden
terminal problem that appearsin CSMA protocols in case of radio channels. Thisproblemis
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that two stations may be trying to connect to a third one and both are in radio contact to that
third dtation, but are out of range with respect to each other. This will result in a Stuation

where these terminals will rot sense carriers from each other and hence may send at the same
time to the third station, which will result in an increase in the collisons. This problem will be
avoided in the following handshaking procedure by using the receiver busy packet generated
from the intended receiver if it is not ready to receive. This handshaking procedure proceeds
asfollows (Fig4-3):

Whenever aWork Station (WS) needs to send aframe, it first sends a short Request To Send
(RTS control message to the destination WS using CSMA/CA. At the sametime it darts a
timer count (referred to as [1] in FHg 4-3) to dlow for error recovery viatimeout process. The
RTS control message contains the address of both the source and the destination. On receipt
of this, provided that the intended destination receives the request and is ready to receive a
frame, it broadcasts a Clear To Send (CTS) reply message with the same pair of addresses,
but with their order reversed within it. Alternatively, if the dedtination is not prepared to
receive data, it returns a Receive Busy (RXBUSY) reply. This RxBUSY is the one used for
avoiding hidden termind problem. If the reply is positive then the tranamitting WS transmits
the data frame, and restarts the timeout timer. If the data frame is received correctly, the
receiving WS returns an  acknowledgment ACK message to the tranamitting WS, Upon

receiving this acknowledgement, the transmitting WS stops the timeout timer count (referred to
as [2] in Hg 4-3). On the other hand, if the frame is not correctly received due to collison or
transmission error, a negative acknowledge NACK is returned by the receiving WS. Upon
receipt of a NACK the transmitting node retransmits the data again and restarts the timeout
timer. These retries are repeated up to a predefined number of times then stops assuming loss
of radio contact. It must be noted that dl the transmissons here are usng CSMA/CA

techniques, even for control packets.
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Ancther addition to make this technique more efficient, is the use of different inter-frame
spaces. What is meant by inter-frame spaces is mandatory periods of slence on the medium
between frames during which no station can issue atransmisson. This concept was described
before in Chapter Three in details. These spaces are given two different values. The shorter
one is used to separate the CTS signa from the RTS, and to separate the data packet from
the CTS. Whilethe longer one is used to separate different complete transmissions (data plus
handshaking associated with it) from each other. This technique results in minimizing the
probability of hidden termind effects, by ensuring that collisons due to this problem can take
place only with RTS packets. These packets are much shorter than data packets. Hence, the
overal performanceisenhanced.

It was found from smulation anaysis performed over CSMA/CA protocols that the addition
of the handshaking technique does not increase the throughput in a significant way in case of
having dl stations in radio contact with each other (no hidden termind problem). On the other
hand, the use of this technique obvioudy increases the transmission delay of messages. Hence,
in case of network configuration where dl nodes are in radio contact with each other,

CSMA/CA is used soldy without gpplying handshaking. In the cortrary, in case of having
network configurations where hidden termina problem may occur, the use of handshaking
does imply a sgnificant enhancement to the overadl message throughput.  This increase in the
throughput compensates the reatively dight increese in the message dday. Hence,
handshaking is gpplied in these configurations.

Findly, a phenomenon that aso occursin CSMA when used with radio transmisson is the so-
cdled captureeffect. In brief, this phenomenon is the ability of aradio receiver to extract and
receive correctly one message from a collison stuation. This means that athough more than
one transmission can occur Smultaneoudy, the receiver might be capable of recaiving one of
these transmissions correctly. Again, this phenomenon happens because of the dynamic nature
of radio channels, and aso because of the adaptive gain control in radio receivers.

It must be noted that in the following andysis we assume complete radio contact between
gations. This means that there is no hidden termind problem. Since there are no hidden
termina problem happening, handshaking will not be used, as it will complicate the andysis
while not improving the performance as mentioned before.
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4.3.3. Performanceevaluation

An andysis for CSMA/CA that includes random back-off in the modd will be given here using
Markov chains and closed queuing modding technique. The solution of the mode for the
deady date parameters is made by an goproximation technique cdled Single Station
Superposition (SSS). A description of this technique can be found in [WOODWARD91].

In order to be able to analyze the access technique, both a ate trangition diagram (Fig 4-4)
and an open queuing mode (Fig4-5) of the access scheme will be given. These diagrams are
of illustrative purposes. The use of direct open queuing modds to find the andytica results of

this technique will be mathematicaly intractable. To give an idea about the problem, it can be
seen from Fg 4-5 that the queues are not connected directly to the server. On the contrary,
the connection to the server is channd date, and queue State dependent. Hence direct

cascading or pardlelism between queues cannot be assumed. Also, the andlysis of each queue
separately depends on the channel state which depends on the other queues. All these factors
make it very difficult to andyze this modd mathematicaly. The open queuing modd of this
scheme only contains a main server that represents the CSMA/CA channd, the queues of the
network stations, and a triggered back-off timer. The triggered back- off timer gives alogic
‘0’ on the output as long as it is counting down till its vaue reaches zero, then it gives alogic
‘1" a the autput. The timer is preset to arandomly selected value whenever its queue is not
empty and an input trigger is given to it by the channd sate input in case of busy for the firg
time or acollison happens. The timer then garts counting down whenever the channd daeis
not busy till it reaches zero in which case it closes the switch connecting the queue to the
saver. It must dso be noted that the service here is not completed until the acknowledge of

the transmitted message is returned to the transmitting node. This means that the service time
includes the time waiting for acknowledgment and the time for transmitting acknowledgmen.
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The dtate trangition diagram (Fig 4-4) of this technique is more descriptive as it shows dl the
possible stages a daion passes through till it succeeds in transmisson. Using this date
representation, the closed queuing Markov mode is derived. The closed queuing modd is
more mathematically tractable, and is constructed for one station with al possible states for
this sation.

A closad queuing Markov modd for the system is derived by assigning a Sate for each

digtribution of users through dl the possible states for any user. For example if the possble
states for any user are idle (i), tranamitting (t), and colliding (c), and the number of usersin the
system is (U), then the State of the system X(I,T,C) isthe case wherel users areidle, T users
are tranamitting, and C users are colliding. Since, 1+ T+C=U then, | and T are enough to
represent the system and the states vector becomes X(1,T). In this case we will have a two-
dimensona Markov chain. If we represent the system as the description above, we will have
aMarkov chain where the nodes (queues) of this chain are dl the possible states for any user
and then let the nodes (queues) be occupied by the users according to the current state of the
system. In other words, for the specific case described aove we will have three nodes
(queues) in the Markov chain idle state (i), transmitting state (t), and collison state (C). These
nodes are queues occupied by the users of the system according to the state of each user.

The state vector of the system X(1,T) a any ingtant of time will be asngp shot of thismodd a
thistime. In this sngp shot we will have | usersinidle state, T users in transmit state and C
usersin collison state, and the condition U=1+T+ C holds.

In the above representation a direct solution to the Markov chain will require the caculation of
date probabilities which is very difficult to achieve mathematicaly. One way to get around this
is to use the system Markov modd to represent only one dtetion in isolation and solve this
mode for the state probakilities of this station. The effect of the other Sations on the studied
dation states is represented by globd parameters such as the probability of channe busy and
probability of collison. After solving for one station and getting the performance parameters
from the solution of the Markov modd, the performance parameter for the whole network is
derived by proper superposition of the same parameter for al nodes in the network. This
technique for solving Markov chains for network protocols is referred to as Single Station

Superposition (SSS) in [WOODWARD91] and is more generd and physcaly
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understandable than the Equilibrium Point Andyss (EPA) mentioned in [WOODWARD93],
and [WOODWARD91]. The described above technique is the one used in this chapter to
andyze CSMA/CA.

It must be noted that in Fig 4-4 the back-off state may perform one of two functions. These
functions are in brief; assgning a random waiting time for the firg trid, or assgning random
waiting times for retranamisson trids. The process decides which function to perform by
determining from which date it entered. The function to be performed is sdected in
accordance with the following trangtions respectively; channel busy which happens at carrier
sendng, and transmission occurred and no ACK received which happensin case of collison
or channd error. In the firgt case the new back-off assgns a back-off wait for the fird time,
while in the second case it recd culates the back- off wait according to number of retries.

To complete the description of this diagram it must be noticed that whenever a carrier is
sensed while in back- off, the decrease of the random time stopsttill the medium isfree. Inthe
carier senang, the sation remains there till the medium is free again, which means no decrease
of random time will ocaur till medium is free

The detailed Markov process queuing modd for this protocol is given in Fig 4-6 and is based
on closad queving techniques of modding with the following main assumptions:

? Timeaxisisdotted withtimedotequa to t .

Tota number of usersisfinite and is assumed to beU .

Idle users generate messages with probability | per dot, per user.
Active users do not generate messages until they becomeidle.

NN Y )

Message lengths have geometrica digtributions with mean equd to T, dots. Hence, the

probability of reaching message end after tranamitting a certain number of packets is taken

to be s, where s=1/(T,/L), and L is the fixed packet length. This aso means that a

message conssts on the average of 1/s packets.

? Each user can have a most one message waiting for transmission, i.e. user’s buffer length is
equal to one message.

? A user that senses the medium finds it busy with probability b.
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? A use trangmitting for the firgt time that finds the channe busy decidesto wait for arandom
duration in the range [0,V;-1] channd free dots with uniformly disributed probability
dengty function before trying transmisson again.

? A user coming from collison state waits for a random duration back- off in the range [ 0,V;-
1] channd free dots with uniformly distributed probability dendity function before trying
transmisson again. Wherei isthe number of transmisson retrids.

? Cdlligon is detected by the receiver and informed to the transmitter through

acknowledgment.

Acknowledgment transmission time is assumed to be 3 dots.

Callison occurs with probaility f.

Packet length is constant and is assumed to be equad to L time dots.

Channd is noise free and the only source of error is collison.

Time dot is very smdl compared to the packet transmisson time and dso very smal

compared to mean time between arrivals for messages.

All users bebng to the same probability distribution class, i.e. the distribution of packet arrivals

SIS S S )

isthe samefor dl users.

Congdering Fg 4-6, it can be seen that nodes in queue | are idle, and have no messages to
send. With probability | new messages arrive a an idle node. This node moves directly to
active queue A just before the end of the current time dot. Then, ether it finds the channd
busy with probability b or finds it free with probability 1-b. If the channd is found busy, the
node goes into a back-off random delay operation represented by queues B;. 1n the back- off
operation the node decides to wait for a number of time dots with channd free state (channe
free dots) that is random and uniformly digtributed in the range[0,Vi-1], where i is the number
of transmisson retries and 1<i<m, V-1 is the maximum back- off period & trid number i in
terms of channd free dots, and m is maximum number of retrids on a packet before
discarding it. Thisrandom property is shown in the mode by the probabilities rij; which are the
probabilities of transmitting given thet the node is a queue B;; of back-off. Also, becausein
this technique the decrease of the random back- off counter stops when the channel becomes
busy, the trangtion from queue B;j to B ;. includes the factor (1-b) which is the probability of
free channd. When a node a queue A or queues B; finds the channel free and decides to
transmit a this time, two scenarios are possible: The firgt one is a successful trangmission,

which means that this node is the only one tranamitting with probability (1-f). Hence, the node
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goes through queues T; and K; which represent the time needed to transmit a packet of L time
dots length and an acknowledgment of three time dotslength. After a successful tranamission
is completed, the node ether goes to | queue, or queue A with probabilities s, and 1-s

repectively. Going to queue | means that the last packet in the message has been tranamitted,
i.e. end of message is reeched. On the other hand, if more packets of the message are lill in
the buffer, the node moves back to queue A to continue. The other possibility is collison with
probability f. Thisis the case when more than one node attempts to transmit at the sametime.
In this case, the channe becomes busy for the whole period of L dotstransmissons plusthree
dots of acknowledgment. This waste is because collison detection is not performed and it is
detected by negative ACK, or no ACK at all stuations. Thisis represented by states C;;,
Ki1, Kiz, and Kis. After finishing this collison gate, the node goes to the sart of the next
back-off date, in which the same back-off procedure is performed as before, but with i
increased by one. If this collison statusis repeated m times, i.e. i reaches the vdluem, and no
successful transmission happens, the back- off is reset and the node moves to the next packet
in the message if any isremaining. Thisiis represented by moving into state A with probability
1-s. Ontheother hand, if this packet was the last packet in the message (an event that has a
probability equd to s ) the node movesinto satel.

It must be noted thet in the queuing model shown in Fig 4-6, nodes at state B; Say in the same
state aslong as the channd is busy, i.e. with probability b. Also, the number of back-off Sates
is Vi, where V; is given by the expression V= 2'.CWi, for arandom binary exponential back-

off, and CWiin is the minimum back-off window. Another important issue is that states Bo
represent the case where a station in back-off has chosen to transmit as soon as the channel

becomesfree.

The vaues of the probabilities rj of transmitting for a node given that the node is a date B;

must be caculated for the model to be completed. To caculate these values, it must be noted
that the probability of choosing to wait till state B; is the probability of wating j channel free
dotsin the i retrangmission retry. As the waiting time is uniformly distributed, this probability
isgiven by 1/V;. But thisis the unconditiona probability of trangmitting a State B;. What is
needed here is the conditional probability of tranamitting given the system is a& date Bij. It can
be easily shown (Fig 4-7) that this probability is given by rij=1/(Vi-j). Thisexpresson can be
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logicaly deduced from the shown queuing system by noting that, given that a node is a Sate
B;, thisnode has only V;-j possible scenarios.

Markov Closed Queuing Model Equilibrium Equations

The diagram given in FHg 4-6 is a closed queuing modd for the users in the network. This
means that each node of it is actudly a queue containing a number of users being in a certain
condition. Consequently, the states of the system are the vectors containing the number of
users in eech state.

In other words if we assume that X, is the state of the system (state of Markov chain) at time
dot n, then X, ={ X, %0, ..., X'} where H is the tota number of criteria that are used to
group users.

The modd diagram givenin Fg 4-6 is not a direct mapping of the protocol description given
before. In fact some datisticd smplifications were made to get to this modd. The
modifications made are mainly to the representation of the random binary exponentid back off
process representation in different stages.  The actud and the equivdent smplified
representation for a random binary exponentia back off process in the case of second trial
(i=2)isgivenin Fg4-7.

u 1/4 1/1 1/4* 1/4 u
3/4
® ® @ pE—
2/3
1/2
(&) O
u/4 |U/4 (U4 | U/4
u/a u/4 u/4 u/4
(a) Direct representation model (b) Equivalent smplified model

Fig 4-7 Random exponential back-off Markov model
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In this case the waiting time represented by the states could be in the range [0,2-1] channd
free dots with uniform didribution. This is shown in Fg 4-7a by the different possible
branches each with probability 1/2' that a node in back off could go through. In this modd,
there are 7 different states. This mode can be smplified to reduce the number of States
without affecting the satidticd characterigtics of the modd. The smplified mode is shown in
Fg 4-7b. Inthis modd, we have only 4 dates. The Satistical equivaency of the two models
can be verified by noting the tota probabilities across each branch of the output. These
probabilities multiplied by the tota number of usersU at the input gives the average users flow
across each branch. 1t can be seen that in both models this number is the same at the output
of each branch. This means that the datigticd characteridtics at the input and the output of
these two models are the same. Hence, they are satisticaly equivaent as long as we are not
interested in the flow of usersingde each one, but only interested in the users flow at the input
and outputs.

The equilibrium eguations for the modd in Hg 4-6 are the equations based on the law of flow
conservation. This law can be applied to the numbe of users in the queue as well as the
probability of being in a queue (date). Thisis because both are equivadent with only a scaling
factor difference. In the following we will use probabilities and solve the modd for one gtation
only then use superpodtion to get vaues for U dations. Thisisthe so cdled Single Station
Superposition (SSS) technique. The law of flow conservation gpplied to probabilities Sates
that “ At steedy date the probability of entering to a state (a queue) is equd to the probability
of exiting from this sate (queue)”. Using the labd of the state to represent the probability of
being in the State, the equilibrium equations are as follows:

B,{-r)=B,, . 1£i£m  OfjEV,-2 (4-1)

(1- s )K g+l .1 +(1-s)K;= A (4-2)

s.K,+s.K =I.1 (43

Ks=@1-b)B,, 1£iEm-1 (4-4)

(1- b)(1- f)§A+e°n{V;§_1luru.|3,13=T1 (4-5)
g i=1j=0 a



é ! a
(1- b)feA+ar,.B,(=C, (4-6)
g =0 a
Vb-l
(1-b)fa r,.B, =C, , 2£iE£m (4-7)
j=0
T,=T,=.T =.T_,=K =K, =K, (4-9)
C.=C,=..C;=.C.,=K,=K, =K, , 1£i£m (4-9)

The equilibrium equation a paint Byo will be linearly dependent on dl the others, hence it is
replaced by the normaizing equation which dates that the sum of the probabilities of al
possible satesis equal to one. Thisisgiven by equation:

VST S I T VIR B
I+A+3 3B, +aT +aK +a el C +a K, y=1 (4-10)
a

i=1 j=0 i=1 i=1 i=l @j=1 j=1

The normdized throughput Scan be defined as:

The probability of adot carrying a successful transmission.
S=Prob{ 1 dot carrying successful transmission}
= Prob{ Sot successfully traramitting for sation 1
E Sot successfully transmitting for station 2 ...
E Sot successfully transmitting for stationi ...
E Sot successfully tranamitting for station U}
= S Prob{ Sot successfully transmitting for getion i}

= U.Prob{ One station isin successful transmission date}

The probability of a station being in a successful transmission is the sum of the probabilities of
successful trangmissions per gation. This can be expressed from the above modd by the sum
of the probabilities of statesT;, which can be expressed mathematicaly as follows:

L
R=aT (4-11)
i=1

where Py is the probability of being in a successful transmisson date for a station. From the

definition above, the throughput has the following expresson:
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S=UP (4-12)

The delay can dso be obtained by Little's formula This formula states thet:

[=aw

where | is he queue length, a isthe arriva rate of customers, and w is the average waiting

timein the queue (delay).

To be more careful in the above formula the throughput is used ingtead of the arriva rate. As
in the case of systems with possibilities of retransmisson and losses, the throughput includes
the retransmission traffic in the arrival rate. This is more accurate, because this retransmisson
traffic will induce more delay in the system that should be counted for in caculating the totdl
dday. The normdized delay (dlay in terms of unit message transmission time) can be defined

from above asfollows:

Délay per gtation (assuming no more than one packet in sation at any time).
Dnorm = Avg. No. of packets in station / Rate of service per packet.
= (0 x Pr{no packet} + 1 x Pr{one packet}) / Pr{ serving a packet}
=(OxP()+1x[1-P(1)])/SHT)

The formula for normdized dlay (in terms of unit message transmission time) according to the
abovedefinition is then asfollows

1- |
Drom =——— 4-13
norm P ( )

S

The definition of the normaized ddlay for U dationsis the same asthat for one gation. Thisis
because the way the dday is measured from definition is per station. What is remaining is the
expresson for the non-normdized dday D (in terms of time dots). This is smply the
normaized ddlay multiplied by the packet length intime dots.

DL :1'?'. L (4-14)

S
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It can be seen from the previous equations that the values of the equilibrium solution of these
equations depend on the channd dtate represented by the probabilities b and f. To overcome
this problem the solution of these equations will go in the following steps.

1- An expression for the collision probability f is derived from the state probabilities in the
system model and the number of usersU inthe sysem.

2- A channd Markov modd is proposed that represents the channel states as seen by any
node that wishes to tranamit.

3- From the channdl model an expression for the busy probability b is derived in terms of state
probabilities of system mode and number of usars U in the system. The need for the
channd modd to cdculate the busy probability b is because the expresson of this
probability cannot be deduced directly from the states of other nodes as in the case of
callison probability. This is because by definition the busy probability is the probability of
one gation only transmitting successfully or two or more gations are in collison. Since no
single gation done can be in collison, the callison probability on the medium is not easy to
cdculate from the sysem Markov modd for a single sation as it is not an independent
probability for each gation. In fact it implies thet there is a least one more gation that isin
a collison gate too. Consequently, the use of the channe Markov mode alows for
counting for this independence with a smpler mathematica solution.

4- The equations for the system state probabilities are solved together to get an expression for
the probability of the first sate of successful trangmisson T, intermsof b, f and the system
traffic and configuration parameters.

5- Both expressions for f and b are dependent on each other and on T.

6- Expressionsfor the throughput Sandthedelay D arefound intermsof T, f, b.

/- A numerica solution is applied to get b, f, T;.

From the numericd vauesof b, f, T; vauesfor both Sand D can be found.

The solution steps are shown in the fallowing flow chart Fg 4-8) to make it easy to track

through the mathematical stepsthet are followed to get to model solutions.
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Construct a multi-dimensional
Markov model of the system
using the states that any station
goes through as the dimensions

—>

of the Markov state

Write the equilibrium eguations for the
model assuming only one station.
A=f(f,b), Bij=f(f,b), Cij=f(f,b),
Ti=f(f,b), Ki=f(f,b), Kij=f(f,b), E1(f,b)
Normalization Eqn SUM (P{ states} )=1

Solve numericaly
T1=f(f,b), =1(f,b,T1), b=F(f,T1)
tofind T1,f, b

Write an expression for throughput in
terms of state probabilities using
throughput definition and Superposition

S=f(T1)

From I=f(T1,f,b) and S=f(T1)
find D=f(T1,f,b)

v

Using Little'sformulafind an
expression for the delay
D=1(1,9)

v

Solve the equilibrium eguations
together with the normalization
equation and find
T1=1(f,b), I=f(T1,f,b)

From the system model find an
expression for f
=1(T1,f,b)

v

Construct a Markov model for
the channdl to represent the
channd busy, collison and idle
states

:

From the channd model find an
expression for b
b=f(T1,)

Fig 4-8 Flow chart of SSS solution method
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The mathematicd solution steps for the above system of equilibrium equaions are given in

Appendix A. Here, only the find results of these steps are given. Theseresults are as follows:
I

G=U.L— (4-15)
S
S=ULT, (4-16)
1- IS—'I'l +1 f . mg
D= — 2 (4-17)
1
T = 1
T s 1 20, -1, s oW, - 200, (21)™ 1. ("0 Py
_+(L+3)+(1- b)[L- fm)gH 5 o b)+fg - 2f 2- 2f,2,+f(L+3)(1 e 7oy
(4-18)

The only step |eft to evauate the system performance is to find expressonsfor f and b. These
expressons will be used to get the value of T; in terms of system parameters. Having found T,
in terms of the system parameters both throughput S and delay D can be evaluated.

The steps for finding expressions for f and b are given in Appendix A. The find results for

these steps are as follows:

F><) T 0
f=1-¢c1-——L  _~ 4-19
& T N (419)
b=1- — L . (4-20)
é e f 0§ U -
+(L+3)¢%1- L+3 L+3)c———=T,u =
1+( )8 d- (L+3)T, - (L+ e ol 2

Equations (4-18), (4-19), and (4-20) are three non-linear equationsin three varigbles T, f,
and b. Assuming that dl the system parameters like arriva ratel and number of users U are
taking arbitrary vaues, these equations can be solved together numericdly to get numerica
vauesfor Ty, f, and b. These vaues can be used in the throughput equeation (4-16) and the
delay equation (4-17) to obtain numericd results for the performance of the CSMA/CA
protocol. Thisisthegod of the next section.
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43.4. Numerical results

As mentioned before the equations (4-17), (4-18), and (4-19) will be solved together using
numerical techniques. The numericd solution is obtained usng the software package
MathCad (verson 8 Professond Academic Edition) and the function used in this package to
obtain the numericd solution is caled Minerr(). Having found numericd vaues for Ty, f, b,

one can obtain throughput S and delay D from equations (4-16) and (4-17).

The results of this numericd solution are plotted in the following figures and commented on
theresfter. These results are obtained assuming s=1 which means that on the average a

message contains only one packet, and aso the time dot t = 3 meec.  Before going into our

andysis result Fig 4-9 tha contains the normalized throughput againgt the normalized fresh

offered load is given for both our analys's and the smulation done in [WEINMILLER97] to

veify theandyss.
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Fig 4-9 Normalized throughput S from analysisand smulation against nor malized

fresh offered load G for L=100 dotsand U=2
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44. Comments on Numerical Results

In this chapter a queuing model was proposed to alow for modding the behavior of
CSMA/CA MAC protocol with its back-off festure. A mathematicadl modd was derived
from the Markov queuing mode using a technique called Single Station Superposition (SSS)
which solves the mode for one station while introducing the effect of the other stations using
globa parameters. After finding the steedy state solution for the modd the throughput and the
delay for the system of U users are derived from their vaues for one user by properly applying
a superpogtion for U users. Finaly, numerica techniques are gpplied to solve the established
performance equations and achieve numericd vaues

In Fg 4-9 the numericad vaues for the throughput are compared with those caculated by
amulation in [WIENMILLER97] for verification. From this comparison we can notice that
the andysis results for throughput are dways equd to or dightly less than that of the smulation.
This deviaion is a result of consdering the use of inter-frame space, which dightly enhances
the system throughput, in the Smulation results.

Fg 4-10 is plotted by changing the vadue of probability of arivd | and caculding the
corresponding throughput and delay.  This represents a single point in the figure. From this
figureit is noticed thet the throughput is increasing with increesing the arrivd rate as this means
that more dots of the channe capacity are used. This increase continues till it reaches a
maximum vaue, which depends on the number of users in the syslem. This is because the
more users are in the system the more the probability of collison (Fig 4-14) which reduces the
throughput of the system.

On the other hand, one can notice that in Fig 4- 10 the throughput for larger vaues of number
of users drops below the maximum vaue it reaches as arrival rate increases. This criterion is
due to the discarding of colliding packets after a certain number of retrids. To study this
criterion in more details Fig 4-16 isgiven. In Fg 4-16 we notice that as the number of retrids
before discarding increases the steady State value and the maximum vaue of the throughput for
different number of users are approaching each other. In fact they not only approach each
other but they reach higher vaues aso for different vaues of number of users. This symptom
is happening because as the number of retrids increases the probability of discarding a
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message decreases and hence the throughput incresses. This increase in the throughput is
more significant a higher number of users, as the probability of collison is higher. Thisiswhy
the two curves for maximum throughput and steedy state throughput approach esch other.

In Fig 4-11 one can observe that the delay reaches a saturation vaue with increesing the
probability of arrival. This saturation behavior is a result of the consderation of finite number
of retrids on colliding packets, which gives a bounded delay. On the other hand, in Fig4-12
it is dso noticed that increasing number of users dways increases the delay regardiess of the
vaue of the probability of arrival. Looking at Fig 4-10 it is noticed that increasing the number
of users enhances the throughput up to a certain vaue of probability of arriva after which it
decreases the throughput. To combine these two figures in a comprehensive graph  Fig4-12
is given. In this figure the delay is plotted againgt the throughput for dfferent vaues of arriva
rate and for different number of users. It is noticed in the figure that increasing the probability
of arriva increases the throughput and the delay up to a certain vaue of throughput. After this
vaue the ddlay continues to increase while the throughput ether settles or decreases then
seitles. 1t is dso noticed thet after a while the delay aso settles and increasing probability of
ariva changes neither throughput nor dday. Thisis observed in Fig4-12 by the fact that dl
the points overlap on the same spot and the curve line does not go any longer.

From Fg 4-13itisnoticed that the probability of finding the channd busy reached high values
with increasing both probability of arrival and number of users. This means that this protocol
imposes large delay vaues a higher loads. This explains why the dday vaues are high in Fg
4-11.

This means that CSMA/CA is not suitable for time-bounded gpplications such as voice or
video applications.

From Hg 4-15 it can be seen that for a vaue of number of retrids equa to 2 the system
performs adequately in terms of throughput with number of users up to 10 users regardless of
the vadue of the probability of arivd. Increesng the number of users above this vadue
increases the probability of collision hence decreases throughput remarkably.

Fndly, from Fg 4-16 it can be noticed that increasing the number of retrid times m affects
both the maximum and steady state throughput values remarkably and makes them agpproach
each other. On the other hand, in FHg 4-17 increasing the packet length L affects dightly the
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maximum throughput values but does not result in making them approach the steedy State
vaue and does not affect the steedy state value. This means that the mgor factor causing the
Seedy date vaue of the throughput to differ from the maximum vaue is the operation of
discarding colliding packets after a finite number of retransmissions.

45. Condusons

From the above comments and results the following conclusions can be obtained:

CSMA/CA is a protocol suitable for low number of users and low ariva rates (i.e. low
offered traffic) which is expected for a contentions- based access scheme.

The protocol has a large delay vaue that makes it unsuitable for time- bounded applications.
This is why it is accompanied by another controlled access scheme in the IEEE 802.11
standards.

The vdue of the number of retrids in the back-off scheme affects the protocol performance
remarkably till avaue of about 16 retrials where it acts asif it has infinite number of retrias.
Findly, usng Single Station Superposition (SSS) technique with disrete time Markov andyss,
we were able to establish a mathematicd modd for the performance parameters of a
complicated protocol such as CSMA/CA. This modd took into consideration the effect of
the random binary exponentia back-off agorithm with finite number of retranamissons, which
is an important feature of CSMA/CA. The numerica results from the andyticd modd were
close to those produced by smulation, which indicates that the model produced has good

accuracy.
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Chapter 5
Performance Analysisof Wireless’'Wired LAN
I nter connected via Wir eless Access Point

5.1. Introduction

With the advent of wirdess technology and standards, a Stuation that is likely to be
encountered is to have an existing wired LAN to which awirdless LAN extension is added.
Another common stuation is the need to connect a group of wirdess LANS through a wired
backbone. In dl these situations, medium access schemes for the new hybrid (wireless wired)
LAN must exigt to resolve contentions in both LANS.

In this chapter, an integration of two protocols is proposed as a protocol for such situations.

This medium access scheme condsts of integrating the Packet Reservation Multiple Access
(PRMA) scheme [Appendix B] with the Carier Sense Multiple Access with Collison
Detection (CSMA/CD) scheme. The first one, PRMA is used for wireess access to the
access point, which is connected to the wired part. The second one, CSMA/CD on the other
hand, is used for resolving contention on the wired medium between different access points
and other wired nodes.

PRMA is chosen because, it is a centrdized access scheme. This centrdization fegture is
more suitable for the studied case as we use access points. It dso has the advantage of stable
operation under both heavy and light load conditions because of its adgptive nature and
because it combines both controlled and contention based access schemes [MITROU9Q].

Meanwhile CSMA/CD is used because it is one of the most efficient and widely used
techniquesin wired LANSs.

In order to study this kind of networks, we first present a description of the integrated
protocol, focusing on the modifications needed at the base dation to integrate the two
protocols. Afterwards, equivaent queuing models are proposed. These queuing models are
accompanied by some assumptions aming at separating the two networks into two equivaent
networks that has aready been andyzed before. Achieving this god, we reuse the analyss
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aready done for both equivaent networks and add to it the necessary modifications to come
to andyticd modeds that represent the performance parameters of the integrated system.
Findly, numerica resultsfor this proposed mode are caculated, plotted and commented on.

5.2. Integrating PRMA and CSM A/CD Protocols

The proposed integrated protocol is aimed at achieving a wirdess LAN access to a wired
LAN through a dedicated access point. There are many chdlenging points in this Situation.
Firg, aswired LAN protocols are already more established than wireless LAN protocols, and
because the main objective is to connect a wirdess LAN to an dready existing wired one,
there should be no modifications made to the wired LAN MAC. Also, the andyss of such
integration cannot be carried straightforward by establishing a Markov chain modd for the
entire network and solving it.  This is because we have two different data source categories
and two different data destination categories, and tremendous number of possible states for
each source. These considerations will make a direct detailed Markov chain modd for this
Situation mathematicdly intracteble,

Integrating PRMA protocol for the wireless LAN access described in Appendix B and the
wdl-known CSMA/CD for the wired LAN access needs some modificdions and
assumptions to dlow for the use of this integration. Before describing the integrated protocol
itsdlf, the network architecture must be presented.

52.1 Network ar chitecture

The network is assumed to consist of a wired bus type, CSMA/CD LAN connected through
an access point to a centralized access wirdess PRMA LAN (Fg 5-1).

The access point will have to act as a converter between these two different types of
networks. On the other hand, since the PRMA is a centraized access scheme that aready
has a base dation, it is assumed here that the base sation for the wirdess PRMA will act
additionally as the access point between the wirdless and the wired LANs.  Due to this

Situation, message transmission can occur according to one of the following scenarios.
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Fig5-1 Topology of hybrid wireess'wired LAN

Scenario 1: amessage is transmitted from awired user to awired user.
Scenario 2: amessage is tranamitted from awireless user to awirdess user.
Scenario 3: amessage is tranamitted from awireless user to awired user.
Scenario 4: amessage is trangmitted from awired user to awireless user.
Before proceeding to describe what hgppens in each scenario of the proposed hybrid access

scheme, we mugt sate the modifications needed to dlow for this integration. These
modifications are chosen such that they alow for the required functiondity, with an acceptable
performance.

As mentioned before, these modifications should not affect the wired LAN MAC procedure
which means that the analysis of the wired to wired part will not change in principle. Also, the
modifications are chosen such that they will have a smdl effect on the wirdess to wirdess
access technique. Findly, to dlow better performance and yet, andytica isolation the access

point is required to act as a bridge between the two networks and as a base station for the
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wirdess network. The bridging action is used to achieve the best possible performance. This
bridging action implies that packets are not passed from one sub-network part to the other
unless the intended receiver isin the other part.

Mainly, the modifications made are in the base dation (access point) architecture and
operation technique. These modifications are described in the following section.

52.2. Access Point architecture and operation

Reviewing the access scenarios stated before and keeping in mind the independent operation
of each of the two protocols integrated here, it can be seen that the base station should contain
mainly two separate message queues (g 5-2). The first queue will hold messages from
wireless gations to wired stationstill they are served by the CSMA/CD protocol. The second
queue will hold messages from wired stations to wirdless sations till information dots are found
for them in the outbound channd of the PRMA. These queues are needed to absorb the
differences in treffic characteristics between the two protocols used. Moreover by assuming
that these queues are of infinite length, traffic in each part of the network (wirdless and wired)
is isolated from the other part. On the other hand, messages coming to the base station that
are coming from wirdess gations and transmitted to other wirdess stations are treated in the
same way as for the case of PRMA only. This means that they are not queued in the access
point, because they are not transmitted from the sourcettill adot isdready reserved for them.
To dlow for the integration of the two protocols, some changes must be made to the
reservation queue and technique of the PRMA to accommodate the new hybrid topology.
The most dramatic change is that in contrary to the case of PRMA protocoal, in this protocol
the wirdess inbound channd traffic is not the only user of the outbound channd. Also, not all
of the inbound channdl traffic needs to be transmitted in the outbound channd. Thesefacts are
because of the existence of wired to wirdesstraffic, and wirdessto wired traffic, respectively.
This implies that separate reservation queues for wirdess generated traffic and wired
generated traffic are required. These queues control the inbound and a part of the outbound
channel senices, and the ret of the outbound channd, respectively.  Thisis different from the
cae of PRMA where only one reservaion queue controls both inbound and outbound

channdls.
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Wirelesstowired queue

Fig 5-2 M essage queues at the access point

The use of these queues will be such that, the wirdess to wired traffic will control only a part
of the inbound channd. Likewise, the wired to wireless traffic will control only a part of the
outbound channd. Findly, the wirdess to wirdess traffic will gill have to control both
channels, since a source will not begin transmission unless an information dot is reserved for its
message in both inbound and outbound channels. The access point queuing modd and
channd utilization will be asshownin Fg 5-3.

The path of the wirdess to wirdless reservations is shown in Fig 5-3 by the line which enters
the wsto-ws control box only, as the server of the wirdess generated traffic reservations
determines which controller is sgnded according to the destination of the message. It must be
noted that it is assumed that messages are not transmitted from the source till an information
dot is reserved for them in both inbound and outbound channdls to guarantee stability of the
protocol and eliminate the need for queuing wireless to wireless messages in the access point.
To make the protocol more efficient and not disturb the wireless to wirdess technique, which
makes the analysis more tractable and smpler, it is assumed that a predetermined part of the
inbound channdl is used for wirdess to wirdess traffic. The rest of the channd is used for
wireless to wired traffic. Moreover, the same fixed portion is used in the outbound channd for
wireless to wirdess traffic, and the rest is used for wired to wirdess traffic. Due to these

assumptions, the scenario of having (in the case of wirdess to wirdess transmisson) only

118



inbound or outbound free dots will not happen, because the use of both channels equivaently
is guaranteed again. This resembles exactly the case of PRMA done. This dlows for reusing
the effort done in andyzing PRMA in cae of wirdess to wirdess traffic without any
modification to the analysis technique. On the other hand, the scenarios of wireless to wired

and wired to wired will be smpleintegration of PRMA and CSMA/CD anaysis results.
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Fig5-3 Hybrid PRMA protocol access point queuing model to accommodate wir el ess-

to-wired and wired-to-wireesstraffic in addition to wir eless-to-wir eless
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Looking a& Fig 5-3 we will notice that for the wired to wirdess traffic a reservetion is done.
Thisis actudly not needed and it only adds more delay to the system. Thisreservation can be
eliminated because data are dready there at the AP, and the AP is the only user of the
outbound channd and the controller of the system resources. On the other hand, data arriving
from wired CSMA/CD is of separate packet nature and not grouped into messages in the
message queue ingde the AP. This means that instead of serving al packets coming form a
certain source to a certain destination using only one dot per frame, we will be ableto useadl
the available dots in the outbound wired to wirdess sub-channe for servicing the messages.
Hence, the outbound wired to wirdless traffic would be just First Come First Serve (FCFS)
queue with multiple servers (information dots).  This means that packets queued in the wired
to wirdess queue are served by the wired to wireless portion of the outbound channe with no
need for reservation operation. Accordingly, the access point queuing modd will be smplified
by removing the wired generated traffic reservation queue, and the wd-to-ws control of the
outbound channel as no reservation process is done for this traffic. Also, because of the
assumption that fixed portion of the inbound traffic is used only by wirdess to wirdess traffic
and an equivaent portion is dso kept only for the same traffic in the outbound, the servers
representing the inbound and outbound channels are separated each into two servers. One of
these sarvers is for the wirdess to wirdess traffic and the other is for wireless to wired or
wired to wireless traffic in the inbound and outbound channels, respectively. The modified
access point queuing mode isshownin Fg 5-4.

52.3. Protocol description

The main changes made to the two protocols involved in the proposed hybrid protocol are
mainly concerning the reservation queues, the message queues, and the access point
architecture, al of which belong to the PRMA part. Hence, the wired to wired messages
access technique, which uses the CSMA/CD is rot affected. Accordingly, in the first scenario
sated before the access schemeis purdy a CSMA/CD agorithm with no changes (Fg 5-5).
In the second scenario; namely wirdess to wireless transmission, a sation wishing to transmit
uses the Aloha technique to send a reservation request, which includes the address of the
destination, to the access point. The access point detects from the destination address that the
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transmission is awireless to wirdess one. Accordingly, the access point tries to reserve a dot
in the wirdess to wireless portion of both the inbound and outbound channéls for this message.
This is done in the same manner explained in Appendix B. Upon success of reservetion the
node gtarts transmitting the message packets in the reserved dots in the inbound and outbound
channds till the message ends. Upon the message end, both dots are freed and could be
reserved to any other message tranamission (Fig 5-6).
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Fig5-4 Modifiedhybrid PRMA protocol access point queuing model to accommodate
wirelessto-wired and wiredto-wireesstraffic in addition to wirelessto-

wir eless
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Fig5-5 CSMA/CD protocol flow chart used for wired to wired traffic (scenario 1)
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Fig 5-6 PRMA protocol flow chart used for wirelessto wireesstraffic (scenario 2)
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In the third scenario; namely wirdless to wired transmisson a station wishing to transmit uses
the Aloha reservation channd to send a reservation request to the access point with the
destination address in it. The access point detects through the destination address that the
transmission is a wirdess to wired access.  Accordingly, the access point only sends the
request to the inbound reservation queue to request a dot in the wireless to wired traffic part
of this channd. When the turn of the request comes and a free dot is found in the inbound
channel, a reservation accept is sent to the requesting station with the number of the reserved
dot included in it. Upon receiving the reservation accept, the tranamitting station sarts
transmitting the packets of its message, one per frame during its assgned dots. These packets
are queued in the access point in the wirdless to wired message queue till they are serviced by
the CSMA/CD service technique to get to their wired destination station. On the other hand,
whenever a packet or more is found in the wireless to wired queue, the access point wired
connection begins contending for the wired medium usng CSMA/CD to tranamit this packet
to its destination. By assuming that this queue is large enough (gpproximately infinite) complete
isolation is achieved between wireless access technique and the wired access one (Fig 5-7).

In the fourth scenario, a wired node wishing to transmit a packet to a wireless one transmits
this packet to the base station using CSMA/CD. Packets are queued in the base ation in the
wired to wireless queue. Whenever a packet is received by the access point from the wired
ub-network, it is assumed that the access point will assign the firgt available time dot in the
wired to wirdess part of the outbound channel to this packet, with no reservation process
needed in this case (Fig 5-8).

This concludes the description of the newly proposed hybrid access scheme. The next section
of this chapter will focus on establishing the mathematical modds for this protocol. This
establishment will try to reuse the effort dready done in andyzing both the CSMA/CD and

PRMA when each is used as a sand aone access protocol.
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5.3. Analyss Strategy

As the protocol of interest here is a mixture of two protocols, the analysis will proceed in a
somehow different way than the way used in the previous chapter. The reason for this
difference is to make maximum use of the effort dready done in andyzing eaech of these two
protocols when used as a standalone protocol. The procedure will depend on the previoudy
described scenarios to find out the needed modifications that should be made to the aready
established mathematicad models for both PRMA (which is given in [MITROU90] ad
reproduced with more details in Appendix B) and CSMA/CD (which is given in
[SCHWARTZ87]) to find out the mathematical model for the integrated protocol. The
andysis of both the PRMA and CSMA/CD assume lossless sysems, which means that
packets are retrangmitted up to infinite number of times if necessary till they reach their
degtinations. One parameter that is going to be established mathematicaly and then andyzed
quantitatively is the packet delay (D). Another important parameter to be investigated is the
throughput (S), but this hasto satidfy certain stability conditions. These stability conditions are
adirect consequence of the infinite buffer and infinite number of retransmissions assumptions.
The dday parameter is dready edtablished for each of the two protocols when used
independently. In the following, the effect of using these two protocols in a hybrid scheme on
the caculations of these two parameters will be stated verbdly. Then, the new modified
mathematicd modds will be established. As a first step towards this god, three mgor
characteristics of this proposed hybrid protocol should be stated. These are:

1. Thetraffic characterigtics of the wirdess part of the network are isolated from that of the
wired part due to the use of infinite message buffers at the access point. This means that
the access point can be trested as an extra wired node when analyzing the wired part and
as an extra wiredless node when analyzing the wireless part. This extra node in both cases
will have a packet arrival rate characteristic that represents the effect of the traffic of the
other part on the studied part.

2. The access point acts as a bridge between the two network parts. This means that it only
passes a packet generated by a wirdess station to the wired part when this packet has an
intended recaiver that is a wired gation. The same rule gpplies to the wired to wireless
treffic. This means that the wirdess to wirdess traffic will be totdly isolated from the
wired to wired trffic.
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3. The wirdess inbound and outbound channels are divided each into two separate parts.
One pat in each for the wireless to wirdess traffic only. The other parts are the wirdess
to wired part in the inbound channel, and the wired to wirdess part in the outbound
channd. The divison is made such that the wireless to wirdess traffic occupies the same
number of dotsin both the inbound and outbound channdls.

Accordingly, the analyss technique will follow the following seps:

(a) Divide the network (Hybrid Wirekess-Wired network) into two separate equivaent sub-
networks. One is completely a wired sub-network with CSMA/CD and the other is
completely awirdess sub-network with the modified PRMA.

(b) Add to each sub-network an additiona equivaent source that represents the equivaent
traffic of the other separate sub-network that entersthis sub- network.

(c) Find the vaues of the equivaent traffic represented by each of the equivaent sources on
the studied separate network part. These values are calculated according to certain
assumptions and gpproximations and should satisfy stability conditions.

(d) For each of the four possible scenarios described before, find the equivalent packet delay.

(e) The overdl network average packet delay is the average of the four possible delays
respectively. This average is cdculated by multiplying the calculated ddlay for a certain
scenario with the probability of having this scenario happening.

54. Modd Assumptions

The mathematicd solution technique carried in this chapter is based on the following

assumptions.

1. We have finite number of stations in both wireless and wired sub-networks. This number
isgiven by U5 in the wirdess sub-network and U 4 in the wired sub-network.

2. All the wirdless gations are in radio contact with each other and with the base gation.

3. Thewirdess channd is assumed to be idedl.

4. The wireless to wired and the wired to wireless message buffers at the access point are
assumed to be of infinite length.

5. Fixed ratio of the traffic generated by wireless nodes represented by the factor Rys wa has
wired gtations as their destination.

6. Fixed ratio of the traffic generated by the wired nodes represented by the factor Rug ws has
wireless dations as their detination.

7. All thearriva processes are assumed to be Poisson arrivas.

128



8. The wirdess inbound channd is assumed to be divided into two separate sub-channes,
one for the wirdess to wirdess traffic with number of dots N and the other is for the
wireless to wired traffic with number of dots Nys wa.

9. The wirdess outbound channd is assumed to be divided into two separate sub-channdls,
one for the wirdess to wirdess traffic with the number of dots N and the other is for the
wired to wirdess traffic with number of dotS Nyg ws

10. The inbound wirdess to wired sub-channd and the outbound wired to wireess sub-
channd are assumed to have the same number of dotsin order to keep the inbound frame
length equd to the outbound frame length. This equdity is essentid to keep
synchronization between the two channels. Hence, Nuws wa=Nwd_ws-

11. The packet length in both wirdess and wired parts of the network is assumed to be
condant and to have the same vaue. This length is equa to m seconds in the wired
network and a the same time Nys time dotsin the wireless network.

12. Thetime dot on the wired sub-network t is equa to one end to end propagation delay.

13. The time dot on the wirdess sub-network is equa to the wireless to wireless sub-channd
length in seconds F divided by the number of minkdoats in this sub-channd. The number
of mini-dats is given by multiplying the number of dots in the wirdess to wirdess sub-
channd N by the number of mini-dots per dot Nys. Accordingly, wirdess sub-network
timedotisgivenby F/(N.Nys).

14. Thetime dot in both sub-networks is assumed to be equa. This meansthat t=F/(N.Nys).

15. Messsges arrive a wirdessidle users with ratel s (Messages/sec/node).

16. The packet arriva rate a wired usarsis given by | .4 (packets/'sec/node).

17. Wirdess messages are assumed to have exponentidly distributed length with average
equd to T, seconds. Accordingly, the rate of reaching message end s is given by
S=1UTaw

18. The equivaent source that represents the effect of each network on the other has an
equivaent arriva process that is a Poisson process.

55. Queuing Modelsfor Hybrid PRMA-CSMA/CD

Taking the aforementioned assumptions into consderation together with the previous
description of the protocol, a mathematical model for the system can be established from the
two mathematica modes of the two pratocols when each is used as a standalone protocol.
Before going into math, an illudrative equivdent architecture to the network that uses the
aforementioned assumptions to smplify the andysis would be given. This equivdent
architecture is mainly dependent on assumptions (4), (6), (6), and (7) as will be seen. From
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assumption (4), the network could be separaed stochesticdly into two equivalent sub-
networks, one of them is awired sub-network while the other is awireless sub-network. The
effect of the wired to wirdless traffic on the wirdess sub-network and of the wireless to wired
traffic on the wired sb-network is represented by an extra traffic source added for each
equivadent sub-network.

From assumption 6) the equivaent source (or in this case node) added to the wired sub-
network will have amessage arrive rate | s wq €qua to the throughput of the wireless to wired
inbound channel S"s wa (Fig 5-9).

From assumption ©) the equivaent source (or in this case queue) added to the wireless
network will have a message arriva rate equal to the traffic generated by wired nodes only
Uwal wa multiplied by the ratio Ryq.ws Of the packets destined to wireless sations (Fg 5-10).
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Based on the above, we have a stochesticaly equivdent modd for the hybrid network
congging of two sparate sub-networks. One of them is a wired sub-network with bus
architecture and uses CSMA/CD for MAC. This network consists of U,y stations, each of
which has an arriva rate equd to | .4 packets per unit time, and an extra wireless to wired
traffic equivdent node with an arrival rate equa to | ws wa (g 5-9). The other separate sub-
network is a wireless network with base station architecture and uses PRMA as a MAC
protocol. This sub-network consists of U, stations, each with an arrivd rate for idle users
equd to | s messages per unit time, and an extra wired to wirdess traffic equivaent source
queue with an ariva rate equa to | g.Uwa-Rugws (g 5-10). 1t must be noted however that
this extra source queue differs from the other wireless nodes in that it only uses the outbound
reservation queue and channel. This means that instead of representing it as a node it is more
convenient to represent it as an extra queue in the access point that is served by the outbound
channd only.
Congdering the wirdess separate equivdent sub-network it is found that the reservation
process is separated into two processes, one for the inbound channel and the other for the
outbound channd. This is because the outbound information traffic is not totally composed of
the inbound information traffic as in the case of PRMA done. Here, the wired to wirdess
traffic is added to this channd. Thisimplies that the inbound and outbound channds should be
andyzed separately S0 as to accommodate the new situation.  Fortunately, this will not mean
that the andysiswill gart dl over from the beginning, as will be seen later.
Moreover, using assumptions (8), (9) and (10) two goals are achieved:
(8 The wireless to wireless reservation in both inbound and outbound channels will be done
gmultaneoudy. This diminates the posshility of having reservetion completed in one

channed and the information dots are reserved but not used till the other channd
reservation is completed, which would have some performance degradation in terms of
efficency.

(b) The wirdess to wirdess anadysis will be exactly the same as that for PRMA adone with the
difference that the channel bandwidth dlocated for the information packetsis changed.
The only disadvantage of this assumption is thet it might not be quite efficient in terms of
channe utilization because of its datic nature. This drawback can be overcome to a great

extent by alowing for N and Ny wq t0 be caculated adaptively to minimize the delay and keep
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the systlem stable. The base station according to the current traffic characteristics can do this
cdculation. However, for the andysis carried here it is assumed that these vaues are fixed
and predetermined, but again the efficiency could be improved by choosing these parameters
to minimize the delay according to expected network characteritics.

56. Peformance Analysis

Let the number of wirdess users be U,,s, the number of wired users be U 4, and one access
point is used which is dso the wirdess base dation. The wirdess channe contains two
different frequency channels. One is cdled inbound and the other is the outbound. Each
channd has atotd length F; seconds. Inbound channd is divided into two sub-channels, one
for wirdess to wirdess traffic with number of dots N and length equa to F seconds, the other
is for wireless to wired traffic with number of dots Nys we. Outbound channd is aso divided
into two sub-channds, one for wirdess to wirdess traffic with number of dots N and length
equa to F seconds, the other isfor wired to wirdess traffic with number of dots Nwg ws  Since
both inbound and outbound channels are equd in length, and as the wirdess to wirdess sub-
channd in each are dso equd, the wireless to wired sub-channd has to be equa to the wired
to wireless sub-channd. This means that Nus wa=Nud ws-

The Aloha reservation process of the PRMA is done by te wirdess users during the
reservation dots of the inbound channdl. These dots are identified to the wireless users by the
base station. These dots has a number Ng(k). Since any wireless node need not to know
whether its dedtingtion is a wirdess or a wired node, the Aloha contention and hence
reservation dots for any type of traffic are assumed to occur only during theN dots wirelessto
wirdess sub-channd. This meansthat Nr(k) is dways a portion of N. The reservation dots
Nr(K) happening in the inbound have mirrors in the outbound channe which occur &t the same
time with one packet dot delay. These dots in the outbound are called the acknowl edgement
dots and are used by the base dation to inform the wireless nodes of the results of he
reservation requests they sent. These dots are dso with number Nr(k) and are a part of theN
wirdless to wirdess sub-channd in the outbound frame. The number of reservetion dots and
hence the number of acknowledgement dots Ng(k) has a minimum vaue Nrwin but can go
higher depending on the wireless generated traffic characteristics.  Any reservetion dot is
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further divided into Nyys mini-dots. This divison is done to use dotted Aloha instead of pure
Aloha for reservation contention process. This is because dotted Aloha has better
performance (Fig5-11).

The wirdess generated traffic characterigtics are defined by three Sate varidbles; namdly i, h,
andk. Thesevariables are asfollows:

i isthe number of idle users.

h is the number of users contending in the Aloha reservation process.

k isthe number of users succeeded in sending reservation requedts; either waiting for the base
dation to assign an information dot for them or are sending packets of their message n the

assgned information dot.

Inbound Frame N Nus wa

Nr(k)

Fig 5-11 Inbound and outbound wireess channds and their sub-channels

From the anayss given in [MITROU90] and reproduced in Appendix B, the date
probahilities of the wirdess PRMA system are given by the following equations:

0£i£U,, (5-1)
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A
P(h]i)=P(0]i )O% , 1£h£U,, (52
j=1
where;
2 -1 Ng(k
hw = h'pt'Pnerr(l_ pt)h ' N( )E
d, =h.p.Pe,(1- p)" (k D Nus 0
e F o
. 1
PO11) = ——
o= & Db 1
1+a (O
h=1 j=1 d
S =UTa , pt = probability of deciding to transmit in the Aloha

Prerr = probability of error free transmission.
From probability theory the joint probability P(h,i) in terms of conditiond probability P(h|i)
and P(i) isgiven by:
P(hi)=P(h|i)P() (5-3)
Substituting (5-1) and (5-2) into (5- 3) yields:

: es t')iabJ o :J
ab & . = )
:U;O— ng ,O0£i £EU  ,1£hEU,,i+h+k= UWS:-
4 bJ 1 o d, s i
"1+a O d_ §+_ i
I h:1J | I
i i i
! 25 0ob,s0 i
o R | | i
Phi)=i1——7— - ,0£i £U,,,h=0,i+h+k=U,, vy
:1+° ()OJI—'1 §+S_g :
) LA stﬂ i
! i
! i
:0 , otherwise :
: [
* b

(54
This gives an expression for the probability of having i usersidle, h users contending for Aloha
reservation and k users tranamitting or waiting for an information dot to be assgned to them.

These are the dtate variables of the PRMA Markov modd (Appendix B). It is now time to
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find expresson for delay for different scenarios in terms of i, h, and k and then average them
over the gtate probabilities P(h,i) to find the average dday for each scenario. Then using these
delays the overdl average delay is found by summing them with appropriate averaging
probabilities of each scenario.

56.1 Wirelessto wireless packet delay Dus ws

From the description given to this scenario it is obvious that it is exactly the same of PRMA
when used alone. This means that the state dependent message delay Dys ws(h,i) will have the
same expression as that given for PRMA in Appendix B with the difference that the totd frame
szeisnow F, where F=[(N+Nus wa)/N].F. This means that the total wireless to wireless
message delay Dys ws(h,i) will consist of two parts; the message access delay Da(h,i) and the
message transmission delay Dy. Referring to the andyss given in Appendix B, these are given
by:

Dacc(h!i): DaJoha (h1|)+ uneue(h1i) (5_5)
where;
Daloha(h’i) @h/ Saloha(h’i )] F/(NNMS)+ ntr(h’l)'A\Ck F/N (5'6)
. -1 N (K
Saloha(h7|): h pt'Pnerr'(l_ pt)h ' F;\I( ) (5-7)
_IN-k K<N- NgunU

R(k)_% R otherwise 9
k=U,.- h-i (5-9)
n, (h,i) =1 (5-10)

r (1_ pt)h_l'Rﬁerr

Here ny(i,h) denotes the total number of retries before a successful transmission occurs, and

Ack is the number of dots waiting for reservation acknowledgement. Now using (5-7), (5-8),
(5-9), and (5-10) into (5-6) one obtains:

F & 1 Ack &

h1 g + =

Pnerr'(l_ pt) QNR(k)NMS N /]

Daloha(h’ |) @ (5— 11)
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|05F , k(l' RNs_wd)< N- NRMII\P

Lh I) | 1 . Y
Doues F+kil- R, ,o)- (N- N _ , otherwise y
1 [ ( RNS d) ( RM”\)J ( ws ~ I)(l- RNS_Wd) b
(5-12)
On the other hand, the message transmisson timeis given by:
D, @F,. (}/) F (5-13)

TS
Then the total message delay Dus ws(hii) is the sum of both.
WS WS(h I) acc(h I) + D (5- 14)

The average message delay DWS_WSih, i) is given by:
Uys Uys- h

DWS WS[ . ] a. DWS_WS(h’ I )P(h’ I ) (5- 15)
h=0 i=0

Since a message congists on the average of N/(s.F) packets, the average packet delay isthe
average message delay divided by the number of packets per message. Accordingly:

Dus ws = Dy sV 5% (5-16)

56.2. Wireessto wired packet delay D s wa

In the wirdess to wired traffic the packet suffers from delays in the wirdess inbound channd
due to Aloha reservation, reservation queuing and transmission delay. After reaching the
access point, the packet is sent to its find destination va CSMA/CD protocol, which adds
further dday to it. The wirdess dday will have the same formulas in the wireless to wirdess
scenario with the difference that the number of information dotsthistimeis Nys wg. This means
that the inbound message delay D' wa(h,i) till it reaches the wireless to wired message buffer
isthe sum of the inbound message access delay D'"x(h,i) and the transmission delay D;.

D:Ar;s wd (h’ I) Déxgc (h’l )+ Dtr (5' 17)
where:
Dlart;c(h I) aloha(h I) D(I]:eue(h I) (5' 18)
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|05F , KRy wi < Nyg ya U
- |

Dt;:eue(h' = F +|k. ] 1 otherwise y
1 [ RNS - WS_ JS (Uws - i)R\NS_Wd ’ b
(5-19)

Note that D‘”qua,e(h,i) is the reservation queue ddlay in the wirdess to wired inbound sub-
channd which is different than thet of the wirdless to wireless sub-channd because of different
number of information dots available in each. On the other hand, the Alohadday Dyona(hii) is
the same in both scenarios because it uses the same dots which are dways part of the wireless

to wirdess sub-channd dots.

Again, the average inbound wireless to wired message delay D'V'V‘S W (ni) isgiven by:

D\I/\?s wd (h I)_ a a. D\I/vns wd( )P(h’l) (5'20)

h=0 =0
What is remaining now for this scenario is the CSMA/CD dday. Thiswill be caculated using
the expression given in [SCHWARTZ87] and derived origindly in [BUX81]. In order to be
able to use this expression, the wireless to wired equivaent traffic | s wg must be caculated.

This traffic is the number of packets transmitted from the access point to the CSMA/CD

network per second. This is equa to the number of packets successfully transmitted in the
inbound wirdless to wired sub-channel per second.

If we define S"us wa(h,i) as the number of messages successully transmitted in the inbound

wireless to wired sub-channe given that the system is a State (h, i) then from Little’ sformula

on can write:

S w (hi)= % (5-21)

From the definition of | ws wq it is equa to the average number of messages successfully
trangmitted in the inbound wirdess to wired sub-channd multiplied by the average number of
packets per message. Accordingly, it is given by:

I °Sn L glhi)— 522
ws_wd SNS_Wd( I)S F ( )

where:
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T e W WA : :
" whi)=a a So w(hi)P(hi) (5-23)
h=0 i=0

Totd offered traffic to the CSMA/CD channd | ', is equd to the sum of that offered by the
wired stations and the wirdess to wired traffic. Hence, ore can writel

I U I (5-24)

ws_wd

Achieving an expresson for the total offered traffic to the CSMA/CD, the delay on the
CSMA/CD network Dwd_wd can be calculated from the following expression:

g _ﬁ2+(4e+2)a+5a2 +4¢e2e- 1)a? (1- e'zar)§+23-e'l' 6ag 3
D —&m +1+2ea- 24 20m
S R D AR (e 1™ 2
8 ¢!
(5-25)
where:
r=1om
t
a=-"—
m

m = packet length in seconds
t = end to end propagation delay on the wire medium
Fo(l ) = Laplace transform of the packet length distribution

¥
()= of (m)he'™mdm
0
f(m) = packet length distribution
— ¥ p—
m? = second moment of the packet length distribution = ¢)f (m)(m— m)zdm

0
¥

m = first moment of the packet length distribution = mean = ¢yf (m).mdm
0

Assuming afixed congtant packet length in our andyss, the following are true:
f (m)=d(m- m)

5 —2
m? =m
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Fp(l ):i\ﬂ(m- n_ﬁk'%'mdm:eﬂﬁ’éﬁ .

0

Accordingly, equetion (5-25) becomes:

2 (1- g2 Eﬁ +2a€’- 6ag 3
_ & 1+(de+2)a+5a% +4¢2e- 1)a? r g A=
Do wa = +1+2ea- — _ +=Um
— ? 2(1_ r(l+(2€+l )) z(er r.al_1+le.a) 2l:|
e u
e s
(5-26)

This dday formulais vaid only under a stability condition thet is necessary for the steady state
solution to exis. This necessity is a direct implication of the assumption that packets are
retranamitted until they are successfully sent with no upper bound on number of retransmission
retrids. The stability condition isasfollows:

1

M <—7Fr—— 5-27
1+a(l+2e€) (&21)

Findly, the wirdlessto wired average packet delay Dys wa IS given by:

Dwsfwd = D\i/vnsfwd (h’l)% + Dwdfwd (5'28)

56.3. Wired to wired packet delay Dyg wd
The expression for wired to wired packet delay Dyg wa IS dready given in the previous section
by equation (5-26).

56.4. Wired to wireless packet delay D g ws

In this scenario packets suffer from two types of delays. Thefirst oneisthe CSMA/CD deay
given by equation (5-26) till they reach the wireless base station. The second is the delay
waiting in the base gation wired to wirdless queue till they are served by dots in the wired to
wireless outbound sub-channd and the transmission delay for the packet. Since packets are
dready there in the base dation after succeeding in the CSMA/CD process, there is no need
to perform any reservation process here. Actualy, the base station will service the packets
using free dots in the outbound wired to wirdess sub-channd in a firs come fird serve
discipline. Accordingly, the system can be modeled as an M/M/n queuing modd with n (the
number of serversin the system) equad to the number of dotsin the outbound wired to wirdess
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aub-channd.  This means that N=N4 ws=Nus wa- The ddlay of an M/M/n queueis analyzed in
many queuing books such as [BERTSEKASS7]. The expression for the delay in this queue

D e IS QiVen by:

Dgeve = Ly Dol L (5-29)
Mumn n!(l' rMMn) N.Mymn - l MMn
where:
" mmn = |
n'rnlan
0 = 1
° nél (n r MMn)I + (n r MMn)n
=0 i! n!
n= Nws wd

Muvin = Service rate of the server in packets per second. Each server isadot in the outbound

wired to wireless sub-channd. Hence, the servicerate is given by:

1
Mawn == (5-30)

t

I vvn = ariva rate a the input of the queue. This is equd to the portion of the wired
generated traffic directed to wireless nodes. This portion is represented by the factor Rug ws.
Accordingly, | yvn IS given by:

e =Yl wsRu_ue (531)

The delay expresson given in equation (5-29) is valid only under a certain stability condition.
This gability condition is necessary for an exigence of a seady date solution under the
assumption of infinite queue length. This condition is given by:

M umn <1 (5-32)
Thetota wired to wirdess packet delay Dwd ws iSthus givenby:

+ D2 (5-33)

wd _wd queue

D =D

wd_ws

Finaly, we need to get the total average system delay regardless of the type of the traffic. This
isthe issue of the next section.
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56.5. Total average system delay D

The totd average system delay will be cadculated ky summing the delays of dl the possible
scenarios with each of them multiplied by the probability that the scenario occurs. These
probabilities are the probabilities that the traffic generated from each source type (wireless and
wired) is directed to a cestination type (wireless or wired). These are represented by the
ratios Rys wa, Rva_ws @d their complements. Accordingly, D isgiven by:

D =Dug ue (- R s )+ Dus waRus va + Dug_ws (1= Rug s )+ Dug_usRug s

(5-34)

5.6.6. Throughput calculations
The throughput in packets per second Sys ws Of the wireless to wireless scenario can be got
from Little s formula noting that the queue length is the number of users intend to transmit to

wireless gations. Hence, we have;

N et Ui Re ) P(h.i) (5-35)

The throughput of the wireless to wired scenario Sys wa iSequa to the tota offered load from
the wirdess nodes on the wired part. Thisisgiven by:

Sis_wa =l us_wa (5-36)

On the other hand, the throughput of the wired to wired scenario Suq_wa iS the same as the total
fresh offered treffic to the CSMA/CD system from wired users. Thisis given by:

St vt Ul {1~ Rig ) (5-37)
Findly, the throughput of the wired to wireless scenario is the same as the totd offered traffic
to the wired to wireless message queue (the M/M/n queue). Thisisgiven by:

S _ws = | vvn (5-38)

In contrary to the case for the delay, the total average throughput Sis the summation of these
scenario throughputs directly with no weighting needed.

S=Sk ws*Sus wa * S wo *Sua_ue (5-38)

143



Throughput (S) [pkt/sec]

5.7. Numerical Results

From the previous analysis we have arrived a closed form equations for the delay of the
sysem. These closed form equations however depend on the dates of the wirdess sub-
network represented by the varigbles h, i, and k. This dependency isremoved by performing
the averaging over the joint probability P(h,i) and using the relation k= Uws-h-i. Doing so, we
achieve an equation for the totd delay that depends on the system configuration (such asU s,
and U,q) and on the traffic characteristics (such as | ws, | wd, Rus was Rwd ws)-  The numerical
results for the delay can be computed from equations (5-16), (5-28), (5-26), (5-33), and (5-
34). In conjunction with these equations there are two dability conditions that must be
satidfied for the system to have a dseady dtate stable solution. These conditions are
represented by the inequdlities (5-27), and (5-32).

In the following graphs we will show how the system performance and stability are affected by
the different syssem parameters. We will dso try to do some optimization for the system delay
using some of those parameters.

In the fallowing curves U,,s=U,,q=10 users, | ,4=1500 packets/sec, | ,s=1500 messages/sec,
F=2 10" sec, Nrun=2 dots, Nys=100 dots, N=6 dots, s=2, p=0.5, Per=1, Ack=3

packets.
22910" T r I' &— Nws,wd=32 I 215210° I I B T =8 Nws_wd=40 I
: / ] 21510
228510° | v 1 g [ /
[ ] ¥ 214810° /
<4 @ F /
] 5 [
4 _% r
] $2.146 10
22810 2 [ /
[ ] £
] 2.144 10° /
227510° L 1 2.142 10°
0 0.2 04 0.6 08 1 0 0.2 04 0.6 08 1
Rws_wd Rws_wd

Fig 512 Throughput Sin packets per second against Rys wa for Rug ws=0.5 and two

different values of Nys wq

144



4510" ——————T—+————F 71— —e— Nws_wd=4

; =B Nws_wd=8
: : — — Nws_wd=16
4- : === = Nws_wd=32
410" [t Rhbit SRR

—r-—F=

3.5 10% Frmn et et

[ | | _

310* —v I—

: ; i :
| == = == === F &= = = ==

Throughput (S) [pkt/sec]

APPSR AR | NS A

2 104 1 L 1
0 0.2 0.4 0.6 0.8 1
Rws_wd

Fig5-13 Throughput S in packets per second as afunction of Rys we for different

values of Nys wgand for Ryg ws=0.5

T —e— Nws_wd=4
=B— Nws_wd=8
=0 = Nws_wd=16

==x=-Nws_wd=32

0.005 T T T T T T T T T

0.004 [=rsweseemreeeees
' .

i
1
'
1
]
i
1
!
:
1
1
H
[ R
H ]
:
:

C
o
o
o
@

T
i
|
i
'
;
'
!
!
|
!
;

i

i

i

!

!

|

i

!

|

;

'

! 1
...1;..........,......_
i I

_-..'_JST.' ==

Delay (D) [sec]

o
o
S
N

0.001 femmmsrmmmeemnioes e, - e s

Rws_wd

Fig 5-14 Delay D in seconds as a function of Rys wq for different values of Nys wq and

for Rwd_ws=0-5

145



0.001 —— — T — T e— Rwd_ws=0.05
==— Rwd_ws=0.1
=0 = Rwd_ws=0.2

--»--Rwd_ws=0.4

0.0009

i
i
'
!
i
'
|
|
'
'
'
i
'
'
H
-
¥
'
'
'
'
'
:
K
i
'

o s

0.0008

0.0007

Delay (D) [sec]

e

-\.---------------------
'
'
'
'
'
'
|
i
]
'
]
i
'
i
|

o _

P b : ]

0.0006 q:’ :' """"""""" i . ]
- : a ; ]

0.0005 § - : 1: - - ----15--- *: - emmm ]
L H i i _

0'0004 1 1 1 I 1 1 1 I 1 1 1
0 0.2 0.4 0.6 0.8 1

Fig5-15 Delay D in seconds against Rys wq for different values of Ryg wsand Nys wa=6

4 10* — — ———— —&— Rwd_ws=0.05

- : : : ==— Rwd_ws=0.1

- : : : —o— Rwd_ws=0.2
: : ==>==Rwd_ws=0.4

3.9510%

3.910*

g S

Throughput (S) [pkt/sec]

Tl R B B e

381 04 1 1 1
Rws_wd

Fig 5-16 Throughput S in packets per second against Rys wa for different values of

Rwd_ws and N ws_wd =6

146



25 T T —e—
’ -B— rMMN

== rMAC
==X%=-r MMN_MAC

AN |
15 :_""1{""_""?"'""""""";"""""""""T""""_""""""""""""_

Normalized traffic

o
a1
[ERN
o
[ERN
(63}
N
o
N
(63}

Nws_wd

Fig5-17 Normalized traffics offered to CSMA/CD r and offered to outbound wired to
wirelesssub-channd r v, and their maximum valuesr yax and r ymn_wax
respectively, for stable operation against Nys wg for Rus we=0.3, and
Ruwd ws=0.7

0.005 ——r— :
O N —

O B I e .

Delay (D) [sec]

17 T S A U =

0,001 |romremmereme s NGh oo

0 5 10 15 20

Fig 5-18 Delay D in secondsagainst Nys wa for Rus we=0.3, and Ryg ws=0.7

147



0.00500

0.00400

0.00300

Delay (D) [sec]

0.00200

0.00100

0.00000

0.00 29

Throughput (S) [pkt/sec]

Fig 5-20 Throughput S in packets per second as a function of Rys wgand N s wq for
RWd_WS:O-5

148



0.00500

0.00400

0.00300

Delay (D) [sec]

0.00200

0.00100

0.00000

Fig5-21 Delay D in seconds as a function of Rys wg @nd Nys wa for Ryg ws=0.3

Throughput (S) [pkt/sec

Fig 522 Throughput S in packets per second as a function of Rus wd and Nuws wd for
RWd_ws:O-3

149



58. Commentson the Numerical Results

From the numericd results plotted in the previous section the folowing remarks can be
deduced:

From Hg 5-12 and Fig 5-13 it is noticed that increasing Rus wa iNcreases the throughput, but,
as can be seen from Hg 5-12, this increase reaches a saturation value a a certain value of
Rus wa If ingtability did not occur first. The vaue of Rys wa, @ Which saturation occurs, changes
with changing Nys we. Theincrease in throughput is due to the use of more dots of the wireless
to wired channel dots Nys we.  This means that the wirdess offered traffic is meking more
efficient use of the available bandwidth. On the other hand, this enhancement of performance
is for lower loads on the wirdess to wired inbound sub-channd. When the load on thissub-
channd reaches its maximum vaue i.e. uses dl avalable dots no further enhancement of the
throughput is possible. Hence, the throughput saturates. On the other hand, the saturation
vaue dependson Nuws wd asthis vaue affects the traffic that goes from wireless network to the
wired part causing it to decrease in terms of packets per second with increasing Nys wa.

From Hg 5-14 one can aso observe that increasing Rys wa iNcreases the delay. This means
that it makes the systemn performance worse. This degradation in performance continues on till
the system reaches the unstable region where the throughput goes to zero and delay goes
unbounded to infinity.

As expected, increasing the vaue of Nys wq increases the system sability. Thisis because it
increases the frame sze, which means it decreases the rate of packets coming from wireless
nodes to wired nodes and hence decreases the load on the CSMA/CD protocol.

From Hg 5-15, and Fig 5-16 it is noticed that changing R.s wa does not affect the stability
threshold of the sysem. This is because mostly the system becomes ungtable from the
wireless to wired traffic rather than from the wired to wirdess traffic for the given vaue of
Nus wa- On the other hand, changing the values of Rys wd, Nws wa, 8d | s Can get us to a point
where Ruq ws d0 affect the system stability by overloading the M/M/n queue of the wired to
wirdess treffic.

Also from the same figure one can notice that increasing Ruq ws does not affect the stable

region throughput. This is because both CSMA/CD and M/M/n queue of the wired to
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wirdess traffic are having a throughput thet is equd to the input traffic aslong asthey arein the
gable region. Accordingly, studying the system throughput for only Rys wq IS enough.

It is dso noticed from Fg 5-15 that increasing either Rys wa OF Rug ws iNCreases the average
vaue of the dday. Thisis because the most delayed messages ae those transferred through
the two sub-networks. This is expected as those messages suffer from both sub-networks
ddays.

Looking & Fig 5-17 one can notice the two gability controlling variables (r and r ) and
ther maximum possible values ¢ wax and r uwn max) before the system becomes unstable.
From this figure it is noticed that incressing Ny wa decreases both variables and hence, makes
the system more stable. It is further noticed that the vaue of r ywn decreases faster with
increasing Nus wa-  This means that stability depending on this condition is faster to reach with
increasing Nys wa. INstability of the system starts whenever any of these variables crosses its
upper limiting maximum vaue.

On the other hand, Fig 5-18 shows that increasing Nus wa decreases the delay up to a certain
minimum vaue after which it increases again. It isthis vaue that can be adaptively chosen by
the base gation depending on the system traffic to guarantee kast possible delay in the stable
operation region.

The 3-D diagramsin Fg5-19, Fg 5-20, Fig 521, and Fig 5-22 show that the best operating
point for the system isfor the value of Nys wa thet just satisfies the stability conditions. Thisis
because increasing Nys wa further than this value increases the system delay.  On the other
hand, it decreases the throughput. Thisfact isvdid for different vauesof Rys wa and Rud ws.
Again the throughput 3-D diagram does not change with changing Ryq_ws Only, which assures
our conclusion about the effect of this parameter on the system throughpt.

59. Condusons

From the above, we conclude that the protocol proposed in this chapter, which integrates two
dready known protocols with some modifications can be used to interconnect wireless and
wired LANs with an acceptable performance under certain traffic limitation and congtraints.
Andysis of this protocal, as well as any other proposed hybrid wirdless-wired LAN, can be
done using dready established andysis techniques of each sub-network of the hybrid LAN
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Andysis of this protocol, as well as any other proposed hybrid wirdless-wired LAN, can be
done using dready established andysis techniques of each sub-network of the hybrid LAN
under certain assumptions. Thistype of anadlys's gives agood idea for sysem engineers on the
expected worst case performance in such hybrid connection.

It must dso be noticed that dthough the system is assumed to be loss less, the throughput
changes with changing Nys wa and Ry wa-  This is happening because of the fact that the
PRMA technique is andyzed assuming that the ariva rate | s is a conditiond arrival
conditioned on dation being idle.  This means that is if a dation is idle, it will wait on the
average 1/l s before an arriva occurs to it. On the other hand, if a ation is active it blocks
dl new arivds to it till it becomes active again.  This means that a any point in time the
average nonconditiona arriva rate per Sation is dependent on the service time of this Sation.
This is why changing the service time changes the sysem throughput by changing the input
traffic to the system, but the system staysto be aloss less system.

From the andysis we dso found that this type of network can have better performance in
terms of decreasing the delay to a minimum vaue by using adaptive caculaion agorithms of
the system parameters such as Nys we. These adaptive agorithms can run on the base station
(access point) and their results transformed to the other stations if necessary, as the base
daion isthetraffic controller in this systlem anyway.
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Chapter 6
Summary and Future Work

6.1. Summary
In this thesis, we have given an introduction to the concept and needs for wirdess LANSs in

Chapter 1. Then, in Chapter 2 we have given an overview of the different technologies
involved in this area. In this overview we explained the different solutions used in the physica
layer and the medium access control techniques used for wirdess LANSs with a list of the
advantages and disadvantages for each dternative. 1t was found from Chapter 2 that the big
chellenges facing wirdess LANSs are the need for standardization and the lack of wireless
frequency band alocation, especialy for RF WLANS.

In Chapter 3, we moved to explain the standardization effort done to achieve interoperability
between different wirdless LAN products from different vendors. Two main standardization
organizations are working in the fidd; the IEEE in the US and ETSl in Europe. They have
produced in the late 90's stable draft of their stlandard specifications. These standards are
cdled IEEE 802.11 and ETS| HIPERLAN, respectively.

In Chapter 4 we proposed an analysis for the CSMA/CA protocol and numerical results were
obtained from thisandyss. From the analysis done on CSMA/CA we conclude that :

The protocol gives good performace in terms of throughput and delay for low load
conditions.

The protocal is not suitable for time critica gpplications such as audio and video gpplications
as there are no guarantee for an upper bound of the delay.

The andysis usng SSS gave results tha are near to those obtained via smulation which

indicates that the technique is accurate, yet easer mathematicaly than traditiona techniques
and can be used to anayze other protocols.

In Chapter 5 we consider a composite network consgting of awireless LAN using the PRMA
access protocol, which is interconnected with a wired LAN using the CSMA/CD protocol.

For the composite network to operate, we modified the model for the access point. We then
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used edtablished reaults in the literature for each individua network, to evduate the
perfformance of the combined network. From the andysis done on Hybrid PRMA-
CSMA/CD we concluded that:

Interconnection between wireless and wired LANs using the Hybrid PRMA-CSMA/CD
protocol proposed in thisthesis is possble and gives adequate performance results.

Anaysis of hybrid wirdessiwired interconnected LANS can be obtained approximately from
the analysis of each sub-network in isolation if suitable assumptions are made,

This type of analyss is an gpproximate ore and gives an idea of the expected worst case
performance of the system under different traffic conditions.

The andysis showed that some parameters of the system can be chosen to maximize the
system performance while assuring sability.  This suggests thet these parameters can be
caculated adaptively during operation to assure best performance under different load

conditions.

6.2. FutureWork
Some of the work that can be done in the future include:

1. The dfect of usng handshaking techniques (RTSICTS) in CSMA/CA could be studied
using Single Station Superposition (SSS) technique.

2. The performance of CSMA/CA could be studied with the effect of channe parameter,
hidden termind problem, and capture effect using the same SSS technique. The effect of
these parameters in this case will appear in the probability of collison through a different
channd statemodd.

3. The performance of interconnecting PRMA with CSMA/CD could be studied assuming
adaptive cdculations of the inbound wirdessto-wired sub-channe number of dots
(Nws wa) interms of the traffic ratios Rys wa and Ryg_ws t0 give the best performance.

4. The performance of interconnecting CSMA/CA with CSMA/CD could be studied using
the same agpproach used in Chapter 5 and reusing the results of CSMA/CA given in
Chapter 4.

5. The peformance of usng PCF and DCF, together, in IEEE 802.11 could be andyzed
using SSS again and some of the techniques used in Chapter 5 for hybrid protocols.

6. The peformance of NPMA used in HIPERLAN can aso be andyzed using SSS since
arly smulation results exigt for this protocol.
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Appendix A
Mathematical Analysis of CSMA/CA Protocol

Calculation of Normalized Throughput (S) and Delay (D)
The equilibrium equations for CSMA/CA modd given in Chapter 4 are asfollows.

B,{-r)=B,, . 1£iEm O£ jEV -2 (A-1)
(1- s K+l 1 +(1-S)K, = A (A-2)
s.K;+s.K;=1I.1 (A-3
K,=(1- b)B,,, : 1£i£m-1 (A-4)
é oY%t u
(1- b)a- fleA+a ar,-Ba=T, (A-5)
é i=1j=0 a
é Vyt u
(1- b)feA+ar, B, a=C, (A-6)
e =0 a
Vb-l
(1-b)fa r,.B, =C, , 2E£i£m (A-7)
j=0
T,=T,=.T =.T_,=K =K, =K, (A-8)
Ci=GC,=.C =.C =K =K, =K;; 1£i£m (A-9
&Yt & s & es g U
l+A+gaaB +raT+aK+aaC +aK;u=1 (A-10)
i=1 j=0 i=1 i=1 i=1 @j=1 j=1 a

A firg gtep in the solution is to give the expresson for r;;. This is given by the following

expression:
1 . .
r, :V—j , 1£i Em, O£ jEV, -1 (A-11)

Then from (A-1) one can write:
A

Bijﬂ:BiOO(l- r") , 1£i£m O£ JEV.- 2 (A-12)
=0

Subgtituting (A-11) into (A-12) one obtains:
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B = By :
Accordingly:
V-] . :
B, :B‘OT , 1£iE£m O£ jEV, -1 (A-13)

Also, equation (A-9) implies that:

K, =C,

Then by subgiituting into (A-4) thefollowing is obtained:

C, =(1- b)B,,, : 1£i£m-1 (A-14)
Subdtituting (A-13) into (A-7) it is found that:

tlee 1 O_ &, - j0

C,=(1- b)f B = 2£i £
1= )?}og\/i—jfa”gviz i£m
which yidds
C.=(1- b)f.B, , 2E£if£m (A-15)

Subgtituting from (A- 14) into (A-15) it can be shown that:

c,=f.C,, ., 2£i£m

Hence:

c,=f"*¢c, , 2E£i£m (A-16)
Also, by substituting (A-13) and (A-11) into (A-6) it can be shown that:

Cy =(1- b)f(A+By,) (A-17)
Subdtituting (A-17) into (A- 16) yidds

C, = f'(1- b)(A+By) : 1£i£m (A-18)
Also, subdtituting (A-6) and (A-7) into (A-5) yidds.

Aa- fod
T = : C A-19
! 8 f zic’:il . ( )

Usng (A-18), equation (A-19) can be written as:

- fo a&- fmo
T =c——={A+B_)f +H1- b
1 8 f g( + 10) 81_ f g( )

Thus
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T,=(1- £")(A+By)(1- b) (A-20)
From equations (A-8) and (A-9) it is obvious that:

K,=T, & K,,=C,

Substituting these values and equation (A-18) into (A-2) and (A-3) it isfound thet:
(1-s)f"(1- b)(A+By)+l .1 +(1-s )T, = A (A-21)
s.T,+s.f"(1- b)(A+By,)=1.1 (A-22)

But using (A- 13) one can obtain:

V-1 V-1
Q' & o o &Vi-j_¢ V +1
aab =aB =aB
i=1 j=0 : i=1 0j:o Vi i=1 2

Also from (A- 15) the above expression can be rewritten to give:

ém \gl Vl +lB + Om Cil \/I +1
i=1 j=0 2 10 i=2 f(l‘ b) 2

Subgtituting fram (A- 18) into the above expression yidds:

g% v+l & f'(1- b)(A+B,) V. +1
%jzoai_ 2 Bl°+§2 fl-p) 2

V V +1

+8 (A Blo)

i=2

Replacing eech i by i+1 in the summation a the right hand Sdeyidds:

m V-1 m1
&Y% V,+1, B, Vi, +1
aaB =" "8B+af (A+By,)—2—=
i=1 j=0 i=1

For abinary exponentia back-off V; takes the expression:
\/i = 2i 'CWmin

Subgtituting this expression into the summation above yieds

g%t 2cw ®.CW,,, - 2CW,,.(2f)™" 1- fm™10

B, = =M *1g oy f(a+ o + T

ia:ljazo ! 2 oo ( Blo)é 1- 2f 2-2f 5
(A-23)

In the same manner it can be also deduced that:
éméaC--+é3 K..S:(L+3)6°1mC = f(L+3)(1- b)(A+|31)"ﬂ' 0 (a2

i=1
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Subgtituting (A-22), (A-23) and (A-24) into (A-10), and performing some mathemetical
manipulations, the normalizing equaion can be rewritten to give:

ST - B(A+By)
, 200, +1 €20W,, - 2CW,,(2F)™ e fmlu

B, + f(A+ Blo)g 1- 2f 2-2f 4 (A-25)

+(L+3T,
a- fmo

+H{L+3- BA+BIE =1
Now eguations (A-20), (A-21), and (A-25) form three linear equations in three Sate
probability variables. Hence, solving equations (A-21) and (A-22) are together we get:
T, +B,+[ "(L- b)- J(A+B,) =0 (A-26)
Also, from (A-20) it can be shown that:
(A+ E%) - (A-27)

[L- £m)2- b)
Subgtituting (A-27) into (A-26) and smplifying, the following formula is obtained:
b

— T
(- p- £m) "

Accordingly, by subgtituting (A-27), and (A-28) into (A-25), and solving for T, one obtains:

By, = (A-28)

T = L

" 1 20W,,, s @AW, - 20W,, (2F)"" 1- ™18 a- fmol
_+(L+3)+(1_ b)(l— fm)gu > b+|_f m(1- b)+fS T 2f + T ﬂ+f(L+3)(1 b)g fﬂa
(A-29)

What equation (A-29) givesisthe vaue of T, in terms of the other syslem parameters and f
and b. Thisiswhat needed to find throughput and delay vaues. The throughput for the whole
syslem is given by the following expression:

S=U.P,

where Ps is the throughput for one gtation, which is equa to the sum of the probabilities of
beingin a successful transmission state. Accordingly, the above expression can be written as

follows,
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Substituting from (A-8) into the above expression one obtains:

S=U.LT, (A-30)

To complete the performance equatio ns an expression for the system delay interms of T1, f, b
and system parametersis needed. This expression will be derived in the following:

Subgtituting equation (A-20) into (A-22) one can write:

S S T,
=27, +> f"(1- b)——f>t

B ( )(1- b)(1- f”‘)
_s-¢ f"u _
= Tlng- o (A-31)

From Little's formula the normaized delay for one station in terms of unit packet transmisson
timeisgiven by:
1-1

D="—
P

Hence, the dday in dotsis given by multiplying the above expression by the packet length L
which yidds
D= ﬂL

=)

S

Subgtituting (A-31) and the value of Psinto the above expression one can write:

S_Tl§+ LY
[ 1- f"g
T,

1-
D= (A-32)

Calculating the Probabilities of Busy (b) and Collision (f)

Assuming that the total number of gations in the network is U, the probability of collison fis
the probability that one or more of the other U-1 nodes transmits at the same time the current
detion is trangmitting. This hgppens only if one of the other U-1 stationsis ending its back- off
or tranamitting for the fird time at the same time the current sation isdoing so. Thisis defined

asfollows
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f = Pr{One or more of the U-1 gationsis deciding to transmit}
= Pr{One or more station isin A state E (one or more station isin back-off
C such gtation(s) end back-off)}
= 1-Pr{ All U-1 gaions are not deciding to tranamit}
= 1-(Pr{ Not deciding to transmit for one station})"*
= 1-(1- Pr{ Deciding to transmit for one station} '
= 1-(1-P{ Stationisin A E (itisin B; C it decides to end back-off)} )V?

Accordingly, f iswritten asfollows

¢ e g%l ou
f=1-d-cA+a a Br=u
é ¢© i=1 j=0 [y
Subgtituting from (A- 5) into the above expression yidds.
L U-1
T, 0

&
f=1-¢l-

& o e (A-39

Next we find the probability b that the medium is busy. To do so we construct a Markov
queuing modd that represents the channel different states (Fig A-1).

O = Occupied with successful transmission

N = Occupied with collision

E = Empty (no transmission)

Fig A-1 Markov state model of the channel
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The modd shown in Fig A1 represents the states of the channel as seen by an observing
sation. These states are empty E, occupied with successful tranamission O;, or occupied with
colligson N;. The channd is empty when there is no node tranamitting & dl. It becomes
occupied when one or more of the U-1 remaining nodes is tranamitting. If only one node is
transmitting, the channel goes to states O with probability g. In this case it is seen by the
obsarving dation as being busy and carrying a successful transmisson.  This continues for the
L dots period of the packet plus the 3 dots period of the acknowledgment. On the other
hand, if more than one node is trangmitting, the channel goes to sates N; with probability p, in
which case it is seen as being in collison. It must be noted however that an observing Sation
does not take any actions towards this collison, and it is detected by the tranamitting Station by
means of NACK or no ACK &t al.

What is required here isto find the probability of finding the medium free a the senang time.
This probability is denoted by 1-b and is equd to the steedy State probability of having the
channd a Sate E of the Markov modd given in Fig A-1. To find this probability, the steady
date equations of the above queuing modds must be solved. The equilibrium equations for the
above modd are (again we use the label of the State to represent the probability of being in the

state):

0,=0,=.0..=0., (A-34)
N, =N, =..N,.= N, (A-35)
O =qE (A-36)
N, = p.E (A-37)

and the normdization equation which will replace the equilibrium equation a Sate E is as

follows
L3 L3

E+aG+aN =1 (A-38)
i=1 i=1

By subgtituting equations (A-34), (A-35), (A-36), and (A-37) into equation (A-38) it is found
that:

E+(L+3).qE+(L+3.p.E=1

Thisyidds
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1
"1 (3 av p)
Since the probability of finding the channd free (1-b) is the probability of being a sate E, then:
_ 1
1+(L+3(a+p)
From the previous description q is the probability of only one Sation of the U-1 dationsis

(A-39)

(A-40)

trangmitting. Thisis given by the following eguetion:
a5 s 0

=U-2ca T +a K=

a=( )gg raks

Thisyidds

q=(U-1)(L+3)T, (A-41)

On the other hand, p isthe probability of two or more ations transmitting at the same time on
the channd. Thisisgiven by:

& Vgl sY-1
0
p=1- (U- J(L+3)T,- gI+A+aaB—
i=1 j=0 2

Subgtituting equation (A- 10) into the above expressonyidlds:
g g, U0
p=1- (U lL+3 él aT+aK+a@aqj+aK”lﬁ_j

Usng (A-20), (A-24) and the above expresson one can write:

&f o
)

(L+$ (L+3g———;nu (A-

pzl-@L]XL+$ﬂ

: ('LCD\

42)
Substituting (A-41) and (A-42) into (A-40) yields

1- b= 1

'
[u

8
QS

: ('&('Dw

1+(L+3)6L- &

C>C ~Cre

- (L+3T, @+$§

B

The above expression can be rewritten as follows
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1

b=1- = T (A-43)
é & f o_u &
+(L+3)¢1- L+3 L+3)c———=T,u =
(L9 d- (LT (LI ony

Equations (A-29), (A-33), and (A-43) are three non linear equations in three variables Ty, f,
b. Assuming that dl the sysem parameters like arivd rae | and number of users U take
arbitrary vaues, these equations can be solved together numericdly to get numerica vauesfor
T,, f, b. These vaues can be used in the throughput equation (A-30) and delay equation (A-

32) to obtain their vaues.

Calculation of Normalized Fresh Offered Load (G)
The fresh offered load presented to the medium by one station G;™ in terms of messages per

G," = average number of new messages arriving on station per second
= average number of new messages arriving per dot / dot duration

= probahilitv of new arriva per dot / dot duratior

second isdefined by
Thisisgiven mathematicdly by:

G =— messages/sec (A-44)

wheret isthetime dot duration in seconds.

To obtain the offered load for one gation in terms of packets per second G; we need to
multiply the above expression by the average number of packets per message which is equa
to 1/s. Thisresultsin:

G, =L—.£ packets/sec (A-45)

s
Findly, to normdize this expression againg the channed cgpacity C given in bits per second we
need to multiply G1 by the message length in bits and then divide it over C. This gives the
normalized fresh offered load per sation. To get the totad normalized fresh offered load G we

multiply by the number of stations U to get G asfollows
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c=Es&C g,

which can be reduced to:

ULl
S

G (A-46)
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Appendix B
Packet Reservation Multiple Access (PRMA)
Pr otocol

Introduction

This protocol is a hybrid protocol, i.e. it uses both contention based, and contention free
access methods.  This technique is dready adopted in the IBM wirdess RF LAN
[BAUCHOT95], and has proven to give a satisfactory performance compared to other
techniques. Moreover, it has severd advantages over techniques using only contention based
MAC protocols. Some of these advantages will be stated after the description of the
technique itsdf. In this appendix, we will repeet the anadlysis done for this protocol in
[MITROU9Q]. In order to explain the systlem and the analyss in more details, a queuing
model that describes the system operation is proposed. Also, based on the understanding of
this modd explanations that go beyond those found in [MITROU90] will be given to alow the
reader to further understand the andlysis equations. This is necessary as the work in Chapter
5isbasad on the andysis given in this appendix.

Network Architecture

The main feature of a reservation multiple access technique is that it is a centraized technique
i.e dl thetraffic of the network goes through a centra node; called the base station which will
be denoted here as BS. The other dations will be named workstations, which will be
denoted WS Hence, the network architecture here is an infrastructure architecture with

centrdized dataflow (FigB-1).
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BS=Base Station
WS=Workstation

Fig B-1 Network architecture of PRMA

Protocol Description

The protocol uses two different frequencies, one is for the Inbound (WS to BS) connection,
and the other for the Outbound (BS to WS) connection. Both of the two channels are
divided into frames, and each frame is divided into time dots. A time dot that is repested
periodicaly in dl the frames condtitutes a logical channel. Thus, for any sesson two logica
channels are required; one for the inbound, and one for the outbound.

Each data source when active is assumed to use one time dot per frames i.e. one logica
channd. The group of logica channels assigned for the actud information transfer is caled
information channels. On the other hand those channels used for dotreservation, and other

connedtion-control information are caled control channdls.
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In the inbound link a number of uniformly distributed logica channds are marked as permanent
reservetion channds (R dots) as shown in Fg B-2. The tota capacity of permanent
reservation channels is what is called the reservation capacity threshold®. The other

remaining dots are mainly information dots (I dots). In order to make the protocol more

flexible, any one of the information dots can be temporarily used as an extra reservation
channd (ER dots).

Frame

Inbound Frame

EA Outbound Frame

A = Acknowledgement

| = Information

EA = Extra Acknowledgement

R = Reservation
ACK2 CD — Cutra DAcAn iati Al
NACK

Fig B-2 Inbound and outbound time frames for PRMA

To make more efficient use of the available bandwidth each of the R and ER dots are divided
into mini-dots each capable of carrying ore reservation packet. In the outbound link the
control channels carry out the acknowledgment packets (A dots). These packets are used for
backward error control. The A dotsfollow the R dot intimeasshownin Fig B-2. Again any
of the | dots can be used as a temporary extra acknowledgment channel (EA dots). Also,
both the A and the EA dots are divided into mini-dots. Each mini-sot can convey one ACK
or NACK packet.

® These are the slots that guarantee that the contention-based part never vanishes from the frame time.
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In order to describe the protocol a two state periodic source is assumed to be behind each
connection.  As one specific source changes state from “on” to “off” or vice versa, the
corresponding connection passes through four states in a cyclic way. These states are shown
inFig B-3. The MAC procedure proceeds as follows (Fig B-4):

Each connected WS contends for an information dot every time the source behind it changes
gate from idle to active, by transmitting a short reservation packet on the first avalable
reservation mini-dot with a certain transmission probability P+. Upon successful transmission
the WSisassigned an | dot that isreserved for it till the end of the current packet. If there are
no information dot avalable, the connection is queued, till a dot becomes free which is
represented by S3 in Fig B-3(b). If the reservation processis unsuccessful due to collison or
due to transmisson erors, the WS is backlogged, and it tries again with a certan
retransmisson probability Pr on the next reservation mini-dot. Pg is cdculaed for each
system state to guarantee stable operation.

The BS acknowledges the outcome of preceding reservation-packet transmission (Success or
not) and dlocates | dots by means of ACK and NACK packets transmitted through the
acknowledgment channdl.

The BS gation is dso respongble for notifying the WS of the channel occupancy as well asthe
gppropriatevaue of Pr. Specia control packets do this.

Looking a Fig B-2, it can be seen from it that there are three types of acknowledge packets;
ACK1 which contains the WS id and a “wait” pattern in case that there are no free | dots
currently; ACK2 which contains dso the WS id and the number of the | dot alocated “1m” in
case aresarvation is made successtully; and findly NACK which contains an “ldi€” paitern in
case of erors in the received reservation packet. Each WS, which has transmitted a
reservation packet, waitstill it receivesits own ACK or any NACK packet before it transmits

information. In the case of NACK it assumes that the transmission was unsuccessful and tries

agan.
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_1/Sav
Message arrivad

(@) Source States

(Sal nha)

S1

Transmission
(K2)

(b) Connection States

Fig B-3PRMA statetransition diagrams:. (a) Sour ce states (b) Connection states
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Message arrives

v

Ps=Pt

Ps=Pr

Yes

Negative ack.
(NAK)

start of R minislot
reached ?

generate uniform number

X>r ?
X

Ps=Pr

Transmit reservation 1—'

request

Ack. received from
base station 7

Hold data

My reservation
ACK received

No

Yes

No

Transmit
packet

v No
Get | dlot number Y esPp
from ACK Yot reached
No

Message end
reached
Yes

Fig B-4 Flow chart of MAC procedure of PRMA
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The acknowledgment delay depends on the structure, and load of the outbound channel.

However, this channd is free from collison, as it's completdy a controlled access (no

contention) channel.  This provides more free BW which can be dlocated for the
acknowledgment channdl.

From the previous descriptions it can be inferred that the main features of this protocol are as

follows

1.

The BS has complete control on the information-dot allocation process. The alocation can
be done in away that the remaining free dots are ditributed as uniformly as possible over
the frame. This increases the probakiility of collison-free transmisson, which enhances the
overd| performance of the system.

. The resarvation dots are divided to more than one mini-resarvation dots, which resultsin a

more efficient usage of the available reservation BW.

. By asdgning some of the frame dots as fixed reservation dots, a minimum bandwidth is

reserved for reservations, which results in keegping the access delay under a certain lower
limit epecidly in high load conditions.

. By dlowing for | dots to be temporarily used as reservation dots the protocol has gained

an adaptive property that makes its operation more stable under different loading
conditions.

. The outbound channel has only one user, which is the base station. Hence, its only effect

on performance is the transmission time of the frame, which is added to the delay.

Performance Evaluation

From the previous description of the protocol, it can be seen that the open queuing mode for

this protocal is as shown in Hg B-5.
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Aloha request queue Aloha server Reservation queue Reservation

N NM ~ NR @

Queuelength=H Queuelength =K;

Switching control

Station queu

Buffer length=1 msg.

U inputsto N-Nr outputs matrix switch

( ) N\
! ctive gtations

dots
(N-Ng)

N
S Information
O
1

C )
\ U /

. » |dle stations
0]

Fig B-5 Queuing model of PRM A
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The above queuing moded represents a system that conssts of U customers. | of these
customers are idle, i.e. have no messages to send. The other U-I customers are active and
have a buffer for only one message, which may conssts of many packets. Active stétions are
blocked and do not accept any new messages tell they become idle again. Active stations
could be in one of three stages. The three stages are respectively; contending to send a
resarvetion for an information dot, waiting to be assgned an information dot after sending
reservation, or trangmitting after being assgned an information dot.

When a source changes from idle State to active Sate, it joins the Aloha queue by garting to
contend for a reservation minidot. As there are (Ng) reservation dots per frame, and each
contains (Nys) mini-dots, then the Aloha server has a service rate equal to Nr.Nys packets
per second. The length of the Aloha queue is the number of contending stations (H).

After a source succeeds in the Aloha process, its reservation request is queued in the
reservation queue. The reservation server sarvices it whenever a free information dot exigts.

Accordingly, the reservation server has a service rate equd to the number of free information
dots per frame. Thisis equa to subtracting the sum of the totad number of busy information
dots per frame (K,) and the total number of reservation dots per frame (Ng), from the tota

number of dots per frame (N). This means tha the service rate is N-Ng-K, packets per
second.  The length of the reservetion queue is the totd number of dations waiting for an

assgnment of an information dot (K ).

Upon sarvice by the reservation server, the node requesting transmission is assgned a fixed
information dot that is kept for it till the end of dl the packets of the current message.
Consequently, the information transmission process is a deterministic process and its server is
capable of transmitting only one packet per frame. On the other hand, because there are more
than one information dot per frame, the queuing mode shows multiple servers. These servers
are assigned one for each node queue under control of the reservation server. This control is
represented in the queuing model by the matrix switch.

As it can be seen from the above modd it is mathemdticaly difficult to andyze the network
using this open queuing mode. This difficulty can be very obvious by noting thet to andyze the
system using the above queuing modd, an expression for the arrival processes and departure

processes to and from each independent queue must be found, which could be a very
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exhaugtive process specidly that the service rates for some servers are dependent on the
lengths of some of the queues of the system.

Although the previoudy given queuing modd is not practically useful for mathematical analys's
it is very much useful in describing the system operation. As far as mathematicd andysis is
considered, another more smple and yet accurate technique, caled closed queuing model, is
used.

The closed queuing modd in brief represents the system status by grouping the customers in
the same tranamission Sae under one group. This leads to having a number of groups equd
to the number of possible states. The number of these groups will condtitute the dimensions of
the network state vector. The coordinates of the state vector will represent the number of
customersin each group. For further explanations, refer to [WOODWARD93].

In the following, an andyticad moded using closed queuing method will be presented including
al assumptions and gpproximations used, then the final equations will be sated. This modd is
dready derived in [MITROU9Q], but extra explanations are given here.

The sysem is modded as a Markov modd with fixed population U. The states are
represented by three-dimensond vectors. The components of the vectors are (H,1,K). The
closed queuing modd for the system is shown in Fig B-3. | isthe number of slent Sations of
al population U. H is the number of gations contending for a dot (i.e. trying in the Aloha
reservation). K is the number of dations ether tranamitting K, or waiting for an informetion
dotsKj.

If we can find the probability P(h,i,k), which is the probability of being in dae
(H=h,I=i,K=K) then dl the required datistics like throughput and delay can be calculated

eadly.

Calculation of Probability of |

The aggregate slent process of dl U sources, represented by the random variable | isan
autonomous processi.e. it is independent of the values of H and K.

In part (8) of Fig B-3 a two-state modd of the source is assumed. The two states of the
source are ldle and Active. The source is assumed to stay in each state for arandom duration

that is exponentidly disributed with average values equd to S, and T, respectively.
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Accordingly, the average rates of entering to and exiting from the Idle state are respectively
s=1UT, and | =1/S,,.

Since the process described by the random variable | is affected by the sum of the arriva
processes over al of the nodes regardiess of the individual ariva process modd of each
source, the total aggregate arriva process of them will be gpproximately Poisson with an
ariva rate eua to the sum of the arrival rates of the active sources. This means that the
random variable | has an inter-arrival time that is exponentidly digtributed.

By assuming thet the dot sze is very smal compared to the average time between arivds,
only one arrival can occur during a dot. Also, as the arivd and departure rates are
comparable, only one departure can occur during adot.

It must be noted that service here means that source changes from idle to active state, and
arriva means that a source ends its transmission and changesto idle state. Also, any number
of sources, up to the maximum number of users, could be active smultaneoudy, which means
that customers can be serviced smultaneoudy. This means that there are multiple serversin
the system, and as the number of these serversis larger than the number of the customers, the
queuing sysem behaves asiif it has infinite number of servers.

Findly, as the number of cusomers in the slent date reeches the maximum number of
population U, the system is non-blocking and can be safely assumed to have infinite buffer
methematicaly.

These assumptions lead to a queuing system that has single arrivd  and single departure per
dot. The populaion of this sysem is finite, which is equa to he number of ations. The
system can be assumed to have an infinite buffer and infinite number of servers. The inter
ariva time is of an exponentid digtribution as the arrival process is Poisson.  Findly, the
service process is assumed to have exponentid distribution using the same arguments used for
the arrival process.

The resulting queue from the above description is an M/M/¥/¥/U queue. The solution of this
queue is given by the equation [BERTSEKASS7):

pr{l =i}=P(i)= (s /I )Eéi’ %/(“s/l ¥ 0£iEU

(B-1)
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where:

s istherate of entering to the slent Sate for asingle source.
| istherate of exiting from the Slent Sate for asingle source.
U isthetota number of stations (Population).

Note that :

s =1 = (B-2)

T, S.,

where:

Tav isthe average talk period for asingle source.

Sy isthe average sllence period for a single source.

After gudying the Speaking/Silent process, it is time to look a the Aloha Reservation
process. This process is described by the rand om variableH, which is the number of sations
contending for areservation dot.

In contrary to I, the random variables H and K depend on the vaue of 1. Thismeansthat to
cdculate the state probability we need to find Pr{H=h,I=1,K=k}.

The problem is smplified if it is noticed thet k=U-h-i. This means tha K can be totdly
determined if H and | are calculated. From this it can be concluded that the States are totally
determined if only H and | are determined. This reduces the problem to two-dimensona state
variables instead of three- dimensond varigbles. This reduction means we need to find the
probability Pr{H=h,1=i} instead of finding Pr{H=h,|=i,K=Kk} which contains three variables.
Also from probability theory it is known that:

Pr{H=h,I=i}=Pr{H=h|I=i}.Pr{l=i}

An expression for Pr{l=i} have dready been given. In the following section the expresson
for the conditiona probability Pr{H=h|I=i} will be derived.

Calculation of Probability of H|l

Define H(t) as the number of stations contending for an R dot & time t, wheret is measured
in mini-dot times. 1t is assumed that with varying H, the process described by H(t) remains
gationary. This means that Prob{ H(t)} isnot afunction of timet. Thisisnot completdly true,
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but it is an acceptable gpproximation if we assume that Prob{ H(t)} has a settling time congtant
that is much smdler than thetime dot.

It is also assumed that the probability of transmitting in the Aloha scheme is the same for both
backlogged stations (stations that are retrying transmission) and sations tha are just sarting to

contend, i.e,
PR=FR=p (B-3)
Here:

Pr isthe probability of transmisson for a gation just Sarting to tranamit.

Pr is the probability of transmission for a backlogged dation (i.e. a station that has failed to
trangmit and trying to tranamit again).

This assumption is vaid because it is most common that a free | dot that is used as an extra
reservaion dot (ER dot) follows a long interva of occupied dots. In fact thisis the reason
why we need ER dots. This means that if we take any of the two probabilities equa to one,
the probability of conflict on the ER dot will increase, which will increase the callison
probability. So it is reasonable to take both Pt and Pk not equa to one. The reason for
taking them equd to each other is to smplify cdculations. This assumption means that both
newly arriving messages and those backlogged will take the same chance (i.e. priority) for
granting access to the channd. In fact it is more reasonable to have backlogged messages
having lower priority asthey dready had a previous chancei.e, Pr > Pr.

Moreover the mini-dot size is assumed to be smal compared to the mean time between state
changes. This assumption meansthet during the mini-dot time the system can occupy only one
dae This results in having |(t), and H(t) constants over the mini-dot period, which means
that time can be taken to be of discrete nature with steps equal to the mini-dot Sze.

It isvery essentid to notice that the current vaue of H(t+1) is equd to the previous vaue of
H(t) plus the number of arriving (changing from slent to contending) stations dH(t) minus the
number of departing (succeeding in reservation) stations NH(t). Also, the probability density
functions of dH(t) and NHt) depends only on the current value of H(t) a time t and are
independent of dl previous vadues of H(t) before time t. Hence, the probability dendty
function of H(t+1) depends only on the vaues of H(t+1) and H(t). This together with the
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assumption of smal mini-dot Sze leads to a system that has discrete time State trangtions with
the current state of the system having probability distributions that depend only on the current
and previous state of the ystem. Thisisthe so called Markov Chain process.

A Markov chain is completely described by its one step trangition probabilities. These
probabilities for the given processwhich is H(t)|l will be referenced asPr; where:
Pr=Pr{H(t+1)=j|H(t)=h,I1=i}

They will be sated verbally then quantitatively in the following:

0, j<h-10
t Pr{oneST (t), noNT (t)| H (t) = h,1 =i}, j=h-1
P, =i Pr{{noST (t),noNT(t)Jor[oneST (t), oneNT (t)] IH(t)=h,1 =i}, j=h J{,
+ Pr{noST(t) oneNT (1) H t) = h1 =i}, j=h+L
10, j>h+1h
(B-4)
where:

ST(t) isthe event of successful transmission & the tth min-dot.

NT(t) isthe event of new transmisson message a the tth mini-dat.

Now let the probability of being in aresarvation mini-dot a timet be denoted by Pus(t). This
probability can be given approximately by the following equation:

RPus(t) = Ng(t)/N (B-5)

where:

NRr(t) isthe number of reservation dots in the frame a time t including extrareservetion dots.

N isthe total number of dots per frame.

Now the quantitative values of the previoudy given probabilities will be derived:

Pr{oneST(t)|H(t)=h,1 =i} =hpP,, [1- p,]""Ps(t)

Pr{nOST( )l H( )_ h I :.}_l hpt nerr* [1 pt]h-l'PMS(t) (B_G)
Pr{oneNT (1) | (t): hI =i} =il F/(N.N,)

Pr{noNT(t)| H(t) =h,1 =i} =1- il F/(N.N,s)

where:

F isthe frame 9zein seconds.

Nws isthe number of mini-dots per dot.
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Prerr IS the probability of error free packet delivery, which depends on source coding, channel
coding, error control techniques and channd characteritics.
i0, j<h-1Q

[P 1 B P JI F/NN,G)  j=h-1f
[1 hpt nerr[l pt]hl MS ][1 II F/N NMS]

) )

0 = j=h y (B-7
: | + hpt nerr[l pt]h 1 MS ) il F/N'NMS’ T
- hp, P [1- P PusO)fil F/N.Nys, j=h+1l
,O j>h+1b

Thevdueof Py4t) dependson Ng(t), and Ng(t) is given by the equation:

\l,N'k, k<N-NRM|Nl.;1

Na(0)=) k3 N- N

i 69

RMIN » RMIN
where:

Nrvin 1S the minimum number of reservation dots per framei.e. it is the so caled reservetion
threshold.

Note that the above equation states that Ng(t) depends only on Kk, and since k=U-h-i, then

Pus(t) aso depends only on k by subgtituting from equation (B-8) into equation (B-5).

Calculation of State Probabilities Pr{h,i}
The equilibrium state probabilities conditioned on | can be found by solving recursvely the
following equation:

P(hli)=P(h- 1]i).b,../d, (B-9)
where:

B, = Py /(F/(NNo) =[1- hp P [L- p]" Ry il

dy = Popr/(F/(N-Nys)) =hpP [L- P Rys[N-Nys/F - il ]

and bn, dn are the birth and degth rates of the birth/desth process, respectively.

(B-10)

Dencting the probability of being & state h=0 by P(0|h), we can write;
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b

- 5 h N
P011)O L, 1EREU-h, OEiEU-1 h+i+k=Uj
! 2 d, !

P(h|i)=h h=0, i=U, h+i+k:U1y
LP(0i), h=0, O£i£U-1 h+i+k=Ul
10, otherwise b

(B-11)

and from the normalization equation of probakilities we can write:

U-i

a P(hli)=1 (B-12)

h=0
Subgtituting from (B-11) into (B-12) and with some smple mathematica manipulétions it can
be shown that:

i U
i :
! 1 , 0£i£U -1
[ P « P |
T h=1 =1 d T
N . i (B-13)
P(0]i)=11, i=u y
i )
: i
! !
1o, otherwise |
| [
i :
! P

Findly, as stated before to find the unconditiond state probabilities Prob{h,i} from the
conditiona probability Prob{h|i}, the famous relation Prob{h,i}=Prob{h|i}.Prob{i} is used,

giving:
i as o) o a
U 1 1
.:.P(0|i)><e - 0E£IEU, h=o, h+i+k=Ul
i EE_‘H 3—9 T
I e leo I
: ?19"6&)9 :
i 5o 5 & i o i
P(h,i)=tP(0]i)O Oi'lve' 28 ogigu, 1£EhEU-i, h+i+tk=Uy
g !
e a .
I |
| T
| T
70, otherwise T
! !
1 b

(B-14)
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Performance Par ameters

The normalized throughput per frame time Sis defined as the total number of successfully
trangmitted messages during the frame time divided by the channd cepacity. As the Aloha
process controls the time divison multiplexing access, then we will need to find the throughput
of the Aloha process firgt so that we can find the system overdl throughput and delay.

The throughput of the Aloha system Syga(h,i) can be stated verbally to be equa to the
number of contending gtations h multiplied by the probability that one of them transmits
successtully in a dot multiplied by the number of reservation dots per frame divided by the

channd capacity per frame.
Hence, we have the Aloha channd normdized throughput S,ana(h,i) given by the following

equation:

SuonedNi) =M Py [1- P Ng (t)/N (B-15)
On the other hand, the offered load to the aloha channd a the input is given by the equation:
Guonali) =11 F/(N-Ny) (B-16)

The message access delay D(h,i) consigts of two parts; the random access delay of the Aloha
process, and the queuing delay in the reservation queuetill adot is reserved.
Then the total message access delay for acertain h and i denoted by Dao(h,i) is given by:

Diace (111) = Dy (1,1)+ D e (0, ) (B-17)
where;

Daloha(h’ I) @h/saloha(h I )] F/(N N MS) + ntr (h’ I ) Adeel ay' F/ N (B' 18)
I:)queue(h’i):‘|,O.5F U-h-i- N+Ngyy <00

VE+[T,/U-i)U-h-i- N+N,,,) otherwise

(B-19)
ny(h,1) denotes the total number of retries before a successful transmission occurs and is given
by:
n,(ni)=y/1- pJ"* P (B-20)
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Also the Acknowledge delay (Ack delay) is smal because the return channd is free of
colligons. Hence, the Ack delay here will be assumed to be congtant, and will take the value
of threetime dots.

Subgtituting equations (B-11), (B-16), and thevadue of Ack delay in equaion (B-14) we get:

D ord1) @Y/(p-Ng (INys) + IN] F/ (R J1- R]) (8-21)

This access delay is per message.  Another delay that must be added is the average
transmission time of the message Dy,. Thisis equd to the number of packets in the message
multiplied by the frame Sze as each frame services only one packet of the message.

D . Tay B-

o« @F (F/—N) (
22)
Thetotal message ddlay D(h,i) isthe sum of both.
D(h,i)= D, (h.i)+ Dy (B-23)
Thethroughput of the sysem S(h,i) can be found from Littl€ s formula as follows.
q“”‘%@% (B-24)
Fndly, it must be noticed that the values of throughput, offered load, and delay are Sate-
dependent i.e. they are given for a certain vaue of i and h. To get the average values for
throughput, offered load, and delay, the state-dependent vaues should be averaged over the
Sate probabilities.
In mathematical words thisis given by:
s=8 s(hi).p(h.i)

hi

Gzéeﬁpm (B-25)

D=3 D(h,i)P(h,i)

hi
One more thing to note is that an important parameter affecting the performance of this system
is the tranamisson probability p;. This parameter is actualy calculated by the access point
according to the state of the system to ensure better adaptive performance. In the following

the equilibrium equation will be represented as a function of p, and k, then it will be shown
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how to find a value for p.. The criterion for choosing p is the gtability of the Aloha channd.
This criterion results in a sufficient but not optimum solution in terms of channel access delay.
At the equilibrium point the output throughput of the Aloha system must equd the input offered
load to it. Then we get a equilibrium:

hp P [L- P " NG ()N =il F/(N.Nyg) (B-26)

If this equation is plotted on an h-i plane with k as a parameter and a certain vaue for py it
gives curves that are the equilibrium contours. This is shown in Fig B-6 below for two vaues
of k.

In this figure there are two equilibrium contours with k taking two vaues k=30 and k=10,
while p, is taken to be 0.1, and U istaken to be 50. Also drawn on the figure are the two
load lines. Theseload lines are the plot of equation:

k=U- h-i (B-27)

The intersection of the eguilibrium contour with the load line for a certain value of k givesthe
vauesof i and h a equilibrium.

To guarantee that the solution delivers a stable operation of the system then the throughput S
must be in the nonsaturating region. This region is the region where S is increasing by
increesing h. This is the region on the equilibrium contours to the left of the maxima of the
curve. Hence for a stable operation the load line must intersect with the equilibrium contour in
a sngle point to the left of the maxima of the contour. For complete sability, this should
happen for dl possble values of k (i.e. O<k<U). Inthecase of Fig B-6the sysemisdable
where k=30. On the other hand, the case for k=10 gives an ungtable system for the chosen
vaueof p.
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