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ABSTRACT

Since the end of Dennard scaling and Moore’s Law have
been foreseen, specialized hardware has become the focus for
continued scaling of application performance. Smart mem-
ory, smart disks, and smart NICs are common examples of
programmable accelerators that are now being integrated
into our systems. Many accelerators can be programmed
to process their data autonomously and require little or no
intervention during normal operation. Chaining different
accelerators together can enable entire applications to be
offloaded from the CPU, leaving it only the responsibilities
of initialization, coordination and error handling.

We claim that these responsibilities can also be handled in
simple hardware other than the CPU and that it is wasteful
to use a CPU for these purposes. We explore the role and
the structure of the OS in a system that has no CPU and
demonstrate that all necessary functionality can be moved
to other hardware. We show that almost all of the necessary
pieces for such a system design are already available today.
The responsibilities of the operating system must be split
between self-managing devices and a system bus that handles
privileged operations.
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1 INTRODUCTION

In the beginning, CPUs were designed for a single purpose:

performing logical operations on stored memory. Co-processors

(such as IO channel processors, interrupt controllers, float-
ing point processors), were added to the system to provide
functionality that was not provided by the CPU because they
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could perform certain specialized tasks faster and more ef-
ficiently. They enhanced system performance by allowing
the CPU to focus on application logic and general system
functions, while the simpler co-processors handled mundane
tasks.

For high-performance applications, the situation is com-
pletely reversed. Programmable devices are responsible for
application logic, while the CPU is needed only to support
them in these tasks. It is well known that application-specific
hardware can perform tasks more efficiently than software
running on a general purpose CPU. Accelerators for many
applications such as image recognition [42], computer vision
[22], key-value stores [14, 29], data warehouses [26], big data
[10, 18, 41], deep learning [12], neural networks [23] (and
many more) are commonly used to reduce overall system
cost and increase performance orders of magnitude beyond
the capabilities of a general-purpose instruction set.

In the past, only the most computationally-intensive por-
tions of the program were offloaded to accelerators. More
recently, it is becoming common to offload entire applica-
tions to accelerators such as SSDs, GPUs and FPGAs that
the CPU is needed only for initial setup and error handling
[8,10,11, 14, 16, 29, 41]. We believe that systems have evolved
to the point that the CPU is an appendage that can be com-
pletely removed.

At first glance, extending the design of the CPU to include
additional accelerator functionality seems like a viable al-
ternative. To improve performance, extensions have already
been made to the base instruction set to provide accelerator-
like capabilities on general purpose CPUs, such as vector
instructions (AVX, ARM Neon, POWER VMX) and encryp-
tion [1, 3, 5]. Chiplets are now being used to further increase
the density of CPUs and reduce manufacturing costs [31].
These additional functions complicate the verification of the
already complicated monolithic CPU and require more sili-
con area (and possibly more components such as interposers
in the case of chiplets), which increases the CPU’s base cost
and energy consumption even if these functions are never
used [17, 25]. In addition, the development cycle to release a
new CPU can take many years, meaning that existing sys-
tems will not easily be upgraded or changed. The general
purpose approach of CPU design has been successful but
has started to hit some hard limits. Hardware components
that are designed to solve specific problems are becoming
prevalent, because they can do the job more efficiently (and
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often much faster) than general purpose CPUs. From the
perspective of efficiency, system management is no differ-
ent: many CPUs are far too powerful and expensive once
the critical processing tasks have been offloaded to other
hardware.

Accelerator-centric systems with centralized control, such
as Omni-X [37], M*X [4] and IX [7], rely on the CPU to handle
only the mundane tasks of initialization, coordination and
error handling. We believe that decentralized control breaks
the dependency on an expensive general-purpose CPU and
can improve performance isolation [2]. Control tasks can
be boiled down to simple operations that can be handled in
other hardware, with the cooperation of the accelerators and
programmable devices.

Operating systems provide three key functions: virtual-
ization, which includes multiplexing and address translation,
isolation and resource management. We propose that these
functions shift from the centralized OS kernel to a decen-
tralized model that consists of self-managed hardware. The
missing component is the system management bus that is
needed for devices to cooperate with one another. It is this
bus that performs security-sensitive configuration and is
responsible for task life cycle management (initialization,
setup, teardown). The introduction of the system manage-
ment bus as a specialized control plane in combination with
self-managing devices for a simpler data plane enables the
complete removal of the CPU from the system. The operat-
ing system is still the control plane[34] but no longer runs
on the CPU.

Our contributions are:

(1) Understanding the role and form of the operating sys-
tem in a system without a CPU. In particular, we show
how cooperation between a system management bus
and self-managing devices can replace the functions
of a modern OS. We arrive at the specification of func-
tions that the OS must perform in a CPU-less system
and where this functionality can be implemented.

(2) Enumerating the division of responsibility (i.e. mem-
ory isolation, context isolation and resource manage-
ment) between the system management bus and self-
managing devices that enable the implementation of
the CPU-less system.

In the rest of the paper, Section 2 outlines the design of
system that does not rely on a CPU to coordinate or configure
the devices and Section 3 describes a complete end-to-end
application example, showing how all the components work
together. Section 4 outlines open questions.

2 DESIGN
To break dependence on the CPU, two things must happen:
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Figure 1: Proposed architecture without a CPU

(1) Devices must be self-managed A device must man-
age its own internal state. It must expose the services
it provides, and provide a separate context for each
instance of a service (multiplexing) to ensure isolation
between applications.

(2) Devices must communicate autonomously A de-
vice must be able to discover services it needs and
request them without relying on an external entity to
configure it.

Each of the OS functions - virtualization (which includes
multiplexing and address translation), isolation and resource
management are essential to create a secure and scalable sys-
tem. We break up the responsibility for these functions and
distribute them among the devices and the bus. The system
is thus composed of self-managing devices coordinated by
the system bus. The following description explains how the
responsibilities of the operating system are divided among
the hardware components.

2.1 Self-Managing Devices

A device is responsible for running application logic and
offering one or more resources that other devices may use. A
device can offer any combination of resource types (physical
memory, FPGA blocks, GPU cores, storage space, etc.), expos-
ing each one as a service. Devices can also offer management
services for system maintenance. For example, devices that
store their applications internally (i.e., on-board flash) must
expose a loader service that can be used to upload a new
binary image. To be considered self-managing, a device must
be able to manage allocation of their resources on behalf of
devices in the system and expose them in a standardized way.
To do so, each device must implement logic to multiplex its
resources into multiple instances, provide isolation between
the instances and handle error conditions. This echos the re-
quirements of a resource monitor as in the LegoOS splitkernel
design [36].

Isolation. Devices will likely support multiple clients or
connections to any particular service. For example, a smart
SSD that exposes a file system can allow multiple files to be
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opened simultaneously by multiple applications. In such a
case, it is important that the device implement an isolation
mechanism to prevent data leakage between instances. De-
vices can implement isolation of their resources in hardware
or software. Fine-grained resource allocation in hardware
has already been implemented in devices such as RDMA
controllers and SR-IOV (single root I/O virtualization) NICs
in which hardware is partitioned into a fixed number of
instances that are exposed and controlled independently. Dy-
namic isolation of FPGA resources for multiple applications
has been described in AmorphOS [27]. Software techniques
(such as time sharing) can be used if the device contains
an embedded CPU (which is common on devices like smart
SSDs). No matter the implementation, the device must be
able to expose its functionality in a systematic and standard
way that can be consumed easily by other devices wishing
to use that functionality.

VIRTIO. VIRTIO is a standardized protocol for managing
paravirtual devices from a virtual machine [40]. VIRTIO can
provide an ideal interface for exposing resources from self-
managing devices. Similar to other protocols, it is based on a
set of unidirectional queues of memory descriptors [20, 37].
Hardware vendors are now starting to make real devices
that comply with the VIRTIO standard [19, 30]. The main
advantage is that many VIRTIO compliant devices (from
different hardware vendors) can be operated with a single
driver. Exposing all resources and services in a standard
and consistent way simplifies the logic needed to use these
devices to the point that their services may be consumed
by devices with modest hardware. The VIRTIO protocol is
able to describe a wide range of devices (more than 20 device
types have already been specified) across different levels of
abstraction (NICs, disks, consoles, sockets, etc.) that all work
in a consistent way.

2.2 System Bus

We propose the use of a new system bus specifically for the
purpose of inter-device communication, similar to TMNT
[2]. The system bus (as seen in Figurel) acts as the control
plane that enables devices to control each other but does
not carry data. The system bus only provides a mechanism
for device communication and contains no policies. Unlike
LegoOS [36] and Barrelfish [6], no entity sees the entire sys-
tem and there is no global state replication. The bus enables
devices to communicate their resource needs in a standard
way and enables devices to broadcast their capabilities so
that other devices may discover them. This is accomplished
by devices sending messages on the bus to request services
such as allocation of memory or opening a file. It operates
as a privileged device and is the mechanism for maintaining
virtualization.
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System Initialization. When the system starts, all hardware
devices in the system undergo a period of initialization in
which they can perform a self-test. When the device deter-
mines that it is functioning normally, it will send a message
to the system bus, which will record that it is alive. After-
wards, the device will load its applications, of which there
can be many. Applications can require one or more services
that are provided by other devices. For example, a NIC might
need to read data stored in a file on an SSD. Before a device
can use a resource, it must first discover which devices in
the system can provide access to that resource. The device
discovery mechanism is similar to the SSDP (simple service
discovery protocol) from the UPnP suite [15], or USB device
attachment messages.

Address Translation. An application can be distributed
across many devices, but what uniquely identifies it is its
virtual address space. As in currently deployed systems, ad-
dress translation remains the cornerstone of data isolation
in shared memory. From a security standpoint, it is not a
good idea for a device to be responsible for its own mappings
because a compromised device could potentially gain access
to resources that it is not authorized for. Therefore, it is the
responsibility of the privileged system bus to create virtual-
to-physical mappings by updating IOMMU page tables, as
instructed by the resource controller (i.e. the memory con-
troller). Similarly, the resource controller cannot be allowed
to access the IOMMU of another device directly, since this
will lead to security vulnerabilities. Instead, the system bus
updates the page tables of a device only when it is instructed
to do so by the controller of that particular resource.

Memory management. Virtual memory management is
necessary to share memory among different components of
the same application, while protecting that memory from
other applications. This is largely accomplished through the
IOMMU, which gates access to the physical memory from
each device, as is commonly done today. When allocating
memory, the system bus provides the mechanism for up-
dating virtual to physical mappings, but does not provide
the policy. The mappings are set by the memory controller,
which manages its own allocation tables internally for each
application, similarly to how the mComponent — the hard-
ware memory component that is implemented in the LegoOS
system [36]. These mappings are sent to the system bus
which programs the appropriate page tables for the IOMMU
of the requesting device.

Protocol Support. Devices that coordinate via the system
bus will be required to adhere to the bus protocol. This is
not unlike compliance with existing bus protocols, such as
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PCle. Every device will need to conform to a minimum be-
haviour to interoperate and share services with other de-
vices. Today, operating systems communicate with devices
through controller-specific interfaces such as AHCI (SATA
controllers) and EHCI (USB controllers). Devices and con-
trollers already participate in these control protocols with
hardware and firmware on the device. That communication
would be replaced with higher level protocols to request ser-
vices directly from a device. The system bus protocol is not
expected to be more computationally intensive or to have
more complicated logic than many existing control protocols
such as those previously mentioned (and may possibly be
simpler). Therefore, we expect most devices and controllers
that exist today will not require significant changes to their
hardware requirements to support the system bus.

2.3 Dataplane

We require two different functions from our interconnects:
memory access — data plane, and device configuration - con-
trol plane. We believe these functions should be separate,
from a system design and performance perspective. In tradi-
tional systems, the CPU is responsible for setting up address
spaces during initialization. Since we cannot rely on the CPU,
there must be an independent method of addressing devices
before virtual address spaces are set up. PCle partially con-
flates these two functions by providing both memory access
and a certain degree of device configuration through the
standard config space and BAR regions by addressing de-
vices by physical address (bus, device, function). Sinces most
devices will support multiple virtual address spaces (one per
application), they must have the ability to select which vir-
tual address space is in use for each memory operation (like
a PASID [33]). The memory bus must have high throughput
and low latency, while the system management bus need not.
On the other hand, the system management bus must be able
to process messages, so it can update the management tables
on behalf of applications. While it is not impossible to design
a bus that incorporates both functions (high speed memory
access and message decoding) we do not see a compelling
reason to combine them. There are many existing system
interconnects that appear to be good candidates such as PCle,
CCIX [9], GenZ [28], openCAPI [32] and CXL [13].

Notifications. Notifications are a method for a device to
signal that it requires some attention. This can be caused by
normal operation such as notifying that some requested data
is ready. It can also be used to signal an error condition, such
as a failed DMA transaction due to an invalid virtual address.
Notifications to the CPUs are often sent using interrupts
but can be sent over the interconnect as a memory write
to a special address. This is similar to the method used to
implement MSI (message signalled interrupts) of the PCI
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standard. Some protocols such as RDMA call this a "doorbell"
[24].

Coherency. Cache coherence takes on a different meaning
in a system that has no CPU. The purpose of the cache is
to improve performance of the CPU by avoiding expensive
trips to the main memory. It is convenient to think of a cache
as belonging to the memory hierarchy, which obscures the
fact that most caches reside in the same physical package
(and most often on the same die) as the CPU. Therefore in
a system with no CPU, we must carefully reconsider the
placement and purpose of cache and cache coherency in the
system. Since the cache is private to a device, if a device
uses memory only to share data with other devices, caching
will not provide much benefit. Devices and applications will
certainly continue to use huge amounts of RAM and will
benefit from a cache hierarchy in the device (as exemplified
by GPUs today). Cache coherency however, is only required
in programming models that rely on implicit memory sharing
between different processing units. Many distributed systems
(such as IX [7] and LegoOS [36]) rely instead on explicit
message passing and discard coherency completely. Most
of the interconnects mentioned in section 2 support cache
coherency messages, but do not require them. In short, each
device can choose whether or not to participate in cache
coherency of the system, based on its hardware capabilities
and the needs of the application.

2.4 'What we can build today

Some devices already exist that may be programmed to be
used in our system. Certain smart NICs and smart SSDs
could be augmented with monitor software relatively easily.
What prevents us from removing the CPU completely is that
there is no existing hardware component that can act as our
system bus. To complete the system, we need a discrete mem-
ory controller and interconnect controller that are separate
from the CPU package (similar to Intel’s Memory Controller
Hub[21] or IBM’s MXT [39] which not longer exist, as far as
we know).

We can emulate the operation of the system bus in soft-
ware that runs on a CPU. Each device (assuming the devices
are really self-managed) would behave as usual — sending
and receiving messages from the system bus - but these
would be tunneled over shared memory to our emulator. The
emulator would still intercept any memory allocation mes-
sages and reprogram the IOMMU s accordingly. The emulator
would also need to play the role of any resource monitor
that cannot yet be embedded in a device: for example, the
memory controller. Building an emulated CPU-less system,
which is the next step of our research, will permit answering
research questions about viability, security and performance
of such a system.
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3 PUTTINGIT ALL TOGETHER

To show a complete example of how the system works, we de-
scribe how a hypothetical key-value store application (KVS)
would work on a system without a CPU. The data (keys and
values) are stored in a file hosted by a smart SSD, while the
operations (get, insert, update, etc.) are processed in a smart-
NIC. The NIC exposes a KVS interface to other machines
over the network by listening on a socket [16, 38] or RDMA
connection [29].

Figure 2 shows the initialization sequence, as the KVS
application running in the NIC connects to the SSD to access
its data file. (1) The NIC sends a broadcast message (con-
taining the file name) via the system bus to discover which
storage service owns the file. (2) The SSD responds that it
can offer a service for that file. (3) The NIC sends a request to
open the service (including an authorization token) to gain
access to the file. (4) The SSD responds with the connection
details and the amount of shared memory required. (5) The
NIC sends a request to the memory controller (including
the virtual address), asking it to allocate the shared memory.
@ Upon seeing the response from the memory, the system
bus programs the IOMMU belonging to the NIC, giving it
access to the shared memory at the specified virtual address.
(7) The NIC sends another message to the system bus to
grant access to the shared memory to the SSD. The NIC may
then establish the connection by programming the VIRTIO
queues in the SSD using virtual addresses.

‘ System Bus (inter-device communication) ‘

A
7~
ﬁ—/ A
V' )storage
" Controller
Controller

‘ A7)
=< [ 1OMMU I_\r/
‘ Data Interconnect (physical address space) ‘

Figure 2: KV-Store application initialization sequence

The IOMMUs protect the memory by translating all mem-
ory accesses by the devices to a virtual memory space. To
create a shared memory area, the IOMMUs must be pro-
grammed to map virtual addresses used by two devices to
the same physical addresses. In a system with CPUs, the
operating system kernel is responsible for memory man-
agement, because it contains a mapping of each processes’
address space and is able to perform privileged tasks. An
application would invoke a system call (such as mmap on
Linux) for the kernel to create a shared memory mapping.

HotOS 21, May 31-June 2, 2021, Ann Arbor, MI, USA

Without a CPU, the responsibilities are split between the
memory controller, which keeps track of physical memory
allocations for each device, and the privileged system bus
that can update mappings. Instead of a system call, a device
sends a control message. Once the action is authorized by the
memory controller, the system bus performs the operation.
Access to a memory region may be granted by the device
that owns the region to another device, but must be first
authorized by the memory controller.

4 OPEN QUESTIONS

Access Control. If fine-grained access control is needed,
an access control service can be provided by a smart stor-
age controller, such as a smart SSD. This would be roughly
equivalent to the ’login’ program and ’passwd’ file on Linux.
Access control to an individual file is implemented by the
file system service, on the device that provides that service
(likely a smart SSD). A user that wishes to open a file would
enter commands through a console app which would use that
user’s identifier when requesting files from the file system
service. Similarly, loader services (to load new microcode,
firmware or application code to a device) can also use the
same authentication service before replacing sensitive data.

Error Handling. We are not aware of any work on offload-
ing applications to accelerators that addresses how to handle
programming bugs. Existing systems have the privilege of
relying on the CPU and operating system to handle a variety
of unspecified errors. We must be more precise in defining
the types of errors that will occur, and how they are to be
handled. Recoverable errors are those that do not require a
reset of the device. Page faults are caused when the trans-
lation hardware (MMU or IOMMU) fails to find a mapping,
or if an access is attempted to memory without the correct
permissions. In a system with no CPU, the IOMMU would
deliver any faults to its attached device. Each device would
be responsible to handle its own faults appropriately (i.e.
reset the service or stop the application). The failure model
is not worse than in a system with a centralized CPU. The
major difference is the responsibility of error handling has
shifted to the device itself rather than an external entity.

Similarly, if a resource suffers a fatal error but the device
survives, the device is responsible for handling the error
itself. It must send a message to any consumer using that
resource and then reset the resource. It is the responsibility
of the application logic running on the consumer to recover
from this scenario. If the entire device fails, the resource bus
must send messages to all other devices in the system that
may be using a resource of the failed device. The bus can
also send a reset signal to the failed device in an attempt to
restart it.



HotOS 21, May 31-June 2, 2021, Ann Arbor, MI, USA

System Maintenance. We have described in section 3 how
a key/value store application would work and assume that
such an application can write to a log file during normal
operation. A system operator may periodically wish to view
these logs to gather statistics or tune some parameters. We
did not describe how an operator may view the logs. It is
likely that such a machine will be deployed as a server in
a data center and will not have a local console. Remote op-
eration would be the best option if many such systems are
deployed in a data center, because one remote console can
be used to manage many CPU-less systems. The logs could
be accessed remotely by another machine over the network
through a remote access service. User authentication can
be performed by an authentication service running on any
device.

Programmability. One of the biggest questions that arises
for such an unfamiliar system is how to program it. The main
point to keep in mind is that you are writing an application
to run on a programmable device, that could use services
from one or more other devices. The applications are devel-
oped on a machine that has a development environment (i.e.
toolchain) for the target hardware. Since each device can
have a different instruction set or implementation language,
multiple toolchains would be required. In many cases how-
ever, the development process would target only one device.
To use our KV-store application as an example, all applica-
tion logic would be compiled to run on the smartNIC. The
development environment for the smartNIC would include
a library that encapsulates the functionality of the system
bus, and provide functions for service discovery, resource
allocation, etc. This depends on the other devices in the sys-
tem (SSD, memory controller, etc.) being able to expose the
required resources in an appropriate manner. Developing
the app on the target machine without a CPU would require
one of the accelerators to run the compiler, which does not
have any apparent benefit.

Security. We rely on virtual memory to prevent unautho-
rized access to the memory of another application. We rely
on the implementation of the devices to provide isolation
between applications running on the same device. There are
certainly other security issues that will arise when designing
commonly used services such as a file system. This is non
unlike designing a security model for an NFS service, which
also exposes an abstraction of a file to a remote device[35].

5 CONCLUSION

Demand for higher performance is pushing system design
towards specialized hardware. Individual devices are rapidly
developing to manage themselves, relaxing the dependency
on the CPU and traditional operating system. While there are
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many further developments that need to be made, we have
already seen huge progress towards self-managing hardware
with high levels of abstractions. These higher level interfaces
replace traditional software implementations that run on a
CPU with more efficient implementations that run on the
device.

We have taken an extreme position as a thought exper-
iment. Anything less than contemplating the complete re-
moval of the CPU from a system allows us to fall back to
the existing way of viewing systems. Such a drastic change
forced us (and hopefully you) to think about system design
in a new way and the impact it will have on how we manage
such a system for our applications. We, of course, realize that
not all systems require accelerators and some problems are
just easier to solve on a CPU. However, we now have a new
question to ask - what would it look like if we reintroduced a
CPU to such a system with self-managing hardware devices?
Would it fundamentally change how software is written on
a CPU? The CPU is no longer a central component in many
of our existing systems and it may not be long before we see
systems that are built without a CPU at all. We must consider
how such changes will impact system design and what shape
operating systems will take in a completely decentralized
system.
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