Determining the Transmission Strategy of Cognitive
User in IEEE 802.11 based Networks

Rukhsana Ruby Victor C.M. Leungd, John Sydor
*Department of Electrical and Computer Engineering,
The University of British Columbia,
Vancouver, BC, Canada
fCommunication Research Centre (CRC),
Ottawa, Ontario, Canada

Abstract—Cognitive radio methodologies have the potential to  in addition, transmission technique we have considered
dramatically increase the throughput of wireless systems. we interference mitigation scheme. This idea has been evolved
consider the opportunistic channel access scheme in IEEE 802.11j0c3use of the concept of multiple input/output, where si-

based networks subject to the interference mitigation strategy It t . f b f h
where primary and secondary users can superimpose their trans- multaneous transmission of a number or users may enhance

missions on the same time or frequency slots. According to the the throughput instead of each individual transmissiondiy-c
protocol rule, primary user follows backoff counter based DCF celling the interference somehow. There are some priarlite
channel access scheme in contrast to traditional retransmission ture investigating the coexistence in the same time/freque
based channel access scheme where secondary user can easily,nq with a focus on physical layer methods for static seenar
get to know which slot is idle and in which slot a transmission . . L

is being scheduled. In this work, we propose an opportunistic ios [4]-[7]. There is one W.orlf similar to our work [8]. They
channel access procedure where secondary user intelligently pisk /S0 followed the retransmission based error control sehasn

a backoff counter from a given contention window or stays idle the specification of DCF protocol. Unlike our work, it assisme
on completion of a transmission. First problem has been derived time is divided into slots and each slot corresponds to one
as a linear program formulation from the markov model of — ging1e nacket transmission time. Therefore, at the beginaf
both primary and secondary users. From the insights of problem L .
formulation and structure of the problem, an algorithm has been slot, the secondary user kr_novys whether itis idle or occupiie_d
derived for the strategy of the secondary user. Through numecal ~ 0ccupied, packet's transmission index can also be detednin
calculation, validity of the algorithm has been proven. Later, Their optimal strategy has been based on the state of the slot
an online algorithm has been proposed based on reinforcement and thus pretty much straightforward.

learning technique. Validity of this algorithm has also been However, according to the DCF protocol specification, pri-

verified through simulation and finally these two algorthm have -
been compared in terms of throughput given the constraint of mary user has to go through DIFS period and then backoff

primary user’s throughput loss and failure probability. period before flushing the packet into the air. While stayimg i
the DIFS or backoff period, there is no way for the secondary
|. INTRODUCTION user to know whether the primary user has a packet in a queue

Cognitive radio has been the subject of intense reseammhnot. Given this situation, secondary user has to determin
because of its potential to increase the efficiency of wiréatelligently a backoff counter or the decision of beingeidl
less networks. Traditional concept of cognitive radio iatthIn this work, we determine the optimal access control policy
the unlicensed secondary users opportunistically acdess fior the secondary users in IEEE 802.11 based networks where
licensed band while primary user keeps silent. This styategodes follow the DCF protocol in order to access the channel.
is called white space approach. There are several works h&Ve focus on a network with two mutually interfering links,
been conducted based on zero interference rationale J1]-[@e primary and one secondary.

With this, secondary users sense the channel in order totdete We study the interference that the secondary user causes to
time/frequency slots left unused by the primary users atige primary user and how this interference impacts on the
exploit them for transmission. Main goal of this approach iatter. Activity of the primary user is also affected by the
to not interfere with the primary user at all. But, due to theecondary user’s channel access scheme. Our analysieis bas
sensing errors, collision with the primary users is inddga on detailed markov model of both primary and secondary
and thus degrades the throughput of the primary user. Tingers i.e. secondary user’s transmission affects bothoffack
primary user being dumb, after collision, it tries to sendkgt and retransmission mechanism. Backoff procedure is hdlted
in the next slot as long as the packet transmission index ddbhe secondary user transmits in a particular slot, tranechit
not exceed the retry limit. We consider IEEE 802.11 basgxhcket might be corrupted due to link error or for the catlisi
networks and primary user follows DCF protocol to accessith the secondary user. Secondary user’'s backoff proeedur
the channel. In this work, we have proposed an intelligeand probability of successful transmission are also adfebly
strategy for the secondary user who picks a backoff countbe primary user’s transmission. An accurate stochastidemno
for packet transmission or remains idle. should capture these behaviors of primary and secondarg use



nicely. We have developed two markov models in order to
; o gPP
detail the activity of both. Sp
In this framework, due to activity of the secondary user N
affects the steady state distribution of the primary uset an ~
thus it affects the achievable throughput. In the similannea, gPS~. N /
secondary user is also affected by the primary user. There- S
fore, constraint on the maximum throughput loss or failure PN
probability controls the achievable throughput of the m@iyn - ~
user. The optimization problem can be formalized through a e S
linear program. According to DCF protocol, channel access
scheme of the primary user is randomized, optimal strategy Ss
of the secondary user is randomized i.e. in the beginning of
a slot, with some probability, either it stays idle or picks a
backoff counter from the given contentin window. As we do
not explicitly know the state of the primary user, the optima
policy is random given the maximum throughput loss and alwo
failure probability of the primary user. 00)
The problem though conceptually simple, unveils important
issue and general behaviors. As the primary user implemnets
a retransmission-based error control mechanism, theitgctiv (1-q1)(1-
of the secondary user biases the transmission process via
interference. Interference at the primary receiver ineeeghe
failure probability of primary user’s transmission. Thiere,
due to activity of the secondary user the average number of (1-q1) Qe
transmissions of primary user’s packet gets larger, tageth ql/4 (1—tz> (Hztz
with the average time required to return the the primary’siser
idle state. Interestingly, the increase of the avg number of
transmissions of primary user’s packets depends on theinde
of the interfered transmission. For instance, while irtexfice
from the secondary user in the first transmission of the dépicted in the section IV. Results obtained from numerical
primary user’s packets depends on the index of the intetferealculation have been shown in section V in order to verify
transmission. For instance, interference from the in th& fithe efficacy of the algorithm. Finally section VI concludés t
transmission of the primary user’s packets potentiallyléetn paper.
a significant increase of the number of transmission. thus as
observed before, the impact of the secondary user’s traasmi
sions in the various states critically depend on the stateeof ~ Consider the network in figure 1 with a primary and sec-
primary network. ondary source, namelyp andSgs. The primary sourc&p and
As this approach assumes that the secondary transmitttg secondary sourcg€s transmit packets to their respective
has some knowledge of the current state and probabiliséiestinations, namely)p and Ds. We consider interference
model of the primary transmitter/receiver pair, limitings i mitigation scenario which assumes primary/secondary user
applicability. For example, while it is likely that the sextary decodes the transmitted packet when it is coincided with
might read ACKs for the primary system, it is unlikely thapther's transmission with some probability.
the secondary will have knowledge of the pending workload of We assume a quasi static channel, and time is divided
packets at the primary transmitter or will know the disttibn  into slots. Before initiating a packet transmission, bosiers
of packet arrivals at the primary transmitter. Therefore, wfirst undergo DIFS period and decrements the backoff counter
address this limitation by developing an on line learninghich is as large as each single time slot. While decrementing
approach that uses one feedback bit sent by the primary user
and that approximately converges to the optimal secondary  ;_.,
control policy. We will show that when the secondary user
has access to such tiny knowledge, an online algorithm can 0.0 | | |
obtain performance similar to an offline algorithm with some T Y Y
state information. ' . . . = W@
Rest of the paper is organized as follows, section Il il- Q
lustrates system model of the network, section Ill explains tl u
the detailed optimization problem and the correspondireg-st
egy picking algorithm. Formulation of the online solutia i

gSSsS

Fig. 1. System Model

ql(1-p)/wo0

Fig. 2. Markov Model of Primary User

Il. SYSTEM MODEL

Fig. 3. Markov Model of Secondary User



backoff counter, if the station detects a busy channellislita primary user. Subsection IlI-A is for the detailed formidat
decrementing process and resumes until it detects idlenetharfor the first constraint and subsection IlI-B is for later eon
for the time of DIFS period. When the counter reaches to zesdraint. The goal of the secondary source is to maximize its
packet is flushed out into the air. Ideally, packet transimiss own achieved throughput while limiting performance loss to
time is variable, but in this work for the sake simplicitythe primary user.

it is multiple of some slots. We denote byrp, gps, gss In particular, let us denote as, the policy by which the
and gsp, the random variables corresponding to the chanrmsdcondary source never transmits. The optimization pnoble
coefficients respectively betweéh» andDp; Sp andDg; Ss  can be written as the following infinite horizon constrained
andDg; Ss andDp with (pp(g), Cps(g), Css(g) and{sp(g) markov decision process.

their respective probability distribution. The averageaténg

failure probability at the primary destinatioRp associated

with a silent secondary source is denoted by- 0, while k = argmax Ws(k)

the same probability when the secondary source transmits is §
p* > p. Analogously, the average decoding failure probability
at the secondary destinatidds when the primary source is  yy(x) is the secondary source throughput while follow-
silent and transmitting is denoted with > 0 and v* > v ing policy x, Sp(x) is primary source performance when

respectively. secondary source follows the polioy and Sp(ko) is the

Denoting the transmission rate and power of the primapfaximum achievable performance when secondary source
and secondary sources witty, Pp, Rs, Ps respectively, we goes not transmit at all.

obtain the following failure probabilities for the primaliynk

5.t.8p(ko) —Sp(k) <= 7

I1l. M ARKOV CHAIN AND FORMULATION OF THE

p = Prob{Rp > C(gppPp)} OPTIMIZATION PROBLEM
The state of the network can be modeled as a homogeneous

p* = Prob{Rp > C(ﬂ markov process. Two parameters (backoff stage, counteeyal
L+9gspPs referred to as (b, c) describe the state of a user, where

whereC(z) = log(1 + ) can take any value between 0 amg — 1. Backoff stage

For the secondary link, we obtain b varies from 1 to maximum backoff stage. Here, m is
the maximum retry limit. Having a transmission failure, leac

v = Prob{Rg > C(gssPs)} packet is attempted for retransmission at mestumbers.

At each backoff stage, if a station reaches state (b, 0) (i.e.
p backoff counter value becomes 0), the station will send out
v* = Prob{Rs > 0(195575}3) a packet. If the transmission failure occurs at this poirthwi
T gpstp some probability, the primary user moves to higher backoff
We do not consider a specific physical layer architectustage (b+1, c) with probab|llty— If successful packet
or transmission technique, but rather, we refer to the smptansmission happens, the pnmary user goes to idle state (0
construction based on the average decoding probabilites @) (if there is no outstanding packet in queue) or in the ahiti
scribed before. The primary souré® accesses the channebackoff stage having picked some backoff counter with the
in each slot to transmit a fresh packet with fixed probabilitgrobability of -1-. Markov chain model of primary user has
a, with 0 < o < 1. The secondary source is assumed tgeen |IIustrated in figure 2. Also, packet arrival procesthim
be backlogged i.e. it always has a packet to transmit. primary user is distributed as a poisson process with paeame
The channel access strategy of the secondary source fgl- Secondary user tries each packet only once, after having
lows a policy s, where x is a vector with the length of transmission, it goes to idle state with some probability or
backoff window size added by one. First elemet(tl,0) picks a backoff countef with probability x(1,5 + 1) for
of this vector represents the proportion of time slots thte transmission of new packet from the queue. Note that,
secondary source keeps idle. With — x(1,0)) probability, secondary user’s packet is assumed as backlogged or there is
the secondary user accesses the channel, however picksiways one packet in the queue. However, in order to meet
backoff counter with some probability and rest of the eletsenthe performance loss constraint of primary user, secondary
of vector x represents this probability. For example(l,j) user needs to keep silent and therefore we have introduced
represents the probability of picking backoff counfer1 and a fake variable), i.e. secondary user’'s packet arrival rate.
according to the fundamental property of probability tlygorMarkov chain model for the secondary user has been shown in
o ) . . . . figure 3. First we would like to derive the achieved throughpu
Z k(1,7) = 1, wherews is the contention window size of fori ! o o .
— of primary user. Detailed state transition probabilities given
éecondary user. below:
We have formulated the optimization problem for two types1) The backoff counter decrements, and the station makes
of constraint i.e. throughput loss and failure probabilfy a transition from state (b, c) to state (b, ¢ - 1) when



the medium is idle. Denote transmission probability ofueue system [9], in which N is the maximum queue length
secondary user it. of the link layer queue. For a M/M/1/N queue, the probability
that there is a packet in the queue is,
Prob{(b,c—1)|(b,e)} = 1 — to

. = A Dacce557 1
2) The backoff counter suspends and the user stays in state @ maz (M Dae )

(b, c) when the secondary user transmits For computing D,.cess, @S mentioned before, it is the
time between when a packet is attempted to transmit until a
Prob{(b,c)|(b,c)} = to successful transmission happens. In our analysis, we &sum

successful transmission time of the packet is as same as the

Ugfifure time. If transmission failure happens, the usersgime

the next backoff stage, and before another transmissiavet g

to a number of backoff slots. Backoff counter is picked up
Prob{(b+1,c)|(b,0)} = t3 b=1-m, ¢= 1,._%Jrli1fo_qnly from the backoff windoww; of backoff stage and

Wp1 therefore, the average number backoff slots passed by #re us

4) At last backoff stagen, when packet transmission fails,is (w» — 1)/2. Denoting the transmission time of the user is

user goes to either idle (0, 0) or to the first backoff stage-

3) The user sends a packet and the packet fails, the
reaches state (b + 1, c).

Prob{(0,0)|(m,0)} = (1—q) m
Diccess = (wl - 1)/2 + T+ Z((wb - 1)/2 + Tt)
b=2
q1
Prob{(1,¢)|(m,0)} = w1 Probyoss is the probability that any slot is backoff slot

5) Successful transmission happens at the stages other tﬂ% given by

the last backoff stage, transition probabilities are as
follows: . Probyiors = 1 — t1 — mp(0,0)
Prob{(1,¢)|(h,0)} = - As the backoff slot and transmission slot time are different

w1 generic slot time is defined as
Prob{(0,0)[(b,0)} = (1—13)(1 —aq)

6) User is in idle state. A packet has arrived and it goes to 77, (slot) = Probyos o + t1 Ty + Probygog sto T

(1,c) state. ) _ ) o
\ Hereo is denoted as backoff time slot afiflis transmission
1

Prob{(1,¢)](0,0)} = " tti)me slot. Throughput of the primary user then will be given
! y
Let us denoterp(b, c) is the steady state probability that
the user is in state (b, c). From the markov chain model, we Wp = Probsuce (1)
see that, when the user is in the state (b,0), the packet s sen Tp(slot)
out. Under the condition that there is at least one packet toNow, we would like to derive the throughput of secondary
send, the user has probability to send a packet in any timeuser. Steady state distribution of state (b,c)rigb,c). Tran-

slot sition probabilities of the secondary user are describéalbe
m 1) If the secondary user is in backoff state (1,c+1) and the
t, = Zﬂp(@o) solt is assumed to be idle i.e. the primary user does not
b—1 transmit.
Assuming the transmission probability of secondary user in Prob{(1,¢)|(l,c+1)} = 1—-t;
any particular slot ig,, transmission failure probability of the ) ) .
primary user is given by 2) Backoff slot decrem_entlng procedure is suspended if the
primary user transmits.
ty = (L—t2)p+iap” Prob{(1,c)|(1,¢)} = t,

Success probability of any particular packet is denoted by3) No matter the packet is successfully transmitted or not,
. the secondary user either goes to idle state (0,0) or starts
Probsyce = (1—mp(0,0))t:(1 —1t3) transmission of a new packet.

As for thg probabilityq;, let us denote the average access Prob{(0,0)[(1,0)} = 1 — ¢
delay, the time from when a packet reaches the MAC layer
to when it is successfully senf),.ccss. Daceess 1S also the
packet service time if we treat each station as a M/M/1/N Prob{(1,¢)|(1,0)} = gqzk1,c



4) When the secondary user is in idle state (0,0), it piclstages are increased. Secondary source, in advance does not
the backoff counter for transmission know which stochastic state currently the primary user is
Prob{(1,](0,0)} = g in, only way to control its transmission strategy resides on
AN 2Mle the probability of being idle and the probability of which
Computation ofg, is similar to g, using Ao and has been backoff counter it will pick. As the DCF protocol itself is

skipped here. not deterministic, interaction between primary and seaond
Transmission probability of secondary user is computegurce is not deterministic as well.
similar to the primary user Reward of the secondary source, primarily, we consider
the throughput which needs to be maximized. Throughput
ta = ms(1,0) of the secondary source depends on the strategy space of

) ) o the secondary user. The more portion of time, the secondary
Generic slot time of the secondary user can be indicated by, ,.ce stays idle, the less the throughput it gains. While
picking the backoff counter, the smaller the backoff counte

Ts(slot) = toT; + (1 = t2)o + (1 = to)a T it picks, the higher the throughput it obtains. Because t@frla
Throughput of the secondary user can thus be property, there is some general structure in the strateginfin
. algorithm of secondary source. However, there is a trade off
Ws = ﬁ (2) between picking the probability that the secondary souiayss
S\ Sto

in idle state and the probability of picking of different laéf
The optimization problem is equivalent to the followingcounters.

linear program As the entire interaction is probabilistic, there is no iging

forward algorithm for the secondary source. At primary

source’s low traffic load, higher throughput is achievalfle i

v arginax Ws secondary source stays idle instead of picking higher dacko
st.Wp(ko) — Wp(k) <= m counter. In this case, it neegis to always pick a backoff aunt

w, of lower value and otherwise stays in idle state in order to

> k(1) =1 meet the constraint of primary source. On the opposite draffi

i=1 load, its better to pick a backoff counter of higher value so

Wp (ko) is the achievable throughput of primary user whefhat transmission of secondary source can be incorporated i
secondary source is silent. The first constraint bounds tH¢ time slot when the primary user is idle. These findings
maximum performance loss of the primary user, while tHeave been observed from our simulation study where there is
other forces that the probability sum of secondary useagsst @ primary and a secondary user. Following few theorems help
idle and not staying idle is. Also, the sum probability of identify the suitable algorithm of secondary source.

choosing the backoff counter is Theorem 1: Transmission probability of primary source is
. o inversely proportional to the secondary source’s transioris
A. Solution of Optimization Problem probability.

In this subsection, we address the structure of the optimalTheorem 2: Transmission probability of secondary source
transmission strategy in the particular case#®.= v, that is inversely proportional to the primary source’s transias
is, the transmission by the primary source does not affect throbability.
successful decoding probability of the packet of the seapnd Theorem 3: Backoff counter of lower value incurs more
source by the secondary receiver. The transmission sgratégnsmission probability for the secondary source thahédrg
maximizing the throughput of the secondary source, given thbackoff counter.
constraint on the primary source’s throughput loss, hameeso For the proof of these theorems, readers are encouraged
general structure given the optimal portion of time when thegain to check the appendix of this paper. From the equa-
secondary user remains idle which can be obtained throutign 1, we observe that throughput of the primary source is
exhaustive search. It can be shown that the same structpreportional to its transmission probability. Moreovetinpary
applies if the constraint is on the failure probability ofrpary source’s throughput is inversely proportional to secopdar
source’s packets. The definition for the last case are pedvidsource’s transmission probability. Secondary sourcetudgh-
in the subsection I1I-B. put is also proportional to its transmission probabilitp. |
As discussed before, interference from the secondary souadldition, secondary source’s frequent transmission asae
in different states has different effects. In fact, if the@adary the generic slot time of primary user and the throughput
source transmits in the backoff slot of primary source, @f primary user is inversely proportional to its generictslo
halts the backoff procedure and therefore incurs delayter ttime. Transmission probability of secondary user is depahd
transmission process of later. On the other hand, if seegndan the portion of time it remains idle. Because of all these
source’s transmission happens to superimpose with primaryservations, there is no any straightforward procedure fo
source’s one, it is more likely that later goes to higher ldfck finding optimal portion of idle time for the secondary source
stage and therefore the steady state probability of latekdifh Therefore, we have adopted brute-force search in order to



find it, and theorem 3 helps find the backoff counter picking action v € J is chosen. Note that; = 0 represents the
strategy and in order to obtain optimal throughput first Eecondary source keeps silent ang 1 represents the picking
gives more emphasize on the backoff counter of lower valo¢ a backoff counter from secondary backoff counter window

and then further. Following 1 is the optimal strategy findinge. [0,1,--- ,ws — 1]. And, average generic cost function
algorithm for the secondary user. yields to
Algorithm 1 Secondary User’'s Optimal Strategy Finding . 1
Algorithm Xi(u) = nl_lglooﬁZE[Xi((thhQ(d)taut))]
{A}ssume maximum performance 03§"** =1
Ko =0 where | J = {uy,us,---} is the sequence of actions of
while kK <= 1 do the secondary source amd ¢, u:) iS an exogenous random
K1:=0 variable which is not instantaneously obtained due to jaito
5. while k; <= 1do specific behavior. For example, if secondary user picks a
backoff counteryj, it has to go through first DIFS ang
Kuw, =0 times backoff slots before having transmission. While pagsi
while Ky, <= 1do through the backoff slots, it might be halted by the transmis
s sion of primary user and reduces the overall throughput than
if > ki > 1then the case of not being halted. This incidence is also truehfer t
10: é:?)lntinue primary user as well. Moreover, state variablds not explicit
end if to the secondary user, because secondary user does notfknow i

the primary user is in backoff stage or in idle slot. However,
secondary user can sense the primary user’s presence if the
drimary user transmits in a slot. Considering all theseessu
our high level cost functions have been derived below.

{C}ompute performance loss,

if S <= 39" then
{R}ecord the secondary if it is larger than th
currently recorded throughput

15: {R}ecord other parameters Xo(o,u,€) =
end if Os(v) ifu=1& ¢ # (b0)
K1 :Z-K1+€ 95(1/*) ifu=1&¢ = (b,O)
end while Og ifu=0&Vepeyx
20: Fuw, = Kw, € Xi(p,u,€) =
end while Op(p) ifu=0& ¢ # (0,0)
Ko := Ko + € Op(p*) ifu=1& ¢ # (0,0)

end while

0s(v) and 6s(v*) are the instantaneous calculated sec-
ondary user’s throughput assuming the failure probabdity

B. Constraint on the Average Failure probability transmitted packet is» and v* respectively. As discussed

As shown in the previous subsection, if the constraint gHEVIouSly.»* and v are the failure probability of secondary
the average performance loss at the primary transmitter Rors trtatnsm|ttgt(j packett_ V\iheg p_r(ljma?;] use: transmits and
defined for the throughput loss, then the algorithm propos ges not ransmit respectively. besides these o cdsps
described above both brute-force and some insights of ﬂl’]‘ét the throughput of secondary user considering the utirre

problem formulation helps cutting down the number of searé € SIC.)t as we km?w secoqdary USErs queue I backlogged.
iterations. Remarkably, the same structure applies to att al itting idle in o_thers transmlss_lon time and backoff slate
ogous optimization problem in which the constraint is dejinetaken account into the calculation of throughput.

for primary source’s packet failure probability consttaifihe

failure of a particular packet happens when it fails to beX2 (¢, u,€) = X3(¢,u,€) =
transmitted successfully upto the retry limit times. Thoet | 1 if tz fails & ¢ = (m,0) { 1 if ¢ = (1,0)
failure probability is denoted by: 0 otherwise 0 otherwise
m And again, Xo(u) can be interpreted as the fraction of
gJ;p(,%) - Ht§ time slots in which the primary source fails the last allowed
i1 transmission and the packet would not be delivered@nd:)

is the fraction of time slots where the primary begins the
service of a new packet. In this paper we define the failure
A. Optimization Problem probability as the average ratio of dropped packets after
Let us define the cost functiod; (¢, ) : xx|J — Rasthe retransmission, to the total number of new packets sent, one
average cost incurred by the markov process in statey can see that;’j—gﬁg is equivalent to the failure probability of

IV. FORMULATION OF ONLINE SOLUTION



the primary sources packets. The optimization problemes this overlooked here, it does not help in the decision making pr
given by cess of the secondary user. Rather the cost functions are mos
important driving factor of the proposed online algorithm.

Xz(u)
X3(u) =2 @ ¢ Learning Algorithm

argmin Xo(u) s.t. 05°°—0p < 1 OR

It is shown in the section Il that the optimization problem Most approaches to optimal control require knowledge of an
in equation 3 is solved by formulating the problem as a lineanderlying probabilistic model of the system dynamics wmhic
program. Parameters in the formulation have been derivegiuires certain assumptions to be made, and this entails a
from the steady state distribution of the markov chain. l§na separate estimation step to estimate the parameters of the
the obtained optimal strategy has been denoted by a vectomodel. In particular, in our optimization paradigm llI, the
Elements of this vector holds the proportion of time secopdaoptimal randomized stationary policy can be found if the
user keeps silent or in which probability should it picks th&ilure probabilitiesp, p*, v, v* are known to the secondary
backoff counter from the given contention window. Solutiomser, together with some knowledge of statdn this section
needs a little brute force search with some standard pdial twe describe how we can use an adaptive learning algorithm

have been proven analytically. called Q-learning [10], [11] to find the optimal policy withb
a priori knowledge about our probabilistic model.
B. State Knowledge The Q-learning algorithm is a long-term average reward

The offline solution of the optimization problem requireseinforcement learning technique. It works by learning an
full knowledge of statep,, which corresponds to the trans-action-value functionR; (¢, u) that gives the expected utility
mission index and queue state of the primary source, aitaking a given action: in a given statep and following
well as knowledge of the transition probabilities and cost fixed policy thereafter. Intuitively, the Q-function caps
functions. However, the full knowledge af; requires an the relative cost of the choice of a particular allocationtfe
explicit exchange of information. next time-step at a given state, assuming that an optimaiypol

We address this limitation in two steps. First, by assumirig used for all future time steps. Q-learning is based on the
that the secondary only has information about what can bdaptive iterative learning of Q factors. However, as dised
directly observed about the primary, and second, by using jreviously, it is almost impossible to get to know about the
on line learning technique that learns the necessary paeasneinformation of primary user’s current state and thus it igso
without requiring knowledge of the transition probabdgi the current state, while learning the system and behavioral

By sensing the channel, primary user cannot instantangougirameters of primary user. Since, secondary user overlook
detect the channel condition as primary user follows DCgurrent statep, while taking any action, we can call it as the
protocol. Therefore, there is no way to get the informatiovariant of markov decision process(MDP). The original MDP
about the state of the primary user when it is in backoff stameeans, the agent takes action based on the current state of th
or in idle state i.e. primary user's queue is empty. Secondagnvironment.
user can get to know if primary user transmits in a certain No matter, secondary user follows MDP or variant of
slot by sensing the channel. In some cases, secondary userM®P, it needs to fix a cost function which is typically
get knowledge if primary user’s transmitted packet is new slamed as reward. Ultimate reward of the secondary user is
old. The header includes the sequence number of the packst,own throughput i.eXy(¢, u, (¢, u)) which it wants to
which increases if the transmitted packet is a new one anthximize. However, in order to maximize throughput, we have
remains the same if it is a retransmission. However, when thdopted some indirect approach to get the maximized value of
retransmitted packet reaches to its maximum limit, themois X, (¢, u, e(¢,w)). Cost function is associated with the action
way for the secondary user to know, in the next slot whetherdf secondary user. Proability of each action of secondagy us
will go through another backoff stage with fresh packetcsinis resided in the vector = [0,1,...,w,]. Length of this
the buffer state is completely unknown to the secondary. usegctor isws + 1 (ws is backoff window size of secondary

Even though primary user can gather such little informationser). Index0 denotes the proportion of time secondary user
in the proposed solution, secondary user does not rely keeps itself silent, subsequent indexedenote the portion of
these information. Rather, the proposed solution depends otime backoff countefi — 1) is chosen by the secondary user.
simple bit which indicates whether the performance coirdtraAs discussed previously, outcome of secondary user’'sractio
of the primary user is satisfied in the current time slot or. nak not obtained instantaneously until the secondary useitba
This information is sent by the primary user as piggy backethnsmission. Due to the interaction of secondary and pyima
form in either ACK or the actual packet's header. Having thigser, the obtained throughput from each action vary and our
information, secondary user regulates its transmissiatesfy. cost function is the obtained average throughput (addeketo t

It is shown in the following section via numerical resultdong term average throughput) resultant from the takeroacti
that this such partial knowledge is sufficient to implement laet X (¢, u, e(¢, u)) is the average throughput of secondary
learning algorithm operating close to the limit provided byser while taking the actiom and X§ (¢, u,e(¢,u)) is the
full state knowledge. Note that, the state of the primaryr usaverage throughput when the secondary user really corsplete



its packet transmission. Then, the cost function at tirris o9 imary Throughput Lass vs. Average Throughput
defined as follows:
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And the Q-Learning algorithm for solving equation 4 is
Illustrated as fOIIOWS 0 0.61 0.62 0.63 0.64 0.65 0.65 0.07

Maximum Tolerable Primary Throughput Loss
o Step 1:Let the time step = 0. Initialize each element
of reward vectorR;(x) as some small number, such asig. 4. Primary User's Tolerable Throughput Loss vs. Averabeoughput
0. for A1 = 0.05
o Step 2: Check if the constraint of the primary user is
satisfied. If not, choose the action of= 0. Otherwise,
choose the actiom with index j = [0,1,--- ,w;] that The first condition is required to guarantee that the steps
has the highesR,(j) value with some probability say are large enough to eventually overcome any initial coodsti
1—m, else letu be a random exploratory action. In othelr random fluctuations. The second condition guaranteds tha
words, eventually the steps become small enough to assure conver-
gence. Note that, both convergence conditions are met &or th
uy = argmax Ri(k) sample-average case; = 1.
K

o

« Step 3: Carry out actionu,. Wait until secondary user V. PERFORMANCEEVALUATION

completes its transmission if it picks any backoff counter. In this section, numerical results validating the findingd a
Or secondary user may choose the option of being silenbservations throughout the paper are presented. Thratigho
In either case, Calculate the cost functiof{u;) and the study, we assume that the buffer size of the primary
update the reward variable for the corresponding actiosource isB = 4 and the maximum retransmission time is
If the current state i$ and the resultant state s after m = 4. Backoff window size in each stage are 4, 6, 8, and
taking the actionu,, reward is updated as follows. 10 respectively. Secondary user's backoff window size is as
wys = 3. We set the failure probabilities for the transmission
of the primary sourcy = 0.2, p* = 0.5, depending on
Re(pyur) = (1= ae)Re(o,ue)+ou(ecetry max Ri(¢,ut)) the fac'?that syeconda?;/ is silent gr not, respectir\)/ely. B?riyl
(5) the failure probabilities of the secondary source are séteto
« Step 4:Set the current state asand repeat step 2. When,, — ,* — (.3. As, both users follow DCF protocol, each
convergence is achieved, sgt= 0. backoff slot is considered as one time unit, and withoutigsi
This is the typical Q-learning algorithm. In our case, we@enerality, transmission slot combined with DIFS period an
don't know the primary user’'s exact current state and algdCK time is considered a0 time units. Each packet has unit
don't know what the next state will be. Therefore the equaize in terms of bit. Once again, the goal of the algorithm is
tion 5 reduces to to maximize the throughput of the secondary source.

A. Numerical Results of Linear Program Formulation

_ _ First, we want to show results relevant to the constraiet, i.
In order to obtain the optimal value af;, we have found maximum fraction of throughput loss by the primary source.

Ri(us) = (1 — op)Re(ug) + ey

the following theorem. L In figures 4 and 5, the throughput and secondary source’s
Theorem 1: Step size parameter; = ; gives the conver- transmission strategy vector are depicted as a function of
gence to the algorithm. throughput loss constraint. In the figuié,m.. corresponds

Proof: The choicea; = 1 results in the sample-averageo the maximum throughput achieved by the primary source

method, which is guaranteed to converge to the true acti@gihen the secondary source is silent. The throughput of the
values by the law of large numbers. A well-known resulecondary source increases as the constraint is increAsed.
in stochastic approximation theory gives us the conditiomgrger throughput loss constraint allows the secondarycsou
required to assure convergence with probability 1: to interfere more with the primary source. The throughput
. o actually achieved by t_he primary source decreases acg:)rdlr_1
Zo‘t — oo and Zag < to the increased maximum performance loss allowed, and it
p— P can be observed that the policy of the secondary source $ower
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Primary Packet Arrival Rate vs. Average Throughput
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Fig. 5. Primary User's Tolerable Throughput Loss vs. Second@ieansmis- Fig. 6. Primary User's Packet Arrival Rate (pps) vs. Averadeotlighput
sion Strategy for\; = 0.05 foryp = 0.04

Failure Probability vs. Secondary Throughput
the throughput of the primary one as much as possible in order ooef “ ‘ .o
to maximize the secondary throughput. When the secondary e
source’s policy turns out that it will always transmit witero
backoff, throughput achieved by it reach to the maximum
whereas the primary source stucks and stays at the backoff
stage unless it chooses counter with zero value. From the
current simulation, it chooses backoff counter valued zerd
thus it's throughput turns into zero at this point. Whgn= 0 Cg-n-oo
or the primary source cannot tolerate any throughput loss, oot} A =003 |
ideally secondary user should only use the slots which are Moo
idle. However, in every slot, if it finds current throughpat$ o1 o015 o0z 0025 008 0035
is higher than tolerable throughput, it keeps itself sildtus, Meximun Tolerable Primary Packet Failure Probabilty

in this case, we observe secondary source’s throughputas ze . ) ) .
Fig. 7. Primary User’'s Tolerable Failure Probability vs. @sdary User's

From the figure 5, primarily, we observe that as throughpmﬁr})ughput
loss constraint is increasing, with the increased secgndar
throughput (resultant from increased transmission pritibgb
fraction of slots being idle is reduced. As secondary soigce
more allowed to interfere with the primary source, it tenals ffigure 6. Similar to the previous figures, we also have figure
always transmit rather than staying idle. As described @ tffior the transmission strategy of secondary user for differe
previous algorithm, given the proportion of idle slotsyies to arrival rate; (For the space limit, it has been skipped here).
find the strategy of selecting backoff counter by putting enodn general, we can say from the figure that at high traffic
probability first to the lower value and then further. Excegbad, optimal strategy is picking backoff counter of larger
than this property, there is no any other insights that we caalue rather than staying idle, while for the low traffic load
draw from the figure. secondary user more likely picks backoff counter of lower

A larger \; means the primary source is accessing thélue or stays idle whenever it exceeds the performance loss
channel more often. Therefore, the number of slots in whi@@nstraint.
the secondary source can transmit while meeting the camistra Now, we show the results for the optimization problem with
on throughput loss of the primary source decreases. Howewerconstraint defined on the primary source’'s packet failure
there is another effect of a large that needs to be con- probability. The activity of the secondary source increase
sidered besides the scarcity of empty slots. With larggr the failure probability. Figure 7 shows the throughput of th
with increased secondary source’s transmission probghi8 secondary source as a function of failure probability c@st.
more likely that primary source’s transmission is lingemd Intuitively, the throughput as well as the overall fractioh
coincided by the former one. When both users’ transmissiosiets in which the secondary source transmits, increasheas t
superimpose, primary user more likely moves to larger bfickanaximum failure probability of the primary source’s packet
stage. Thus primary user is prompt to retransmit its coediptincrease. Higher arrival rate results lower throughputtfer
packets instead of transmitting fresh packets and this wagcondary user which has been depicted in this figure. The
transmission behavior of primary source is affected by theansmission strategy of the secondary source follows the
value of \; and achieved throughput as well depicted istructure discussed throughout this paper.
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Average Reward vs. Current Slot
T T T T T

of the primary user’s performance or it may degrade its own
0035r ] average reward value than the other actions. Consequérgly,
i ] algorithm moves to the other action and the average reward
0025 | value over the time for different actions look similar.
e Bloff= 1 Figure 10 shows the throughput of primary and secondary
| source with the increased packet arrival ratefor a fixed tol-
0015 1 erable primary source’s throughput loss. As expectedutitre
put of the secondary source decreases\asis increased
gradually. A largerA; means that the primary source is
accessing the channel more often. Therefore, the number
S0 im0 100 2000 2300 soon swo of slots in which the secondary source can transmit while
cunent St meeting the constraint on the throughput loss of the primary
Fig. 9. Secondary User's Average Reward (unit) vs. Curréott r \; = source decreasgs. In addition, m. this flgure_, we have [IE.]jeC
0.05 and~1 = 0.04 the result obtained by our optimal algorithm IIl. Optimal
algorithm though due to the protocol behavior is not fully
aware of state of the system, has some better information
than our proposed online algorithm. Therefore, it incurddoe
performance in terms of achievable throughput for différen
Figure 8 depicts the convergence of secondary and prima@jue. Whereas, our online algorithm though does not loak lik
users throughput from O'th iteration to some number Qiave similar performance, but gains better one than otlred bl
iterations. Throughput loss is defined as the difference®et generic algorithm. Generic algorithm means, here secgndar
maximum achievable throughput and instantaneous thratighgser picks its backoff counter uniformly. With this strateg
at a particular slot. From the given parameters, maximuiie see the performance for the secondary user is the worst.
achievable throughput is calculated considering only alsin Even worst news is that, this algorithm is completely blind
user (primary or secondary) is acting on the channel. Vi@out the performance constraint of primary user.
see the convergence of throughput loss happens after a few )
iterations. C. Comparison of Both Approach
In order to extrapolate the cost functions of our algorithm, Figure 11 compares the obtained secondary user’s strategy
we also have shown convergence process of two actions pickedboth our optimal and online algorithms. We have presénte
up by the secondary user, i.e. probability of picking batkothe proportion of idle slots and probability of picking badk
counter 0 and 1 respectively in the figure 9. We have initalzeounter 0. For the sake of page limit, we have skipped
cost of all actions at time slot zero. As the algorithm movesther results here. In this result apparently, we don't see
along with time, it updates its average reward according tlaey match between two algorithms. However, we can explain
formula presented in the algorithm. The algorithm is morie difference. In fact, online algorithm is mostly depemde
prone to pick backoff counter with lower value that will beon the primary user’ performance loss violation indicator
shown in the subsequent figures. However, in terms of geneaad its own reward value for different actions. It tries to
rule, algorithm does not pick the same action repeatedlis Tipick the action with maximum value, which is usually the
is because, due to the interaction between primary and sbackoff counter with lower value. Otherwise, upon the signa
ondary users, the repeated action may cause to the degradatf constraint violation, it keeps silent. Therefore, we Heat
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10 Primary Packet Arrival Rate vs. Derivative ofnP(O, 0)
X

online algorithm puts more weights to the backoff of lower
value and again backoff counter of lower value breaks the
constraint more often and thus it keeps more silent thameffli
algorithm. Whereas, optimal algorithm knows the arrivaérat
of primary user, it runs a near brute-force algorithm in orde
to find the optimal strategy of secondary user.

-4

Derivative of T[P(O, 0)

VI. CONCLUSION LN |
In this paper, we have provided an opportunistic channel

access scheme for the secondary user in IEEE 802.11 based % o005 o1 p?iiliry‘égike?'izﬁiva‘?'game(’{éfi) 004 0045 005
networks. For maintaining the simplicity of the problem, we

have assumed there is one primary and one secondary Useﬂid.”la
the network where both of them adopt interference mitigatio
scheme in order to extract a transmitted packet succegdfull

the fisrt half of this paper, problem has been formulated as a ) ] ) o
linear program and then an algorithm has been proposed whicf{Ve considerm = 4 and contention window size in each
has been proven to be optimal. Solution of this problem requif@ckoff stage are described in the section V. Solving the
that secondary user has some knowledge of the netwofguation 6 and equation due to the state transition prabesil
however in practice, it might not be possible. Given thig,facf all states, we obtain

in the second half of the paper, an online algorithm has been

proposed which does not require to know all information ofP( ) = 1-—q

the network or the secondary user can adaptively learn the" "’ 1—q+Dt3BRy+ -+ +q@ Ry + Dg1 Ry (1 — t5%)
state of the network while making a transmission decision.

This approach relies only on the little performance viaati 7p(1,0) = 7p(0,0)D

feedback of the primary transmitter and uses Q-learning to

converge to nearly optimal secondary transmitter contotitp ~ Where

cies. Numerical results have been provided in order tofjusti T

the efficacy of these algorithms and it has also been shown D = ﬁ

that both algorithms achieve comparable performance. 2

Primary User’s Packet Arrival Rate (pps) vs. Deieadf 7 p (0, 0)

wq—1 wi—1
APPENDIX Ry = Y j and R = Y j
PROOF OFTHEOREM 1 =1 =1
Due to the steady state distribution of the markov model, However, we Knomql = min(l, \\D “,“653) anq D aceess
we obtain IS also the function of secondary user’s transmission proba
bility ¢,. Therefore, its hard to find closed form term when
m wp—1 we differentiate the above terms with respectt4oIn order
Z 7p(b,i) +7p(0,0) = 1 (6) to prove this theorem, we have plotted the numerical differ-

b=1 j=0 enttion as a function of the packet arrival rate of primary
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2l we—1
il | where P = " jk(j). For different secondary user's
5 OF -g-mg0.0 . 7=0 . o
s 7152'-1\ fake packet arrival rate, we have plotted the differerdgiatdf
4 SN 75(0,0) andmg(1,0) in the figures 15 and 16. Negative values
s .l ™ of these differentiations prove the theorem II.
g .l B._.
ol el PROOF OFTHEOREM 3
o \“\-{] Higher probability in the backoff counter of lower value
T 000 0oL 0015 00z 007 003 003 0oi 008 0o means lower probability in higher valued backoff counter

Fig. 15.
75(0,0)

Secondary User's Packet Arrival Rate (pps) vs. \éxie of

Secondary Packet Arrival Rate (pps)

which results in lower number of backoff slots before having
a transmission by the secondary user. Keeping primary and
secondary users’ transmission probability constant eseed
probability of picking lower valued backoff counter incurs
on average lower number of backoff slots and thus higher
nsmission probability. This statement proves the #a@or

. . fra
user. Values of packet arrival rate are as same as in tI[\e

section V. Figures 12, 13 and 14 depict the derivative®of
7p(0,0) and7p(1,0) with respect tal. From the definition
of differentiation we know

fla+A) - f(=z)
A

We observer in the figures that no matter the packet arrivaf’
rate, diffrention of 7p(0,0) and 7p(1,0) is negative with
respect tots. It means, as we increase the value tof
value of mp(0,0) andwp(1,0) i.e. idle slots and transmission 3]
probability of fresh packet transmission rate are decikase
Thus, it proves theorem I.

(1]
Vf =

[4]
PROOF OFTHEOREM 2

Considering the secondary user's contention window sizg;
w, = 4 and solving the steady state distribution equation and
equations due to secondary user’s state transition, wenobta

6]
(1—t1)(1 —go)
(I=t)(1 —q2) +g2(1 —t1) + (1 = g2)2P + 3P )
7TS(070)QQ
l—qo

7Ts(0,0) =

m5(1,0) =
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