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Abstract—! Ensuring QoS provision for a network with transmit power for each subchannel. Uplink scheduling even
heterogeneous traffic is considered as a difficult task becausefor the conventional SC-FDMA based systems with best effort
of the conflicting requirements of different traffic. Emergent traffic is considered as challenging because of individeatsi

high bandwidth 3G/4G technologies, such as LTE (Long Term . - .
Evolution), LTE-advanced are off the shelf in order to meet POWer constraint, discrete nature of subchannel assignmen

the demands of new applications by providing high data rate While maintaining contiguity pattern. With the inventiorf o
while simultaneously maintaining their individual QoS criteria. nhumerous applications with distinct fascinating featuresy
These systems recommend SC-FDMA (Single Carrier Frequency a days, the cellular systems are more likely to carry het-
Division Multiple Access) as the uplink transmission scheme. In erogeneous traffic with different QoS demands. Scheduling

this paper, we have formulated the uplink scheduling problem . N . .
for SC-FDMA based heterogeneous traffic systems considering subchannels while satisfying diverse QoS of different new

all standard specific constraints and individual user QoS demand. applications brings more challenges to the uplink schaduli
In order to capture the QoS criteria of different traffic, we have  problem on the top of its own inherent difficulties. Beside al

adopted a utility function which is already used for the downlink  these system and traffic specific issues, the service pmsvide
operation of CDMA based systems. To facilitate the interest of may want to have domination on the subchannel allocation

the service providers, we consider an additional concept, oppor- . L . o
tunity cost function which is constructed based on the granular determined by their in-house policy. This introduces ferth

resource utilization. Dual decomposition method has been used in challenges to the uplink scheduling problem in SC-FDMA
order to solve the formulated problem. Having noticed the high based systems conveying heterogeneous traffic.

computational complexity of the optimal solution, we have given  Resource allocation problems for OFDM based networks
a sub optimal algorithm with relatively lower complexity. For especially downlink LTE systems have appeared in some

evaluating the performance of our proposed uplink scheduling v 11 121 In h traffi t
scheme, we assume, the network consists of best effort traffic survey papers recently [1], [2]. In homogeneous traffic net-

traffic with delay bound and traffic with throughput requirement. ~ Works, for two types of traffic, e.g., elastic traffic, traffic
Finally, extensive simulation has been conducted to justify the with QoS requirements, scheduling problems have extelgsive

efficacy and effectiveness of our scheme comparing with other heen studied. For the elastic traffic, in order to perform the

existing solutions of an exemplary SC-FDMA based system, "e"scheduling decision, utility of the users is represented by
LTE system. . . Lo

. o a concave function [3]. Subject to the objective of max-

Index Terms—Scheduling, Convex Optimization, QoS, Hetero- jmjizing the sum of general concave utility functions, one

geneous Traffic, SC-FDMA. recent work [4] has proposed some computationally efficient

algorithms. Channel aware throughput maximization tegpinai
|. INTRODUCTION for such systems is known as MT (Maximum Throughput).

i ) For fair resource allocation, typical PF (Proportional rfai
In order to meet the growing demand of high data ratgeyric [5), [6], [7] is the ratio of instantaneous data rate@

OFDMA (Orthogonal Frequency Division Multiple Access)pchannel and past average throughput. In [8], [9], PFrsehe

based OFDM (Orthogonal Frequency Division Multiplexingjs ¢ormulated as an optimization problem with the objectife
is the key technique of 3G/4G technologies such as LTE, LTE;

O i : ; jaximizing achieved throughput under the typical constgai
advanced because of its immunity to inter-symbol interfeee ¢ e system.

and frequency selective fading. Despite numerous advestag among QoS aware schedulers in homogeneous traffic net-
of OFDM and OFDMA, their major disadvantage is the'(/vorks, [10] ensures guaranteed throughput by separatirg jo

waveforms have high peak to average power ratio (PAPR). the time and frequency domains. In the time domain, they

To reduce PAPR, LTE, LTE-advanced agree on using S separate traffic based on their current and pre-spécifie

FDMA technique for the uplin!< transmission W_hich iIMpOSeseattjed throughput. Then, they apply some PF scheme on
contiguous subchannel allocation to a user. Typical sdivlu (1o same priority users in order to obtain final subchannel
of s_uch systems involves the determination of a set of UsefSsignment. More works on providing throughput guarantee
assignment of subchannels to these users and settlings{f real time flows include [11], [12]. [13] calculates the

1Copyright (c) 2013 IEEE. Personal use of this material is pieahi priority indicator using HOL (Head of Line) packgt delay.and
However, permission to use this material for any other purposest be €Nsures target delay bound for the delay sensitive traffic. M

obtained from the IEEE by sending a request to pubs-permis@ieee.org LWDF (Modified Largest Weighted Delay First) [14] has been
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introduced for OFDMA based networks in [15] by puttingdifferent types of traffic (traffic with data rate requiremhen
past throughput in the denominator of the original metrigoT traffic with delay constraint). Although [29] did not consid
very promising strategies, i.e., LOG and EXP rules have betite channel condition of users in the scheduling decisig], [
explained in [16]. Their subchannel selection metric isedastakes all required issues into account. Beside these, there
on the logarithmic and exponential function of the packetre some general mechanisms for handling mixed traffic. For
HOL delay respectively. Unlike LOG, EXP scheduler takesxample, the authors in [16] have proposed a low complexity
the overall network status into account. Similar to theserg RB (Resource Block) allocation algorithm using LOG/EXP,
is another scheduling rule, i.e., MW (MaxWeight) [17] folEDF (Earliest Deadline First) rules and tested their scheme
delay sensitive traffic. Analytical results in terms of gaeuwith mixed streaming and live video traffic. The work in [31]
distribution for the schedulers with these rules are givestudied a scheduling policy that gives equal priority to all
in [18], [19], [20]. In [21], the authors adapt EXP rule bypackets with different QoS unless their delay reaches close
taking the characteristics of PF and exponential functibn to their deadline.
packet HOL delay into account. Two level packet scheduler Unlike downlink operation, not much works have been
working in the larger LTE frame and then in the granular frameonducted for the uplink access of such systems. Most works
level for real time traffic has been given in [22]. A similafocused on the throughput maximization objective. For exam
approach, however working in discrete 3 levels has bepte, [32]-[35] have given different heuristics based ofedédnt
presented in [23]. Third level of this scheduler is callettiou principles upon stating that the problem is NP-hard. Algfou
process which discards packets whose delay deadline has ieese works take subchannel contiguity constraint intoaet
expired. Recent work [24] combines EXP rule, cooperativgkip individual users’ power constraint. However, this con
game and virtual token mechanism in order to ensure boundsthint is very important factor in scheduling decision and
delay and guaranteed bit rate for the users. limits overall system performance. On the other hand, theze
Scheduling problem in heterogeneous traffic networks Very few works for the uplink scheduling with QoS assurance.
considered as more challenging compared to the homogenedhese works are mainly for the homogeneous delay sensitive
one because of the conflicting requirements of differeffitcta traffic [36], [37]. One recent work on energy efficient QoS
There are three design issues need to be considered whisured scheduler is [38], where QoS is considered as user’s
formulating the scheduling problem of an ideal schedulémstantaneous rate. For heterogeneous traffic envirorsnent
for heterogeneous traffic networks. Wireless users expegie recently, [39] has proposed a scheduler which is based on the
varying channel quality condition time to time due to théime and frequency domain scheduler [28]. One drawback of
stochastic fading effects and hence, their achievable rdé¢a this work is they did not consider traffic class in their desig
are affected. The scheduler should choose the user with gdddreover, they evaluated the performance of this schedtuler
channel quality condition in order to maximize the systeitheir customized simulation scenario which is not prattica
throughput. However, if the user with better channel gualit Having noticed the drawback of [39] and in order to design
condition is always selected, the users with worse chanrmelitility based scheduler for the heterogeneous trafficrenvi
condition may starve. This issue is known as fairness amient, in this paper, we have proposed an uplink scheduling
another very important factor to keep into consideratidrird, scheme for a SC-FDMA based system carrying heterogeneous
different applications have different QoS requirementsl airaffic. This work is based on the utility function [40] has
the utility function of the scheduler should be defined insed. Difference is, their solution is suitable for the dbmkn
such a way that it has the ability to capture those metrissheduling and designed for CDMA based systems. The utility
simultaneously and effectively. function of [40] is general, one single function can handle
Similar to homogeneous traffic networks, downlink schedutliverse types of traffic, instantaneous channel conditioth a
ing has extensively been studied for OFDM based networke forth. Typically, this utility function is used in econas
carrying heterogeneous traffic. These works mainly adoptid order to maintain the social welfare (another name of
three categories of designs. First, some works gave stifigirness) of the society, however rarely applied in communi
priority to the high priority traffic compared to the low prity ~ cations. Moreover, this utility function can distinguistter or
ones, such as [25], [26]. [25] has proposed a solution fortra class based traffic prioritization. Beside capturingee
VoIP and data traffic while giving strict priority to VolP key design issues of heterogeneous traffic environment by
users. A scheduling policy with strict priority across elas this utility function, in order to assist the service praefis,
is also studied in [26]. Within a class, proposed schedulproposed uplink scheduling problem consists of a congtrain
does chunk by chunk resource allocation. The work in [2¥thich imposes some control on subchannel allocation. The
has given strict priority to SIP traffic over other data tiaffi distinctive novelty and contributions of this paper areefyi
Second, the authors in [28] have addressed mixed traffiaydebummarized as follows.
sensitive, guaranteed throughput, best effort) by desgttie « For representing the satisfaction of a user, we have
scheduler on the time and frequency domains. The priority adopted the utility function already used for the downlink
sets are populated based on the QCI (QoS Class Indicator) scheduling operation of a CDMA based system [40].
of each data flow and classified as GBR (Guaranteed Bit Although we have adopted their utility function and same
Rate) and non-GBR. Third, the scheduler is designed by definition of QoS measures for different traffic, we have
representing the satisfaction of users by the utility fiorct solved a distinct problem for a different system, i.e.,
In [29], [30], different utility functions are used to regent uplink scheduling problem of SC-FDMA based systems.
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Furthermore, the way they have solved the downlingystem is orthogonally divided into a number of subchannels
scheduling problem is different compared to us. Givewe denote setN contains subchannels available at each
pre-defined physical layer data rate of the users and giverheduling epoch. The number of users in the systei.is
certain system capacity, their work schedules a set Ofers are again categorized irGoclasses, where clagshas
users instead of CDMA tones. Whereas, our schedulitggher priority than clasg+ 1. Let M denotes the number
scheme determines every single subchannel-user ma
ping, their assigned power which is the true notion i 4
an ideal scheduler given the incoming packets in ea@M. Each class is accompanied with diverse kinds of QoS
scheduling epoch. criterion. At each scheduling instant, all users transiméirt

» For obeying every detailed specifications of the stamhannel state information to the base station. In the cHanne
dard [41], our problem formulation takes individual user'soherent time, based on the traffic type, channel state and
power and subchannel contiguity constraints into accouttieir QoS requirements, the base station assigns appepria
Individual user's power constraint is required in ordesubchannels to the corresponding users as well as determine
to correctly measure overall system performance. On thewer of each subchannel. Purpose of the scheduler equipped
other hand, in order to avoid high PAPR of the generatéadthe centralized controller is to maximize the sum satisfm
waveform, we assign contiguous subchannels to eachall users.
user.

« Beside standard specific constraints, our formulation con-
sists of another factor, opportunity cost function. PhysA. Problem Formulation

ical meaning of this function is how much utilization gjhce SC-EDMA based resource allocation allows the
of resource the service provider can sacrifice in ordgfice providers to allocate resource in granular sub-
to achieve other system or user specific benefits. CQ$fannel level, for a particular usdr of a certain class
function can work in both granular and aggregate resourge o define the utility function for each and ev-

utilization level. For this Wo_r_k, we assume It 10 beery subchannel j,VjeN. At scheduling time instantt,

depgndent on subchannel utilization as later one can & satisfaction of usei of class ¢ on subchannel |

Izich|eved through the former one, however not vice versa. perceived by the utilty functionUg; ({Xczi'(t) zniil)’
urthermore, the service providers may relate opportunity _ S 2

cost function to revenue as desired. where {XZ;(0}% = X1, X§®), - XG0}

« By setting certain parameter for the opportunity codpXdj(t), --- Xg¢ (t)} are computed quantitative QoS measures
function, our scheduling scheme can be transformed ifb terms of (c,i)th user's satisfactions in the uplink system
two extreme ends of scheduling mechanisms, i.e., Muring the scheduling decision of subchanpelt time instant
and PF schedulers. By providing enough evidence, WweTypically, QoS measures are the average throughput,raurre
have proved this statement analytically. data rate, average delay etgy; represents the maximum

« Dual decomposition method has been used in order figmber of QoS measures for us@i). Therefore, we can
show the optimal solution structure of our formulatedVrite the objective function as
problem. Finally, from the guiding principles of the opti- e N
mal solution, we have given a low complexity schedulin ¢ .
algorithm. ’ e : maxZ > > Ui ({XG; 1224 1), @

« Extensive simulation has been conducted assuming the L
network has best effort traffic, traffic with throughput If x.; denotes the fraction of subchanrjedllocated to user
requirement and traffic with delay bound. While comparic,i), the total allocation across all users should be no larger
ing with other scheduling solutions of a sample 3G/4han 1, i.e.,

;ystem, such as LTE system, we have proved the effec- Z Xaij(t) < 1, VjeN. )
tiveness and efficacy of our scheme. (cfem

Rest of the paper is organized as follows, Section Il gives ) _ )
the overview and components of the system while elaborating*ccording to the standard, there is a constraintxgp to
detailed formulation of the problem. Solution approach ted b€ an integef0,1}. We will see later, how we have handled
resultant algorithm are presented in Section IIl. We irigase this constraint while solving this problem. Beside thiseda
some interesting characteristics of our scheduling schef contiguity constraint of SC-FDMA technique, subchdsne
in Section IV. In order to show the effectiveness of th@'e allocated to useic,i) in contiguous manner. It implies
proposed scheme, we provide simulation results followed by
the simulation methodology in Section V. Finally, Sectioh V. .
concludes the paper with some directions of future research Xein(t) = 1 && Xeins1)(t) = 0,%ij (1) = 0, n+2<j<N (3)

if Xein(t) = 1 && Xgin-1)(t) = 0,%cij(t) =0, 1<j<n—2.

_ C
Pclassc users;M = ZMC and the set holding all users

II. SYSTEM MODEL & PROBLEM FORMULATION Each user(c,i) has power limitation during a scheduling

We consider uplink scheduling problem of a typical SCepoch and its maximum power is denoted By. For trans-
FDMA based cellular network. Transmission bandwidth of theaitting on subchannejl, we denot€c,i)th user’s transmission
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power ispci; and total power used on all allocated subchannelalue of H. If H = eR'j“aX, rate loss is no more thagfb of

cannot exceed the maximum powver. maximum achievable rat®"®* on subchannej. Moreover,
H = 0 implies that the network operator cannot tolerate any
Z\‘ Peij (t) < Pei, V(c,i)eM. (4) rate loss, therefore it always picks the highest rate gé¢ingra
i€ user while allocating any subchannel. In order to ignore the

Moreover, there are upper and lower bounds of each Q@Bportunity cost, the network operator can bet= R"® In
measure and these are pre-defined values set by the userstlEgicase, all users are treated equally by the scheduler.
example,zth QoS measure of uséc,i) has an upper bound
Vg “and a lower boundg™ (e.g., maximum and minimum B The Utility Function

average throughput). . . . . . L
.g ghput) In this section, we introduce a utility function which is
zmin

g < Xczij(t) < vi’ima", V(c,i)eM, vz1<z<mg. (5) able to meet all requirements of an ideal utility function. |

Constraints presented in Equations 2, 3, 4 and 9 are eittt(])éder to satisfy all requirements of the problem described i

. s previous subsection, the feasible utility function o
enforced by the ;tandard or set by the users. Angther ccm_ntstr ave concavity property. The more the allocated resource,
we would like to introduce is for the sake of service provier

i.e., opportunity cost. The concept of opportunity cost ban the more satisfied the user is, i.e., utility function should
.e., . _ ; ; Z \/i ) i
used to manage the tradeoff between fairness and reso Be non-decreasing function ot;, vjEN, Vz< [1, mg]. While

A . ﬁgcating a subchannel at time instantif the values of
utilization. In order to ensure fairness across the networ

all QoS measures for a uséc,i) are minimum, the utility
the scheduler may be forced to serve low rate generating |- "sor that user attains its unique minimum valg™
users resulting in rate loss. To limit this rate loss, we hay ereas when the values reach to their maximum. the ,utility
proposed a cost function called opportunity cost. Simitar tappears to its unique maximum valutl® In rest,of the
. ) : ) ; nax
other metrics, opportunity cost is _alsq defmed_ n granu@ru other cases, the utility value remains in between these two
and subchannel level. At scheduling instgnivhile allocating o . h miny ). ()1 ) <y max
subchannelj, we define opportunity cost for uséc,i) is quantities, or in other wa)g™<Uaij ({Xaij (1) }=)) <UG™.
Oy (1) OCC 0 is a function of rate for userc.i) on Furthermore, once the utility value for a user reaches to its
subghaﬁneﬂ 'Ilé'_)(t) Raii (1) is given by () maximum value, additional allocated resource cannot tevia
P CREe T it from its maximum quantityJg'® .

Poij () €xij (t) In addition of having above fundamental properties, the
7&”(,[) ), (6) utility function should support inter-class prioritizati. We
) ) ] ) denote a parameted.,Vc,1<c<C to distinguish inter-class

whereegj is the normalized received SNR per unit transmil i ritization. Larger the value o, the higher the priority
power of user(c,i) on subchanne] from the base station. In of jassc. Proposed utility function is already used for the

the multi-cell scenariogj indicates the SINR instead of SNRscheduIing purpose in CDMA based networks. As our problem

and it is a function of power used by the users of neighboring jitterent, we interpret this function in a different wahe
cells on subchanngl. At the beginning of scheduling instant,jiw function for user(c,i) while allocating subchanngl at
t, the scheduler gathers complete information of this mé&ic e instantt is given by
all users and all subchannels. Maximum rate that the sceedul

can earn out of subchannglat timet is given by

\Y

Rﬂ@)—xmaﬂog(1+

Mg
. —a zlxczij(t)
RTaX(t) = max RCij(t)7 Vj€eN. @) UCij ({Xczij}zzll(t)) =1-e = .

(ci)eM

(10)

We plot the utility function with respect to arbitrary QoS
measureXgj for 3 users with different. in Figure 1(a). We
ey omax - observe, utility function has the diminishing property. Whe

OCeij (1) = RI™Ht) — Reij (1), (8) the quantitative value oKgj is low, rate of change of the

In other way, the opportunity cost is a measure of how mucthility (slope) is larger, it implies, if the scheduler ga/priority
rate the network operator would forgo if usgri) is selected to the user with low QoS measure, contribution of this user
for the transmission on subchannght scheduling instant towards the maximization of overall utility is higher conned
while there is some other usr,i)* that generates the highesto others. Hence, the scheduler needs to take this into atcou
rate on this subchannel. Taking the network operatorstaéste while making the scheduling decision of subchanfelin
into account, the objective function in Equation 1 can farth order to show the decreasing trend of slope with the incngasi

Using these metricgQCeij(t) is defined as follow

be constrained by the opportunity cost function X.ij, we plot Figure 1(b). We define the slope of the utility
function as marginal utility. Moreover, larger valueafmakes
OGij(t) <H, V(c,i)eM,VjeN. (9) the utility function steeper with respect to QoS measures. |

oﬁher way, slope of the utility function is steeper with hégh

Thg network - operator can dgtermme the' required Ieygc at low X¢j. Therefore, for this particular utility function,
of fairness and resource utilization by choosing approgria,, slope of a users utility plays an important role in the

2According to Figure 3 of [41], different levels of power fdret allocated SChedu”_ng de.CiSion of Su.b_Channe!S' From the perSp_(?C_ﬁve 0
RBs (equivalent to subchannels) of a user is allowed. economics, this type of utility function has another deiomf
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Fig. 1.
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(a) Utility comparison for different; and Xgj.

Characteristics of the utility function.

if the users with low QoS measure are given higher priority
gaining additional resource, this maximizes the sociafavel
as well as fairness of the system.

In order to fully explain the utility function, we need
to specify the QoS measures, i.¢XZ;};%. QoS measures
further require to define the traffic types of which they belon
to. We consider, the network has the similar types of traffic
as [40] mentioned in their work. Since traffic types are samil
we adopt similar form of QoS definitions. However, our QoS
measure is the quantity when we schedule subchannelsdnsteg)
of users. Hence, we reiterate the QoS metrics of each traffic
type with their exact interpretation in the following.

1)

2)

Traffic with minimum throughput requirement: In
order to ensure minimum throughput, we need to design
QoS measure so that the scheduler gives higher priority to
the user with lower throughput. While allocating subchan-
nel j, let denote the average throughput achieved by user
(c,i) up to timet is (cj(t). Maximum incoming data rate
for this user is{T® whereas the minimum required one

. Cl
is {I". As we discussed before, the property of our utility
function is such that the scheduler gives priority to the
user with lower QoS measure. Therefore, QoS metric of

user(c,i) for this type of traffic at time while allocating
subchannej has been defined a; (t) = (p%, - %)
cij

where 0<= p;, <= 1. Smaller value ofs; gives more
weight to this metric. This metric is also termed as
fairness measure for this type of traffic. If any user obtains
lower throughput while the scheduler tends to allocate onét)
subchannel, because of the lower value of this metric, the
scheduler is forced to give provision to this user and thus,
total utility of the system is maximized and welfare of
the system is maintained.

Traffic with bounded delay constraint: There are
some traffics types (e.g., audio, VoIP) which have some
certain delay constraint. In order to design metric for
this class of traffic, let denote packet HOL delay of
user (c,i) is Dgjj(t) at time instantt while making the
scheduling decision of subchanngl Maximum delay

>
120

100 -

©
S
T

@
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T
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20+

cij

(b) Marginal utility comparison for differerg; and Xcj.

bound that the usefc,i) can tolerate iDZ?* Similar

to the case of traffic with throughput requirement, this

metric represents the fairness. We define this metric as
1ij(t) = (ugl — %C‘c#;gﬁ) ,0 <= <=1. Lower value of

WL gives more weight to this metric. If any uséc,i)

of this traffic type starts to experience higher packet

delay,Xclij (t) appears to get lower value while allocating

subchanne] and hence, the scheduler gives more priority

to that user.

Best effort traffic: Best effort traffic has usually the

lower priority compared to other traffic types described

earlier. If any user receives considerably lower throughpu

comparing with other users in the system, in order to

ensure fair distribution of resource, we need to design

a metric for this type of traffic. Denote the measure

Zcijm_

5 () a0
tion of users with lower average throughput results in
unfairness, thus by serving those users at some point
the scheduler maintains social welfare of the system.
If the scheduler would serve user with higher average
throughput, it might further increase that individual User
throughput, however that contribution is lower towards
the system compared to the case when the scheduler
would serve user with lower average throughput. The role
of p%i is the weight for this measure and larger value gives
additional weight to this metric.

Traffic with minimum throughput and bounded de-

lay requirements: If the traffic has both minimum
throughput requirement and bounded delay constraint,
QoS measure for this type of traffic can be defined
as Xg;(t) = (u%, —Wtzgiri],(rt,) —Wd%ﬁég). Similar to other
types of traffic discusged above, lower valuepéfgives
higher priority to this QoS factor. Whether we want to
give priority to delay bound or minimum throughput of
this traffic type is determined by the valuesvef andw;.

wg andw; are normalized by 1, i.ewy+w; = 1. If we

—k |,0 <=l <= 1. Starva-
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want to ensure equal priority to both delay and throughput
of this type of traffic, we can sety =w; = 0.5. R
o i 2 1
No matter the traffic type, we need another Qos L(@.B.¥.3X.P)i= %  a (I—r_nax_ Hei _Xcij> (12)
metric which gives priority to the user with better (c)eM,jeN :

channel condition. We define this metric a%;(t) = (
+ Y e [ Pei—) Peij |+ Bi[1-) Xij
(CZJ) 2 2 (;)

2Rl ) o= |2 <= 1. We normalize the
Hei (m%de,-(t)) ’ Kei + 2 D Yeii (er ="+ Reij) + > > Sij (M~ Reij) -
user's instantaneous rate on subchanndly the maximum S @0

possible rate achieved using this subchannel. Normalized r From duality theory, optimal solution to problem in Equa-
has been subtracted fropﬁi, because we want to make surdion 12 is given by
that the user with better instantaneous rate obtains lower
guantity compared to the one with worse channel condition. min  maxL(a,B,y,d,x,P). (13)
2. work nalty of not servin rs with good channel (@B.y.8)>=0(xP)
g works as a penalty of not serving users goo
condition. Larger value oﬂgi gives more weight to this QoS In order to solve this problem, first we find the optimal
measure. Users with better channel condition will have towgalue of x and P given fixed value ofa, B, y and 8. Once
guantitative value for metri(xczij(t) and hence, according towe obtainP, we rearrange the lagrangian in such a way that
the property of the utility function, the scheduler shouldeg it becomes the function of mutually exclusive per user cost
more provision to those users while allocating subcharnnelfunction, denoted bfjj. Optimal value of3; is the maximum
at timet. possible value of;; over all users for subchanngltaking

So, we have concluded that we have two QoS measuré¥ subchannel contiguity constraint 3 into account. Bseau
one for ensuring fairness of specific traffic typ%-j(t) and of the subchannel contiguity constraint, multi user diitgrs
another one is common to all usexg;(t) for ensuring the of OFDMA systems may not be achievable. Finally, optimal

provision when users have better channel condition. value ofa, yandd is obtained by the help of subgradient based
numerical search method. Taking the derivative of Equdtn

w.rt. pej and following the K.K.T condition, we obtain
[1l. SOLUTION APPROACH& SCHEDULING ALGORITHM optimal pcij, ie.d
Peij = Xcij {(VC”.C”)—“ -
Olci €ij
into Equation 12, we obtain

In the previous section, we have seen that marginal utility
of a user is the performance metric to maximize in order to
maintain social welfare of the system. Hence, at each s¢hedu Substitutingp*
ing epoch, we want to maximize the sum marginal utility of
all users across all subchannels, i.e., we want to maximize
Y (ci)eM T jen AceXp{—ac [X&I +X§J}. It implies, the objec- L(a,B.Y %) i= 3 > Xeij (F(aci, Yeij, Ocij &ij) — Bj)  (14)

(ci) ]
tive function is to maximizey ¢jjem ¥ jen —ac [X&l +Xc2ij}. max max
e o . + S agPei+ i + irm™(e—1)+ Ocij M,
We denoteR"™ by ™. Since the objective function ‘and (CZD e ZBJ (CZJ)ZVC'] i ) (CZJ)Z et
constraint in Equation 8 hav&[" it is required to add ' '
an additional constraint in the problem formulation in arde where f(aqi, Ycij, Ocij, €cij) = ac(ﬁhﬁ%x—pé— 1”) +

to support this assignment. Taking all constraints, rastilt he — Bahe 1 a1y —8i) oo —
formulation yields Yeijfeij e T & O ' cr T
log (%‘C’frw , T3 = max) heij. We denote(c,i)th
Re user’s cost function on subchannglf (aci, Yeij, Ocij, €cij) by
i 2 w1 Bcij- Given thatx:j€[0,1], optimal value ofx is obtained by
max 11 Cij i<y
(x,P) (Qi)ze,v, ng\[aC (rﬁnax e Xc”) (1D following the procedure below. For the sake of procedure, we
) ; /
Z xqj < 1, VjeN, %pcij <Py, Y(c,i)eM copy glements of sefl in another. set/\l 3
(ceM i€ 1) First, for each subchanngleN’, find the best_sub-

if Xcin =1 && Xei(ns1) = 0,Xcij = 0,n+2< <N channel metric among all users and denote itfpy=
if Xein =1 && Xgi(n-1) = 0, Xcij = 0,1<j<n—2 maxcijem Boij- Second, find a subchannel permutation
{vi}jen such thad,, >= By, >=--- >=By,. Select the
[max_ R < glMax R.. < [Max 11 A 27 - N .
i == Rap =ty subchannel with index; and its designated uséc,i)|y,
(to which it obtains maximum value of cost function),

The problem in Equation 11 has no duality gap and we can  check whether the selected subchannel and its designated
solve it by formulating it as a dual problem with associated

dual variablest = (ac;) cjjem for constraint 2 = (Bj)jen for 8In the multi-cell scenario, if the number of users in all cefi$f’ and the

constraint 3 and/: (Yci') nem ien for constraint 9 and = number of subchannels I8, we will require to solveM’N number of linear
(6 ) . . for thejlé_cél'gesdle ortive. constraint Resultarﬁqu_atiqns in order to obtain optimg_aLij. This is beca_use, When_we take the
cij/(ci)eM,jeN pp ' erivative of Equation 12 w.r.tpjj, it becomes the linear function of other

lagrangian looks like users’ power in the neighboring cells includimpg;.
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. . . Userl User2 Userd Userd
user meets the subchannel contiguity constraint. It means,

S R S |
if the designated user has already some subchannels ‘ | W

allocated, selected subchannel should be the contiguous
to its allocated subchannel block, otherwise selected

a Allocated RB Block D Unallocated RB

subchannel should be belonged to the designated user LA

without any hesitation. If the subchannel with index Fig: Before Shifting

fails to satisfy subchannel contiguity constraint, thea th T B Yy V¥, ¥ ¥V V¥ [V Yo
subchannel with index, is chosen and this operation ‘ M

continues until the selected subchannel satisfies the sub- Fig (a): User 2 gets 1 new RB (After Shifting)

channel contiguity constraint. We denote finally selected
guily cons - e | B B

subchannel as* and its designated user i&,i)|y-. . -
There might be ties in this assignment which can be Fig (b): User 3 gets 1 new RB (After Shifting)
resolved by some _|neff|C|_ent search. Therefore, optimaly 2 sample subframe structure for stage 2 of Algorithm 1.
x for subchannel* is obtained as follows.

. {1 if j=v*,(c,i)=(ci)|v that P = maxejjem P and €M = maxjcm MaXen €ij,
1) —

0 if j=v{(c.)eM|(ci)# (i)} for this problem, each element ¢k} is bounded within
2) Since the lagrangian is a sum of users’ cost fundfign  the range[0,P] and that of VECtOFSd(I%\(,'), 4L is within

we can minimizeL(.) over B for the given values of [0, (1+loge"®P)]. Under this statement, optimal value of the
a, y and & by settingB;. = By+. More than one user lagrangian is achievable within the finite number of itevasi.
can obtain the valug., however ties can be brokenDetailed procedure of achieving convergence is given in Ex-
arbitrarily without losing the optimality. ercise 63.2 of [42]. This problem has +2MN number of
3) Remove subchanngl from setN'. dual variables and it requires several thousands of itarstio
Substituting optimak and B into the lagrangian, resultantaCh'eVe convergence. Moreover, in each iteration, thesnis
lagrangian yields issue of resolving ties which requires some inefficient gear
Given these disadvantages, this procedure as a scheduler ma
N not be efficient to implement in fast time scale. Hence, weshav
L(a,y,d z z [Beij —B7] " + z OciPei + ZBT‘F proposed a sub optimal algorithm presentedhigorithm 14

In Algorithm 1, gci(j) is given by
Z zyCIerax B 2) zécurmax. (15) ci

Notice that, the lagrangian in Equations 15 is the functid¥i(]) = z log(1+ Pein€ein) — Z log(1+ Pein€ein)
of a, y andd. Now, the optimalkr, y and3 can be obtained by neQg(1-1) neQei(j-1) 20
minimizing L(.) and this is the optimal solution of Equation ;o , , o (20)
15. We have adopted the subgradient based search approacl?I yphere Qg = Qai(] — DUlai(]). lCi(l). is the best un-

ocated subchannel for uséc,i). pg; is the power on

) h
order to obtain optimatt, y and®. Subgradient searc requwe subchannej after doing the power control on the Bt (j)

the following updates in each iteration :
gup or Q;(j) for user(c,i). Power control of use(c,i) on the
setQi(]) is equivalent to solving the following optimization

Oci(t+1) = aci(t) - <PC. z pgij (t > (16) problem

Yoij (t + 1) = Yeij (t) _ K('[) (Ergnaxa) _ rrj‘naX(t) + hcij (t))17) arg max Z . Iog(1+ pcinecin) . (21)
Z pcin - Pc| neQCI(J)
Ocij(t+1) = &cij (t) — K(t) (FG“aX(t) — hgjj (t)) . (18) neQei(j)
Step sizex(t) in iterationt + 1 is given by Problem in Equation 21 can be solved by dual formulation
. which we have given in Section 5.4 of our recent paper [44].
o L—La(t ),Y(1),8(t)) (19) Complexity of this operation is found to B8i(j)|. Further-

more, in the 1st stage of the algorithisi(j) = gci(j). In the
2nd stage, we definbls(j) as Tecr,, ¥ (cijeL; —ac (XG+X3)
4L 2 jay and the parameters inside the sum term are determined
W(t)’ . \/Z(c,i)eM (F’ci—Zj péij(t)> ) W‘ = presuming the network status at the beginning of current

. " 5 e scheduling epoch.
Y (ci)eM Y jeN <€rj ) — T X(t)+hcij(t)) and ‘ 50 ‘
4In the optimal solution of multi-cell scenario, the power alited to the

. ) rmaxt) — he (t ) |_ is the estimate of the subchannels of a user can be less than its maximum allowablerpb\ence,
2 (ci)eM 2 jeN ( ) A1) — heij (1) it is not trivial to design a sub optimal algorithm for the mudéll scenario.

lagrangian determined from the previous iterations. Givefowever, [43] is a useful reference to design an algorithmofar problem.

st [+l

N2

where

Q
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Algorithm 1 Sub Optimal Subchannel Allocation Algorithm IV. CHARACTERISTICS OFPROPOSEDSCHEDULING

1: € is tolerable rate loss percentage and set by the service SCHEME
provider.
2: Setj:=0, Q(j) := 0 for each userc,i). In this section, first we prove our scheduling scheme
3: while j <N do achieves much fairer resource distribution compared tg. [40
4 Setj:=j+1. Second, we discuss the impact of opportunity cost function o
5. Getthe best subchannel indgx j) for each usefc,i). scheduling outcome and show that by certain valuéi pthe
6: If user(c,i) had already subchannels allocated,j) is Proposed scheduling scheme can bridge between MT (which
selected from at most 2 contiguous subchannels, otherwi¥s the best global performance) and PF (which is well-known
lei(j) is arbitrarily chosen. for proportional fairness) schemes. In the last paragraph,
7: Calculate metriqi(j) andl¢(j) for each usefc,i). we have briefly discussed the practicality of our scheduling
8  Calculater™{(j) := maxrgi(j). scheme w.r.t. other schedulers implemented in practice.
[oA]

Lemma 1: Our scheduling scheme is more efficient in terms
10: Determine users (c,i)eL; so that (FM®(j) — of achieving fayness compared to [40]. .
Fe(j)) <=H Proof: Consider an epoch where there is 3 subchannels
“ _ N 0ai(j) 5 L and 3 remaining users available to schedule. User 1 has
11:  Find (c,i)" = a(rg>n1a)a‘3<rmax(j) Hcixcij)- the best SNR condition for all subchannels, i.ej >>
ClEL; P i L
_ _ _ o &j,e1j >> €3j,Vje[1,3]. User 2 has almost similar SNR
12: Assign thejth subchannel to usec, ) condition compared to user 3, however slightly better. Back

o: CalculateH := erma"(f).

o Qu(i—Dule()) if (ci) = (c,i)* HOL delay for user 1 is much smaller compared to user 2,
Qci()) := Qailj—1) Otherwise . i.e., D1 << Dz (or {1 >> {2) and Dy ~ D3 (or {2 = (3). If
“ we would apply the scheduling technique presented in [40],
13: end while it is very likely that rate obtained by user 1 is much higher
14: repeat compared to that of user 2 or 3 due to the favorable physical
15: Take one unallocated subchanrjel layer condition. In our simulation, we observe, if any user
16: Let the users set on the right or left of subchanpel has favorable channel condition, it is more likely, thatruse
is Lj (presented in Figure 2). obtains more subchannels comparing with others, hence, in
17:  Obtain the base cumulative raggj) = 3 (L, Rei- our scenario, there is a chance that user 1 gets 2 subchannels

18: Obtain the base cumulative utility(j) = 2 (ci)eLj Uc. and user 2 gets 1. However, the result is not fair given the
19: We index the shifting operation bg and the set packet HOL delay or throughput. With our scheme, possible

holding all indexes byt s;j. subchannel allocations art) user 1 may get first subchannel
20: Provide the edge users in sk (e.g., user 1 in due to its very good SNR condition on all subchannels, then
Figure 2) available subchannels if necessasgLs;. subchannel 2 is assigned to user 2 due to its better SNR
21: Determine the cumulative rates(j) and the cumula- condition on remaining subchannels and almost similar gack
tive utility Us(j), VscLs;. HOL delay or throughput compared to user 3, finally user
22: Determine the shifting setg; so that (X™{j) — 3 gets the remaining last unallocated subchan2puser 1
Xs(j)) <=H andUg(j) >=U(j). may obtain 1st subchannel due to the similar reason deslcribe
23: Find optimals, s* := arg maXe;, Us(j). above, user 2 gets remaining 2 subchannels because of its
24: until No Improvement is possible SNR condition and worst QoS performance compared to

user 3.These 2 scheduling decisions are considered as fair
compared to that by [40]. In order to show that there is no
scenario that the scheduling technique [40] outperforms,ou
we introduce a counter example of this example. Similar to
this example, consider user 1 has the best channel condition
Worst case computational complexity of step 5 isn all subchannels compared to other two users. Unlike
O(MNIogN). Other steps, such as steps 8, 10 have the wobstfore, average packet HOL delay or throughput of this user
case complexity ofO(M) which is dominated by step 5.is much worse compared to other two users. The channel
Hence, total computational complexity of the algorithmdsef condition of user 2 is little better compared to user 3 on
step 14 (or stage 2) ®(MN?logN). For the 2nd stage of the all subchannels, however much worse compared to user 1.
algorithm, we discuss its worst case complexity as follows. Furthermore, packet HOL delay or throughput for these two
the worst case, from the 1st stage, 1 user gets 1 subcharthelasers are almost similar, however better than user 1. For the
M subchannels of all users are adjacent. Therefore, rengaingimilar reason explained for the previous example, by the
number of unallocated subchannelsNis- M and the loop of scheduler [40], user 1 obtains first 2 subchannels and user
the 2nd stage rund — M times. Inside the loop, we may need® obtains the 3rd subchannel. On the other hand, by our
to shift M times and each shifting requires power control angtheduling scheme, two possible subchannel allocatiosts ar
other primitive steps which are @(1) complexity. Hence, the 1) user 1 gets first 2 subchannels because of its best channel
worst case complexity of the 2nd staggl— M)M which is condition and worse packet HOL delay or throughput. Rest 1
again dominated by the complexity of the 1st stage. subchannel will be allocated to user 2 because of its slightl
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better channel condition compared to useRBuser 1 obtains  Proofs 2 and 3 remind us that the presented scheduling
all 3 subchannels. The scheduling decisions by both [40] aaffjorithm in this paper is generalized. In general, thiseseh
our scheduling scheme are considered as fair. Hence, theraler works in between these two extreme cases which has
no scenario for which the scheduler [40] can perform bettbeen proved in the next section. Since the optimal solution
compared to our scheduler. Our scheduling scheme alwaysan iterative procedure, there is no closed form proof for
achieves better or as good as performance in terms of fairneemma 2 and 3 for this. However, for the same condition

comparing with [40]. of these two Lemmas, optimal solution converges to the MT
Lemma 2: Under special caseH(= 0), presented algorithm and PF schemes respectively. Adjusting the parameter of the
converges to the MT scheme. opportunity cost function, we can convert this scheduléwio

Proof: In the 1st stage oflgorithm 1, MT scheme assigns conventional extreme cases of scheduling scheme.
subchannelgi(j) to user(c,i) when it achieves the maximum Furthermore, we have noticed that Huawei [45] has im-
quantity for g¢i(j) compared to other users; whereas for thelemented an enhanced PF scheduler for the GBR traffic of
2nd stage, it selects shifting operation which has utiligager an exemplary 3G/4G system, i.e., LTE system. Packet delay
than the base cumulative utility and have the maximum valldget of different GBR traffic and aggregate RB (Minimal
comparing with other shifting operations. Sdt = 0, at resource unit of LTE systems) quality are considered while
the 1st stage, our scheduler selects only one user fok jsetdesigning this scheduler. For the uplink scheduling, tbfes-
whoseg.i(j) has the maximum quantity in order to satisfy thatler first calculates users’ priority metric which is a fuoat
condition ™(j) —I¢i(j) <= 0. Afterward, since.j has only of average packet delay of that user and approximate average
one user, eventually this user will be picked up for subckanrchannel quality of all RBs and then based on the priority, it
lci(j). For the 2nd stage, similar situation happétfs contains allocates RBs among those users. Priority metric is caiedla
only the shifting operation which incurs the highest ufilit using MW formula and M-LWDF is very similar version of
and has larger value than the base cumulative utility. HenddW rule. Whereas, our scheduler does one by one subchannel
converging trend of our algorithm towards MT scheme hdgquivalent to RB) allocation based on the instantaneous
been proved. subchannel’'s channel quality and average packet delayhwhic

Lemma 3: For special value (maximum achievable ratdS apparently more dynamic. Moreover, our scheduler can
Rateuax) of H, presented algorithm transforms to the peeal the traffic with throughput requirement and design of
scheme. the scheduler is very flexible for diverse QoS (e.g., packet

Proof: At scheduling epoch, while scheduling subchannel!0SS ratio, packet jitter) oriented traffic. Beside, theestier
j, PF algorithm assigns subchantglj) to user(c,i) if its designed by Ericsson [46] applies conventional trafficqod

metric log(1 + gci(J)) obtains larger quantity compared t@nd shaping concept while allocating RBs among different
ij oS based traffic. Policing ensures that the users do not

X : . ; h r n configured r wher raffic shapin

0ci(j) and decreasing function of its long term throughgu. getkt € ag ee;j Upr(]) configured ‘T[e’ ereas traffic Isdap g

Consider about our scheme with— R™, setL; contains all Takes sure that the users get at least minimum settled Qo
1o J ecified in their agreement with the vendor. Based on the

potential users in the system. And then, the scheduler pi%?r%ffic olicing and shapinad mechanisms. our scheduler is
the user whose marginal utility, i.e., slope obtains thehaig policing ping !

: o . : ) dynamic and can achieve the similar level of performance as
quantity. Slope of a user is increasing functiongef(j) and

i . h heduler i with th licies.
has a decreasing trend w.r.t. to its long term througl@put the scheduler equipped with these policies
Mathematically, we can equate both functions in order to find
instantaneous value for the constants. Hence,

other users. Note that, PF metric is an increasing functfon

V. PERFORMANCEEVALUATION

In this section, we will evaluatalgorithm 1for four classes
of traffic of a typical 3G/4G system such as LTE system. First,
Ocij 1 Q}‘" 5 Ocij we outline the simulation methodology we have adopted. Then
o) = (Wi Lt + Hei — Fmax the simulation results splitted in two parts for Homogerseou
. : and Heterogeneous traffic.

loga(1+
cij

Simplifying this, we obtain

A. Simulation Methodology

5 1 Qi (Qin O] For setting up the network, we put the base station at the
Wi +He = — % log,(1+ 7) + T + Fmax: center of a cell, user nodes at different distance surramgndi
el el J the base station. Cell radius is assumed as 1 km. We run the
Therefore, we can conclude, at scheduling instamthile ~Simulation over 5000k TTls (Transmission Time Intervals).
allocating subchanng], if the value 0fu§i+u‘]:-i is equivalent One TTI is equivalent to 1ms and it consists of 25 RBs.
to the right side of above equation (for ugeri)) and if we Each RB is analogous to 12 subcarriers [47]. These total
ignore our Opportunity cost function, over the infinite tioar 25x12 resource elements are spread over 5 MHZ bandwidth.
scheduling algorithm converges to PF scheme. In the simiiipe theoretical limit [48] of the channel capacity is giveyn b
manner, for the 2nd stage Afgorithm 1, we can prove that at B = [y WhereR, denotes the BER (Bit Error Rate). BER
scheduling epoch, certain value of constaryt c;jci; W2+ for the channel is configured as %0 Each user's maximum
results in asymptotic convergence towards PF scheme.  power is set as 220 mW. In order to calculate log-normal
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TABLE |

shadowing effect of the channel, we assume the reference SIMULATION PARAMETERS
distance is 1 km and the SNR for this reference distance

is 28 dB. Reference shadowing effect is the log normal Traffic Type [ ac [ g [ 15
distribution with variance 36. With this variance, log-normal XS&'TO 3‘.15 8:3 82
shadowing power is determined as.@@B according to [49]. Video 30 04103
Rayleigh fading effect is captured with a parametsuch that FTP 25] 0406

E[a%] = 1. Channel gain for a particular usg,i) over RB j
is computed by Equation 22.

modeled with a minimum data rate of 64 Kbps and a maximum
Geij.dg = (—K — Mogagdei) — &cij + 10l0g10Fcij - (22) data rate of 384 Kbps. Size of the packet in each video flow
is uniformly distributed between 1200 and 2400 bits. Hence,
tthe resultant each video flow generates the number of packets
) - ] which is uniformly distributed between 1 and 3 at the intérva
from user (c,i) to the base station andl is the path 10SS ¢ 19 ms6 The data rate of each user with FTP traffic is
exponent which is set to a value78. The second factor ;g5 med as maximum 128 Kbps with the size of a packet 1200

&ij captures log-normal shadowing effect for the referenggs packet generation interval of each FTP flow is 10 ms. In
distance. Whereas the last factey; corresponds to Rayleigh i simylation, we assume each user is equipped with one clas

fading effect. Feedback duration due to the exchange of Clyatfic and it keeps holding that flow until the simulatic i
(Channel State Information), scheduling decisions betiBe (i,isheq. Al the results described in the following subiset
users and base station is considered as negligible. PEIICt 516 4yerage of 20 simulation runs. As the simulation tool, we

estimation is assumed at the base station. _have modified the matlab based LTE simulator [52] with all
In order to demonstrate the ability of our uplink scheduling,,tionalities of our scheduling scheme.

scheme, we need to justify that users with different QoS

measures obtain expected service which has already been sBe ] ]

ified theoretically. In the previous section, we have designB- Simulation Results

the utility function with 3 different QoS measures. Now, we First we show the simulation results for homogeneous traf-

want to define 4 different classes for the users where edit) i.e., VoIP and traffic with throughput requirement (wide

class is accompanied with one QoS measure. Four differatteaming). With regard to this experimentation, we have

classes are: VoIP (class 1), audio streaming (class 2)pvideompared the results obtained by our scheduling algorithm

streaming (class 3) and FTP (class 4). Class 1 has the higheish the existing work. For VoIP traffic, we have compared

priority and class 4 is the type of lowest priority. Class Hanour results with M-LWDF [37], EXP [16] rules and [36]. EXP

2 traffics have delay bound constraint. Video streaming haad M-LWDF rules are specifically developed for the downlink

minimum throughput constraitwhereas class 4 is the typescheduling of delay sensitive multimedia traffic in OFDM

of best effort traffic. In order to distinguish priority offtérent based systems, whereas [36] is for the uplink scheduling

classes, we set the parametersdgand i which are shown scheme. Since these schemes have limitations and are not

in Table I. directly comparable to ours, we have extracted scheduling
For VoIP traffic, we have taken AMR (Adaptive Multi rate)rules from those works and substitute in our algorithm ireord

codec [50] method. According to this model, packets ate have valid comparison. The scheduler under M-LWDF rule

generated using a negative exponentially distributed GO assigns RB;(j) to the user(c,i)* abiding by the formula

pattern to replicate the talk and silent duration of a VoIR. ca i

The mean duration of ON and OFF periods are 3 s. During (c,i)* = arg mangi(J)Dcij.

the ON period, in every 20 ms interval, a voice packet of cijeN G

244 bits is generated. Including the compressed IP/UDP/RTPAnd, the scheduler with EXP rule obeys the following rule

header, the data rate for each VoIP flow become$ Kbps. for RB Ig(j)

According to [51], the maximum acceptable delay for voice cil)

is 250 ms. Considering delays induced by the core network

In Equation 22, the first factat captures propagation loss
the value of which is 128 dB. d. is the distance in km

and the delay for RLC and MAC buffering, the tolerable . aciDoij '
delay at the radio interface should be at most 100 ms [47] (C,i)" = argmaxiexp 9ei (),
which represents a very strict requirement. For modelirdjcau (ci)eN 1+ /(I/N) 3 ci) Deij

streaming traffic, we have also used AMR codec. Size of the herebs — 1/E(au
packets generated for each audio streaming user is un';formIW erebg = 1/E[gc]
distributed between 244 and 488 bits and hence the data

; ; SEach video flow is designed following the trace file "sony” eakfrom
rate varies from 12 Kbps to 64 Kbps. The maximum dela%tp://trace.eas.asu.edu/h264/". Statistics of thaséris:a. Inter-arrival time

threshold has been set for each user 150 ms. Video streasningstween two bursts is constant (33 rhsBurstiness of the video is determined
by the size of the burst. Maximum frame burst of this video is,3P6
SThere are two types of video traffic, e.g., interactive viddth stringent bytes and the minimum one is ZD9 bytes. Burstiness of our each video
real-time requirements; video streaming and video downloath wome flow is determined by the number of packets and packet size.rdcepto
minimum bandwidth requirement. In our simulation, each videw fis of our statistics, maximum frame size of each video flow is 7200 dvits the
second type. minimum one is 1200 bits.

andag = gom.
Cl
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indicates, for the parameters given in Table |, our schenith (w
maximum tolerable rate lodRateyax) has better performance
compared to the scheduler with EXP and M-LWDF rules.
The M-LWDF and EXP rules are specifically designed for
oost ] the delay sensitive multimedia network. The formula of the
M-LWDF scheduler is based on the product of the packet
HOL delay and PF factor. Hence, resultant scheduling policy

Per RB Normalized Rate Loss

[0} Our(RateLoss=MaxRate) ) A
= ¥ = M-LWDF ensures fairness among the users. The scheduler with EXP
= Our(RateLoss=0.5MaxRate) . .
—o05l| —E— Our(RateLoss=0) | rule is more robust than the scheduler with M-LWDF rule.
_‘gjg;’ This is because, the exponential function grows much faster
[0 T S S N S S with its argument. Furthermore, EXP rule also takes theadlver
100 B0 A A e Usen 0 0 S0 network status into account, because the delay of considere

user is somehow normalized over the sum of the experienced
Fig. 4. Per RB normalized rate loss comparison between oumsetend de€lay of all users. Better performance of our scheme w.r.t.
other (VolP). M-LWDF and EXP rules justifies its efficacy for the usage

of delay sensitive VoIP traffi€. At low load, [36] performs

almost in the similar manner compared to ours with negl@ibl
q?viation. However, at high load, the users with moderately

For ensuring guaranteed bitrate, we did not find much wo - g . .
. : etter channel condition get more priority while the useith w
in the literature except [10]. Therefore for the homogerseou "
. . .worst channel condition almost starve, because schedullag
video streaming setup, we have done performance compari

son ; .
with [10] as well as with the MT and PF schemes. d%pends on the t|m¢ d_|ﬁerepce bgtween qurrent and thetre.cen
Althouah 1161 is th ution f ved traffic. th d_dburst. Therefore, within a fixed time period, the users with

t ougd [ h] IS ';f.e sphutlon or mg«; trafiic, ‘they dic good channel condition get scheduled while keeping thesuser
hot consider the traffic wit guaranteg it rate in evahgti ‘with worst channel starved. While serving these users, anoth
performance. Most recent work dealing all types of traffi

is 281 and h Ken i ; benchmark wh urst of traffic arrives for all users and therefore delayedas
is [28] and we have taken it as performance benchmark whiie,, . i replaced by the same value for all users includieg t

presenting the results of mixed traffic obtained by our s&hem,qorq \yith worst channel. Therefore, in the second rourtd, fo
For the performance metrics, we consider average packgd same value of delay based metric, same set of users with
delay in the system, average normalized throughput, prgsod channel condition get served which results in stamati
portion of per RB rate loss on behalf of service providefyr the users with worst channel. If the delay based metric of
per RB normalized utilization, total system's effectiveiera [36] would consider the time of first burst instead of recent,
fairness. For measuring fairness over all users in the systg; \yould perform better at high load. When the maximum
we have used well-known fairnes_s indicator named as J?HPerabIe rate loss is 0, our scheme performs poorly. This
Faimess Index (JFI) [53]. Proportion of per RB rate 10Ss i§ pecause, the scheduler cannot tolerate any rate loss and
the indication of how much proportion of rate is sacrificeg only serves high rate generating users which causes highe
from the ma_ximum one (that could be achieved) while taki”&acket delay for other users. Due to higher packet delay of
the scheduling decision of each RB. On the other hangy rate generating users, resultant average packet délay o
per RB utilization is the measure of RB utilization over thenq system gets higher. Performance of our scheduler with
entire simulation interval. While computing RB utilizatiod he maximum tolerable rate loss5Ratayax has in-between
is counted when any RB stays vacant and contributes to & formance of other two for the similar reason. Instead of
average per RB utilization. Furthermore, we consider uses \;sing infinite buffer, if we use finite buffer at each terminal
spread uniformly between®km to 08 km distance from the \yiih [imited size, we observe packet loss. We define the @utag
base station. of a system with VoIP users when its packet loss exceeds
In the second part of simulation results, we have studied thes. This is because, if a user suffers at least 2% packet loss,
performance of multiplexed traffic. The simulation sceoariyt is likely that the packets of that user cannot be decoded.
is designed in such a way that we see the strength of oftierefore, due to the limited buffer even though the average
scheduling scheme which can prioritize different classes packet delay of the system is below the noted limit, QoS is
traffic and can reach to an elegant scheduling decision.  not met for the users in the system because of more than 2%
1) Homogeneous Traffic (VolP)Figure 3(a) depicts the packet loss. Hence, we see in Figure 3(b) that the coverage
average packet delay of VolIP traffic with respect to totalf the system with finite buffer is at earlier point compared
number of users in the system. First observation from thig that with infinite buffer. This justification applies foll a
figure is, with the increased number of users, the averagghedulers.
packet delay is increased for all cases. We have shown the&since our scheduler with the maximum tolerable rate loss
results of our algorithm for different maximum tolerabléera Rateqax experiences lower average delay, it implies, the
loss, i.e.,Ratayax, 0.5Rateyax and 0. As we mentioned beforescheduler gives more priority to the users with worse chianne

that, if maximum tolerable rate loss Rateuay, it treats . 5
By adjusting the paramete[%i, g in our scheduler and the parameters

a" users as if the n?tworkl operator does not have pro_blea@ andbg in EXP scheduler, better or comparable performance (w.rit. ou
with any rate loss, this setting treats all users equallgufé scheduler) can be achievable by the scheduler with EXP oMKBE rule.
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Fig. 3. VolP.
condition compared to the scheduler with M-LWDF or EXP .
rule. Therefore, in terms of fairness, our scheduler with th
maximum tolerable rate lodRate,ax outperforms the rest oth- 2y

ers as depicted in Figure 3(c). The utility function comline
with its parameters of our scheduler are specifically design
to preserve fairness across the system while exploitingsuse
varying channel quality condition. With the decrementing
maximum tolerable rate loss, we see decrementing JFI. This

N
N

)
o

=
@

Our(RateLoss=MaxRate)
Our(RateLoss=0)

Cell Throughput (Mbps)

behavior is expected, because the scheduler picks up selec- o e
tively high rate generating users and hence the schemelveth t 1ol 1 OutRatetoss=0 sMaxRate)

. . . [10]
maximum tolerable rate loss 0 has the worst fairness. Metric _e_ i

such as percentage of RB utilization and rate loss are the bes % 5 10 umber s users 0w

for this case and have been illustrated in Figures 3(d) and

4 respectively. With the decrementing tolerable rate It1%8, Fig. 6. Cell throughput comparison between our scheme andsotiieo).
scheduler gradually ignores users with better channelitond

and tries to serve users whose average delay tends to deviate

from the prescribed bound and hence, we see decrementir&%]b f It ted that i d ber of
RB utilization and incrementing rate loss. n erorusers. fL1s expected that Increased numboer oS user

deteriorates per user normalized throughput due to theddni

2) Homogeneous Traffic (Video Streamingh order to number of RBs available at each scheduling epoch. In the
present results for this case, similar simulation setupnas figure, we have shown the performance of our scheme with
the previous subsection has been undertaken. Figure Jftake maximum tolerable rate loss, i.Ratayax, 0.5Rat@gax
shows average normalized throughput with the increasita toand 0. Our scheme with maximum tolerable rate IR8$6,ax
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Fig. 5. Video streaming.

has the best performance. Because of the fairness measureompared to the PF one. It is unusual to see that MT scheme
terms of per user average throughput inside the exponentiaks lower per user normalized throughput, however there is a
utility function, our scheme ensures fairness across teesus intuitive reason behind it. This scheduler gives higheonty

In [10], the scheduler works in both time and frequencto the users with better channel condition even though those
domains. Time domain task partitions the users based on thentribute less towards overall system throughput and dyenc
throughput being less and greater than the noted limit. Eornseveral users with worse channel remain under-provisioned
list has absolutely higher priority than the later one. Mwer, Same thing happens to our scheduler with the maximum
priority metric for the first list is determined by blind edquatolerable rate loss 0, better rate generating users are give
throughput, whereas the metric for the second one is rafidority in the scheduling decision at the expense of love rat
of instantaneous wide band channel quality and past averggmerating users and hence, the resultant normalizedgavera
throughput. From the sorted priority ligt,number of users are throughput of the system is lower. If we use limited buffer
passed to the frequency domain scheduler which applies &Feach user terminal, we notice even lower coverage for all
scheme in order to finalize the scheduled users. PF scherases because of the buffer overflow resulting in packet loss
uses the product of instantaneous RB quality and inverse

throughput in order to ensure faimess. This scheduler pre-UNiike the results discussed in the previous paragraph, we

processes the users while giving priority to the ones witrelo observe better performance for MT scheduler or our scheme
throughput before applying PF technique on them. Therefo?’éith the maximum allowable rate loss 0 in terms of overall cel
at low load, PF technique and [10] perform almost similagy 4/'"oughput or percentage of RB utilization. Results witfs th
the higher priority list selected by the time domain schedul"©SPECt aré given in Figures 6 and 5(c) respectively. MT or ou
is empty and hence, there is no basic performance differerfQi€me with the maximum tolerable rate loss 0 selects oaly th
between them. However, at high load, higher priority lig][1 USers with better channel condition or higher rate genegati

gets bigger and bigger and consequently it performs bethsers. In either case, such behavior of th(_a sqheduler BEsea
cell throughput or enhances per RB utilization, however at
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Fig. 8. Per user average packet delay comparison between eoemgs
and heterogeneous setup (Audio).

the expense of throughput of the users with worse channel
condition or low rate generating users. Since [10] keepy bus
in serving low rate generating users at high load, per RB
utilization is the worst for this scheduler. Because of mgyvi
privilege to the best users at each scheduling epoch, pagen
of rate loss is O for MT scheme or our scheme with maximum
tolerable rate loss 0 as depicted in Figure 5(d). Whereas,
the scheduling decision of other scheme [10] not necegsaril
depends on user channel condition or rate, they check per
user’s instant throughput and relevant constraint. Andche
the scheduler of this policy suffers higher rate loss. Fesisn
in terms of JFI comparison among all schemes are given in
Figure 5(b). Because of the exponential nature of the wutilit
function if any user goes under the minimum throughput,
our scheduler (with maximum tolerable rate ld3ate ay) is e
forced to serve that user and hence, ensures fairness #teoss Number of Users
users while exploiting their instantaneous channel caordit
Because of the nature of the utility function, PF scheni:ég' 9. Per user normalized throughput comparison between gemeous
; nd heterogeneous setup (Video).
ensures fairness across the system, however not as goog as
our scheme. At low load, the scheduler [10] behaves like
PF scheme and so thus fairness. However, at higher load,
its time domain scheduler is almost ignorant of the spectral
efficiency, gives priority to the users with lower throughpu
and hence, achieves the highest fairness compared to all. Ou
scheme does not deviate much from [10] in terms of fairness.
With decreasing maximum tolerable rate loss, our schenee als
suffers from fairness measure because of giving privilege t
the higher rate generating users.

3) Heterogeneous Trafficln order to prove that our ap-
proach can handle multiplexed traffic efficiently, we have
deployedN users splitted equally and uniformly into 4 classes.
Moreover, maximum tolerable rate loss is assumeR @8, ax
and buffer size in each terminal is considered as infinite. \‘<~>-----<>----<>----0
Figures 7 and 8 compare the average packet delay of VoIP ‘ ‘ ‘ ‘ ‘ ‘
and audio streaming users respectively with that of [28ihin Y eerotsers
same figure, we have shown the results from the homogeneous
setup obtained by our scheme. As VoIP has higher priorigjg. 10. Per user normalized throughput comparison betwesrogeneous
than the audio streaming, in the heterogeneous setup, V@B heterogeneous setup (FTP).
users will always incur lower packet delay comparing with
the audio streaming users. Moreover, heterogeneous \oIP

Per User Normalized Throughput

Per User Normalized Throughput
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users always have lower average packet delay than the case
with homogeneous setup. This is because, total users in the
multiplexed case is equally divided among rest 3 lower fisior
classes, and hence, there are fewer VoIP users in this case
comparing with the single type one. [28] always gives the
highest priority to VoIP users whenever they have data in the
gueue no matter the accumulated delay of the users is much
lower than the bounded limit. On the other hand, audio stream
ing users under multiplexed setup not necessarily always ha
lower packet delay comparing with that of homogeneous case
although there are some lower priority users along with them B,
Since the data rate of each audio streaming users is higher 0 berofvap Usee 0

than that with VoIP users, at low load, when the network

is unsaturated, multiplexed less number of audio streamipg. 11. Admission region with QoS guarantee comparison @
users have enough resource to get their packets transmittstleme and other.

However, as we increase the load, the number of VoIP users

increases, they may occupy entire resource of the network, i

that case, we will be able to see higher packet delay for thghough the number of VoIP users with QoS assurance is
multiplexed case than the single class case. Audio streamigjual to our scheme, number of video streaming users with

is the second highest priority class and data rate of thesusgiaranteed throughput is lower at increased load.
with this class is much larger than that with VoIP, the schedu

in [28] apparently serves the users of this type whenever the
have packets in the queue no matter their packet HOL delay
is lower than the noted limit. This reason results in lower 3G/4G technologies such as LTE or LTE-advanced are
average packet delay compared to our scheme. However, wepacifically envisioned to meet the growing demand of high
the network becomes saturated with the VoIP users, audiata rate for different applications and SC-FDMA is the
streaming users will achieve closer or worse performanoecommended uplink multiple access scheme of such systems.
compared to ours. Varying emergent applications prompt the development of
Figures 9 and 10 depict average normalized throughput feeterogeneous traffic networks with diverse QoS requirésnen
the video streaming and FTP users. Similar to the previoBgside the demands of end users, resource utilization is an
figures, here, we have shown the results for the homogeneouportant matter to consider in order to assist the netwgrk o
setup achieved by our scheduler. Since video streaming isepétors. In this paper, we have presented an uplink schegduli
higher priority, users of this type incurs higher throughpuechnique for SC-FDMA based heterogeneous traffic networks
than that of FTP. Similar to the audio streaming users, at lomhich is able to maintain varying QoS provision of end
load, under multiplexed case, video streaming users aehi@sers while keeping the resource utilization (in subchhnne
better performance comparing with the homogeneous usersldvel) of the service providers in the prescribed range. In
addition, each video streaming user has much higher data ratder to solve this problem, we have first formulated the
comparing with the combined VolP and audio streaming usemoblem considering all standard specific constraints evhil
If we increase the number of users in the network and it goeapturing QoS factors of the users in a smart utility furctio
close to saturation with the VoIP and audio streaming usels, addition to these, the formulation consists of a constrai
video streaming users start to starve and in that point, vle wivhich allows the service provider to keep granular subchhnn
see poor performance of heterogeneous video streaming. usetilization level in some certain range. Having considered
Same reasoning applies to FTP users, at low load, we wilie discrete nature of subchannel allocation, we have shown
see better performance for the heterogeneous case. Howetver optimal solution structure of the problem which has high
when all the resource of the network is consumed by all higheomputational complexity. From the guiding principles loét
priority traffic, performance of heterogeneous FTP usexrdsst optimal solution structure, we have proposed a sub optimal
to deteriorate. Because of the blind provision towards Vol&@gorithm with polynomial time complexity. Furthermoregw
and audio streaming users given by the scheduler [28], videave evaluated our scheduler in a network which has three
streaming users perform poorly compared to ours. For théferent types of users, i.e., traffic with delay consttairaffic
similar reason, the throughput of FTP users is even woraéth minimum data rate requirement and best effort traffic.
comparing with our scheme. Results obtained from the extensive simulation show that
Figure 11 compares admission region of VoIP and vidgmoposed scheme exhibits the tradeoff between the faiwfess
streaming users in the system under multiplexed setepd users and the resource utilization of the service peosid
with [28]. [28] redundantly gives more provision to VoIP use By showing the simulation results for both homogeneous and
average per user packet delay designed by them is lower tiheterogeneous traffic networks in terms of several perfooma
that by our scheme as depicted in Figure 7. It starves videeetrics, we have justified the efficacy and effectivenessuof o
streaming users although the delay of VoIP users is lower thecheduling scheme envisioned to be deployed in future 3G/4G
the required limit. Therefore, from the figure, we observdike LTE systems. Investigating the long term capacity of ou

IS a -3 ~
S =] =] =)

Number of Video Users

@
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proposed scheduler analytically is our next step to purdlee. [24] M. lturralde, A. Wei, T. Ali Yahiya, and A. L. Beylot, “Reource
may need to resort to the simplified channel and user traffic allocation for real time services using cooperative gamerthaad a
model in order to achieve this objective.
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