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Abstract—" Relaying is an emerging technique for 3G/4G high focus on a network having one relay node, a set of sources,
bandwidth networks in order to improve the capacity of edge and single destination. Given fixed amount of power to be
nodes. As the deployment cost is high, there might be a few yigyrinyted among the sources and relay is an optimization
number of relay nodes in the cell which can help the edge o -
nodes to transmit their data. From this perspective, one of the pmblem' and exhibits the trade off between fair resour(_:e
key prob|ems in a re|ay equipped node is to make decision allocation and overall network performance. If resource is
which edge nodes to be helped and how much power need tolimited in the network, serving all sources may lead to the
be disseminated among them in order to maximize the system degradation of network capacity. In this situation, bestsiiale

capacity. This problem is formulated as an optimization problem ¢y sources should be selected for the transmission while
given individual node and total available power constraints. The ignoring others

objective function of the formulated problem is non-convex and ) . .
we solve this using geometric program (GP). Since the solution 10 put our work into context, we outline the chronological
of this problem is computationally expensive, we propose a low order of evolved research on the power optimization of AF
complexity suboptimal solution for this problem. Having noticed  relayed networks. At the beginning of such exploration gheo
the selfless nature of the sources in the centralized solution, Wefocused on a simple network with one source and one relay [2].

also provide a game theoretical solution. Two separate Stackel- And. th | llocation f inal i
berg games are required to solve this power allocation problem. nd, then, relay power aliocation for a singie-source muft

Moreover, given the total power constraint, a centralized entiy relay network has extensively been studied varying differe
is necessary to connect these two games. For assigning poweoptimization criterion, i.e., minimizing outage probatyil or
among the sources, the centralized entity plays the buyer level minimizing sum relay power under the source’s SNR (Signal
game, Wh.ereas.the sources act as power sellers. On the otherto Noise Ratio) or outage probability constraint [3], [45].[
hand, to disseminate relay power among the sources, roles of theP f timizati f i inal |
players are just interchanged. Besides, before staring the game erlormance optmiza '9“ or mu .|-source Slng e-relayt-ne
the centralized entity determines, of total power, how much is for WOrk has also been given attention from different angles,
the transmit operation of the sources and how much is for their such as interference cancellation schemes are proposéd in [
relay operation. We show that there is a unique Stackelberg and [7]. In [8] and [9], network decoding is applied to
Equilibrium_(SE) for both games under certain convergence c,mpat interference among the users. In [10], the resource
condition. Finally, the proposed game theoretical solution can : . . . '

allocation problem including both subcarrier and relay pow

achieve comparable performance in terms of resource allocation ¢ ) o ‘ A
with the centralized optimal one. is studied to maximize the sum rate. At the same time, joint

Index Terms—Power Allocation, Convex Optimization, Am- multi-source multi-relay power optimization has appeaired

plify and Forward Relay, Geometric Programming, Stackelberg _a few papers [11], [;I'Zl un_der different optimiz.a_tio_n antnm
Game. I.e., sum rate maximization, sum power minimization etc.

Although in [11], each source is essentially served by only
one relay, [12] made performance improvement by assisting
single source with the help of multiple relays. Drawback of
Emerging relay technique in 3G/4G networks, such as Lofigeir approach is, they have totally ignored SNR due to the
Term Evolution (LTE) and LTE-Advanced has brought nugjrect link transmission in their optimization formulatio
merous problems to optimize its deployment. In recent years pye to the inefficient bandwidth utilization of relays while
cooperative relay networks have got tremendous attentigmansmitting on the orthogonal channels, at one point, many
Two most popular cooperation protocols are consideredpeople gave emphasis on the best relay selection schemes.
decode and forward (DF); amplify and forward (AF) [1]. DRyulti-relay selection and their power allocation recery-
relays retransmit just the replica of source’s transmisigdal. peared in some works [13], [14], [15] because of their abibt
Whereas AF means, the relay nodes amplify source’s sigRdain better performance. Joint relay and opportunisticee
first, and then retransmit towards the destination. We adafflection for a bidirectional network has been considered

the AF protocol in our work because of its simple signah [16] to optimize the outage probability and BER (Bit Error
processing mechanism. Our problem presented in this papefte).

. _ _ o , In the first portion of this paper, we have formulated
Copyright (c) 2014 |IEEE. Personal use of this material is pieahi h bl ideri individual | dl
However, permission to use this material for any other purpasest be (N€ Problem considering individual source, relay, andltota
obtained from the IEEE by sending a request to pubs-permis@deee.org. System power constraints. Total power constraint is imgose
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to reduce the interference in the neighboring network. Oprice for the users, and they play a non-cooperative game in
formulated problem is very similar to [11], [12] althoughl]1 order to maximize their individual utility. One more recent
has not taken individual source and total power constraintgork for a multi-source single-relay network is [25] for the
and in [12], each source is served by multiple refayghe purpose of relay power allocation following some fair reseu
main drawback of their work is, they have totally skippedllocation rule. The relay acts as a leader and sets the price
SNR due to the direct link in their formulation. Putting thdor power, whereas the users work as customers or followers
direct link SNR in the original formulation, we have solvedor the purpose of maximizing their own utility. In this waqrk
the problem using GP. Because of the direct link SNR, ttgnce the relay needs to know the complete information of the
original problem is not amenable to GP. Hence, we have useetwork, same authors proposed fully distributed relay grow
single condensation method in order to solve this probleaflocation scheme among the users in [26].
using GP. Since the original problem has many variables,Having observed the non-convexity nature of our problem,
and single condensation method may need many iterationsatal to model the selfish nature of the sources, we have
attain convergence, we have transformed our problem to tvdposed a game theoretical solution of it in two stefisvo
problem with two variables (one source and one relay) whi@tackelberg games operating in two consecutive steps have
is much computationally cheap. Once we obtain the souribeen designed in order to solve this problem. For connecting
transmit power, we subdivide it among all original sourcethese two games, we have introduced one centralized entity,
using greedy and fair algorithms. For dividing the relay pow which is aware of the complete channel state information
among them, we apply water filling method given that th@CSl) in the network. In the first step, this entity plays as
sources are assigned with transmit power using the propogetuyer level game for buying power from the source nodes.
heuristics. The sources are non-cooperative among themselves in terms

In the aforementioned solution of our defined problem, thef selling their power to the centralized entity. On the othe
nodes in the network are assumed to be altruistic, and willithand, the centralized entity is willing to maximize its own
to cooperate in optimizing the overall network performarne utility by deciding optimal amount of power when the prices
many practical solutions, however, nodes are selfish and am@ announced by the sources. In the second step, on behalf
to optimize their own benefits or quality of service, whiclof the relay node, the centralized entity plays as a sellerl le
may result in conflict of sharing resource among them. Gargame for selling/disseminating relay power to the sourtres.
theory is a flexible and natural tool to model, and analyZern, the sources themselves compete for the relay powengiv
these behaviors of the nodes. This tool has extensively bdba price set by the centralized entity. As there is total grow
applied for several problems in cooperative relay networksonstraint in the system, at the beginning of the game, the
In [17], uplink of a network with multiple users can formcentralized entity applies some intelligent measure ireord
a coalition in order to maximize their transmission rate do determine how much power is dedicated for the transmit
utilities. In [18], [19], a bargaining game has been designeperation of the sources and how much is for their relay
in order to show the interaction between two users, where opgeratiofl. Although there are some works on source power
user acts as a relay for the other one with the purpose aintrol [24], and on relay power allocation [25] for a multi-
attaining bandwidth [18] and power allocation [19]. In [20]source single-relay network, there is no complete solufimn
the users define the payment rates for the relays, and thent sources and relay power allocation for such network in
share the payments among themselves who are willing ttee literature, which we believe to fill up. Moreover, the wor
help the users. [21] shows cooperation for two nodes in tviw [24] considers that the source nodes transmit simultasigo
different mesh networks. An analytical framework is progubs in the same frequency/time domain which results in interfer
to determine when the cooperation is beneficial, and tleece among them, and not a practical notion of a relayed
expected performance gain is estimated. system. Through the extensive simulation while showing the

Game theoretical power allocation for a multi-user multiresults from different stand points, we have justified tranhg
relay network has also extensively been studied. For ex@mpgheoretical solution achieves comparable performande thé
non-cooperative game theory has been applied to show ggtralized optimal one.
competition among the relays in order to assign optimal The rest of the paper is organized as follows. System model
power. The authors in [22] have presented a solution foyrelwith its detailed mechanism is explained in Section Il. The
power allocation of such network, where two kinds of usegentralized and game theoretical solutions of defined prabl
are considered: variable, constant rate users. They hag wdre given in Section Il and Section 1V, respectively. We
dual decomposition method in order to solve their formwlateevaluate the performance of both solutions in Section<lI-
problem, and based on that, they have given a distributedd IV-D, respectively. The last one also compares the perfo
solution. For a single-user multi-relay network, two level
Stackelberg game has been proposed in [23] for selecting th%_:Since the joint sources and relay power allocation of thitwoek is a
best relavs and determine their power. For a multi-useresin non-convex problem, it is impossible to capture this probleith & single

Y p ggame.

relay network, source power allocation problem has alsm bee 4except the centralized entity, no other nodes need to kn@vas! of

modeled using two level Stackelberg game [24]. The relay sether nodes. At the beginning of these games, the centrainéity uses
the complete CSI to decide the amount of power for the transnditratay
operations in aggregate level. However, two games decidantioeint of power
2For the sake of simplicity without losing the generality, wansider, the for the individual source. In each game, the interaction betwthe sources
sources are served by a single relay node. and the centralized entity is completely distributed.
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b noises received at destinatiehand relayr, respectively. In

s1 the second step, the relay amplifies its received signal and
= forwards it to destinatiorl. Denote the power the relay uses
£ to help sources; is E,,. The signal received at destinatidn

s2 for sources; can be shown

.

d

a%g,.g)

HA o \/ETL Gr,d (\/Esl Gsiﬁr-rsi + 778“1‘)
.53 yr,i,d - \/W + nT‘i7d-

Fig. 1. System model. nr, 4 1S the received noise from relayto destinationd (for
sources;). Without loss of generality, we assume that the noise
power is the same additive white gaussian noise for all Jinks

mance of both solutions, and finally Section V concludes tifi¢noted byo?. After maximum ratio combining of both the

paper. direct and relay path, the effective received SNR for source
s;'s transmission can be given by

)

Il. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we consider a system, where there exists a _ EaGaia EsGsi rBr,Gra 3)
access point, one relay node, aNdnumber of source nodes ~ **"" o? 02 (Es,Gs, .+ Ep,Grg + 02)’
which need help from the relay to get their papkets transuhitt f the set consisting of the source nodes Is —
to t_he access point. The_edge n_ode_s essentially act asseryer . . ,sn}, total capacity achieved by the system can
which have some special applications, and the destinati Qgiven by
node needs to get the content of that application on time.
For example, application could be some video which needs
to be displayed on the destination. the relay node amplifies
the received signal from the source nodes, and then forwards
towards the destination, as depicted in Figure 1. Altholigh t Because of the orthogonal transmissiong, = 1/(2N)
system has one destination, proposed solution can easilyapel 1 is the aggregate bandwidth in the system. Sikice
adapted to a multi-destination netwdrkTransmit channels and~;, are constants, we skip these terms in the subsequent
of the sources and relay are orthogonal, either in time discussion.
frequency domain. We assume a block-fading channel (orOur goal is to allocate power optimally among the sources
quasi-static) model: the channels remain invariant ovéma t and relay so that the system capacity is maximized. Likewise
slot whose duration is less than the coherence time of thaditional network resource optimization problems, ¢hare
channels. Denote the channel gain between sowrcand constraints on the sources and relay power. Moreover, ierord
destinationd is G, q4; the channel gain between sourege to mitigate the interference imposed on another network due
and relayr as Gy, ., and the channel gain between relay to the transmission operations in this network, there is a
and destinationl is G 4. total power constraint, meaning total power allocated ® th

The entire transmission operation using the AF relay coBeurces and relay node cannot excé&t* .6 For the sake of
sists of two phases (i.e., time slots). At each phase, tBenplicity, we have converted the maximization problenoint
sources or relay use orthogonal frequency channel for phelti the minimization one by introducing minus sign in front of
transmissions. At the first phase, souree broadcasts its the objective function, i.eRs . 4.
information to both destinationl and relay noder. The
received signalg,, 4 andy,, , at destinationd and relayr

can be expressed as arg min I ({Es.}sier., {Er}sier.,0%) (5)
{Esi}sieLs v{Em}sieLs

where E,, < E** s,€Lq,

Ysid = \/ EsiGsi,dxsi"_nsi,d andysi,r ==\ EsiGsi,rxsi +773i,7’» Z E. < Emez
Ty — T )

Rs,r,d - 'YLW Z 1092 (1 + Fsi,r,d) . (4)
s;€L

(1)
where E,, represents the transmit power at noge x., si€Ls
. . . . . max
is the broadcast information symbol with unit energy from Y E.+ Y E., <E™,
sources; to nodesd andr. s, 4 andn;, , are the additive si€Ls si€Ls

{Esi}SieLs > 07 {ETi}SieLs > 0.

5Centralized solution is general enough to incorporate mlaltielays even
WTen Or}e relay Iserves multiplle sources and Oge source isdsl}a'yéel;ultiplle The aforementioned optimization problem is valid if and
relays. If one relay serves only one source and one souranisdby only ; max maz maz
one relay, by trivially modifying the formulation, we shoulé kble to reach Only i ZSzGLs Esi + ET > E » and Z Esz‘ >
to an elegant game theoretical solution. Similar solution wetflor the relay
power allocation game has been given in [25]. On the other héirgach
source is served by multiple relays, and each relay servespfeutiources, 80ur network can be the forbidden direction of some MIMO ba pr
we would need to formulate the games in a different manner andllibez  cognitive radio [28] networks. To regulate the interferend those networks,
definitely complex. they can impose this total transmit power constraint on ouvort

s;€Ls

max
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o’ (‘72 + B, Gsi o + Er,Gra)

O({E;}s.cr. AE . Yscn.,0%) =
({ z} JELS { 7} i€ELHO ) SE (02+EsiGs7;,d)(0'2+EsiGs,;,r+Er,;Gr,d)+Es,;Gsi,rEr,;Gr,d

I1l. CENTRALIZED SOLUTION Finally, the overall procedure for the joint sources andyel

The problem in Equation 5 is not convex due to the no@Wer allocation is given as follows. "
convexity property of the objective function. This stateme 1) SEtO the 'O”'“a| . value OOf power E =
can be proved very easily by the help of special type of [Egl),“' ,EgN),Eﬁl),'“ 7E§N)} n:=1.

F:onvt(ex op§|m|ztar':|on fSrIT;ula'ctl_or!, |.t<.a., GP tE|29], [:;O]. CA(};P 2) Determine agn)7... 7a§\7) , bgn)’_“ ,bﬁ\’,‘)Land)\(").
IS @ ype of mafhematical optimization probiem characteriz ) Solve the optimization problem with the 'help of GP.

by the objective and constraint functions that has a specia ) L
. . . ) Denote the optimal power allocation in théh round as
form. It focuses on monomial and posynomial functions. A E()

monomial is a functionh : R"— R, where the domain con- 5) If HE(n) _ E(”*1)|| < ¢ where e is a pre-defined

tains all real vectors with non-negative compone = . .
. o neg ponents;) . threshold, the enumerations stop; otherwise= n + 1
cx1™M o2 - x,% . A posynomial is a sum of monomials, .
and reiterate from step to 5.

= Gk po®2k L, 47k GP is an optimization ) L
/(@) chxl 2 * P Notice that the above procedure updat®¥ principle

problem with the form variables in every iteration. And, each iteration needpidete
o 2N +1 number of intermediate variable to assist updating the
minimize fo(r) s.t. fi(z) <1, hy(z) =1, principle variables. In order to simplify this procedures san

where fo and f; are posynomials, andl; are monomials. consider, the system. has only one source den.oteﬁ.h)dode
This problem in the above form is not convex. However, withi~ is the representative of all sources. The gain between node

a change of variables); = logz; and b, — logcix, We can s* and relayr is weighted average of the gains between the

transform it into convex form given the assumption that th%*ources and_ relgy. Ir_1 the S|m|I_ar manner, th_e gain betvveé_a no
logarithm of a sum of exponentials is a convex function. * and destinationl is determined. After this transformation,

As mentioned, the objective function is the ratio of tW(Bhe objective fgnction is still the ratio OT two posynomialq
posynomials which cannot be solved by GP. There are Wad§jer to cast it to GP, we can approxmate the denominator
to transform such type of problem to GP form, i.e., sin en0t2ed %VHC(;ES*’E’Q) 0;3” gy mon%mlc?l
gle condensation method, double condensation method [30]. (fEJrG s Es*g)(o + B G r + ErGra)

We have used single condensation method which requires % s sr=rmd

~ c d
to approximate the denominator of the objective function SHES By, B..  OH(E...B.)
by some monomial term. We denote the denominator byWhere ¢ - BB 0B. o+ ¢ -
F({Ey}scr.-{Er,}s.cr.), and the monomial is given by gy * a2, andu = =g,
H (02 + Es, Gs,,,d)(o—z + Es, Gs“r + Em Gr,d) Furthermore' L
s;€Lg 3dEI;I* = Gs*,d(02 + Es*Gs*,r + ErGr,d)
+EsiGsi,7‘EriGr,d +(U2 + ES*GS*,d)Gs*,T + Gs*,'rErGr,dv
~ A H E;IJE?Z, 8%% = (02 + ES*GS*,d)Gr,d + ES*GS*,rGr,d-
si€L, The iterative procedure for obtaining optimdl,- and
_ E., OF ({Es;}s,er, {Er; }s;e1, )E, follows the same procedure mentioned above. However,
wherea; = . ) o . o
F({Bs;}s;ere ABr }spers) OF,; it requires to update2 principle variables, and auxiliary
b; = D Em{E } )5F({E5i}sizzvv{EH}SieLs), and Vvariables in each it_eration in order to ac_hieve convergence
F({E}eiL{E};LL) ’ We have two algorithms, greedy and fair [31] in the next
A= H EaEb . subsection (neater version is in our technical report [32])
The derivations are below for distributing powerE*. among the original sources, and
OF({Es; Ys;ers {Br;}sser,) the following subsection is for disseminating relay pov&r
OF;, B among them.

[Gsi,d(UQ + E;iGSi;T + ETq' Ghd) + (02 + ESiGS?'»d)GSiaT
+Gs, rEr, G'r',d]

A. Suboptimal Source Power Allocation
H [(02 + E.Sj GSj,d)(O—2 + ESJ' GS]',’I‘ p

From the optimal solution, we have observed that the

8j€Ls,8;7si . o .
+E,,Grq) + By, Gy, v By, Grdl, sources with better channel condition obtam more power
OF({Bu,Yojer. ABriYorer.) compared to others. Since each source has individual power
B, = constraint and this power is moderately lower than the total
(Gra(0? + Es, Gy, ) + B, G, +Gr ] allowable power for all sources, we can propose a greedy
H (0% + E,, st7d)(o'2 + B, G, . power allocation for the source nodes given the total allde/a
8;€L,8578; for them is E%.. If the direct link SNR of a source is better

+E,,Gra) + Es;Gs; B, Gr gl than its relayed link SNR, it is likely, that source obtaihs
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relay power. Therefore, it is rational to distribuk&’. among parameters as mentioned in [33]. Moreover, we assume, each
the sources taking the direct link SNR into account. Wehannel has a unit capacity. One of the major assumptions
sort G, .4, s;€Ls in decreasing order and allocate maximurof the works [11], [12] is channel condition between the
individual power to each sorted source until there is no lefburce and destination is always worse than that between the
over power. The drawback of this approach is, the sourcesurce and relay. However, that not necessarily happens in
with worse channel may starve and may never get chanceptactice, and for the counter scenario, their model fails to
transmit as they are assigned zero power. This reminds prsvide optimal solution. In order to fix the model up, we have
one important issue which is called fairness. In order tileac considered the SNR due to the direct link in our formulation,
fairness, we have proposed a fair algorithm which disset@aand the resultant solution is optimal which is able to gividye

E?. among the original sources in a fair manner [32]. performance even when the direct link’s channel is bettan th
that of relayed link. In order to evaluate the performanceuwsf
B. Suboptimal Relay Power Allocation solution, we have selectéddifferent scenarios, each of which

has5 distinct source nodes. In the evaluation part, we have
noted each scenario by Scenario Number. The positions of
nodes are in the following coordinates.

In order to subdivide relay poweE* among the sources,
we have adopted water filling approach, and the resultagﬁ
formulated problem is given by

« Destination: (0,12).
E. G E,. G4 « Relay: (0,6).
l 1 k2 9 K 3
arg max Z 092 ( + o2 (B, Gor + By Grg + 02)>

- o Sources: X-coordinates are fixed at
Z E,, = EJ si€Ls {-1,-2,-3,—4,-5} for all scenarios. If Scenario
8;€Ls Number is denoted byng, their Y-coordinates is
(6) 2ns,ns€{1,2,3,4,5}, and2n,, n, = 6.

By invoking the lagrange multiplie, for the total relay ,
power constraint of the problem in Equation 6, we obtain All th_e results we have presented here is the averag®®f
the lagrangiary logs (1 4 BeGuyprBr,Gra )+ simulation runs.

. s:€Ls o o2 (B Gyt By Grato®) 2) Smulation Results: Figure 2(a) presents the total aver-
w(Er=>". <. E;,). Following the K.K.T condition, we take : . "
e S8i€Ls T ) : age system throughput with respect Gadifferent positions
the differentiation of the lagrangian with respectip,, and ; "
. . . : of the source nodes. Notice that, the positions of the relay
we obtain the following equation L i . .
and destination are fixed, we are varying the position$ of
sources towards the destination. As the sources move to the
uo(o? + B, G, » + E,.Gra)? + uEs Gy, E2G? , + destination, resultant channel gain becomes better fan,the
i is i s KL, iy ri T rd
1(0% + By, Gy, ) Es, Gy, By, Grg — hence gradual!y their throughput get improved. For Ste
(02 & By, Gy )Es G nGrg = 0 ) and 6th scenarios, absolute distance between the sources and
g si 7 si,r/ s T si,rr,d T destination is very close, however they are on the different

After simplifying, resultant E,, is _EstC;Séer?Uz 4+ sides of the destination. Since their absolute distances ar

) o e very close, resultant throughput are very close for these tw
G \/ E2GE, + Substituting E,.,s;€Ls scenarios. Now if we intuitively compare all approaches, fo
back into the equatiop _, ., E,, — E} =0, we obtain the scenariosl and 2, direct link’'s channel condition is worse

. . 4F,. Gs. »Gy i
upper bound ofy which is 5 ZESEELS Sl é . than the relayed link, resultant outhme propqsed by [17] [ .
As the | bound is 0 d r*zlsl-eLsé." *t.Sf sior) hdoes not deviate much from our optimal solution. For scenari
bst € 0\{[vher OE:VC (k))m 'Sd » We agpyta Iks)'?(? lon i_ear(I: 3, direct link's channel quality is very close to the relayed
Re V\Ilee_n est_e IO' (gm ? |n” oraer b(; 0 a'?_ or;};ma link and from this scenario, procedure without considetmg
: epgflng. oLp Imaye in- Ly, inally we obtain optimalfsr.,  girect link SNR starts to differ from our optimal approach.
1€, By 5i€Ls. And, for the scenariod, 5 and 6, relayed link's channel is

_ worse than that of direct link. For these scenarios, Fig(ig 2
C. Performance Evaluation shows that allocated power for the relaylisand total allow-

In this subsection, we will evaluate the performance of oable power is distributed among the sources considering the
proposed solutions. Section 1lI-C1 is for the methodology wchannel gain towards the destination. However, the tecteniq
have adopted to evaluate the performance, and the followiwghout considering the direct link SNR always assigns full
one presents the results while comparing with the approagbwer to the relay no matter the relayed link is worse or
proposed in [11] and [12]. better than the direct link. Since our suboptimal approach

1) Smulation Methodology: We presume a simple networkfor allocating power to the source and relay is based on
where there aré source nodes, one relay, and one destinati@m@mewhat weighted averaging of all gains, for scena&io
node. Maximum power of individual source I5/*** = 30 relayed power by this approach is little less than the ogtima
mW, and that of relay node i€*** = 50 mW, total one. For rest of the other scenarios, the suboptimal approac
available power in the system ™% = 120 mW. Noise confers to the optimal one. We have noticed that, once we
varianceo? has been set ak. Channel between two nodesobtain total allowable power for the sources, we can disteib
suffers from the shadowing, and Rayleigh fading effects. Whis power among the sources dyechniques, i.e., greedy and
take the same channel model, and the similar values of i&r algorithms. From Figure 2(a), the greedy one has very

4Es,Gs, rGra
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Fig. 2. Comparison between our centralized solutions andrsth

close performance comparing with the optimal one. Greeayhose contribution are better compared to others. Follgwin
algorithm gives privilege to the sources with better channthe characteristics of the sources and Network, a Stadkelbe
condition, and makes starvation for others. For being fagame is appropriate to model this problem while considering
to the sources with worse channel condition, the resultathieir joint benefits. Network plays the buyer level game ainc
system throughput by the fair algorithm deteriorates caegba it aims to achieve the best performance from power given by
to the other one. Even for scenarids 2, and 3, achieved the sources while giving the least possible reimbursement t
throughput by this algorithm is worse compared to the GlRem. On the other hand, each source plays the seller level
solution without considering the direct link SNR, however f game, in which it aims to earn the payment that not only

the other scenarios, it outperforms. covers its power cost but also gains as much extra profit as
possible.
IV. GAME THEORETICAL SOLUTION In order to improve the performance of the network further,

Network wants the optimal distribution of relay power among

Since joint sources and their relay power allocation is & noghe sources. However, due to the selfish nature, the sources
convex problem, by employing a single cooperative or NOfhay want to have as much power as possible to maximize
cooperative game, it is not possible to assign transmit@ly r thejr own SNR. Furthermore, relay power is limited, if one
power of a source jointly.Hence, we plan to consider sourcegoyrce takes the whole power, it results in starvation foest.
and their relay power allocation as two distinct problemsgsiven the total relay power budget, the objective of the sesir
First, putting some assumption on relay power distribytiofs non-cooperative. To discourage the sources having ak muc
the sources will decide their optimal power independentlrzgOWer as they want, pricing is an effective mechanism. Beori
In the next step, in order to improve the performance & jmposed on the relay power, they will ask for the amount
the network further, optimal relay power distribution fdret of power which maximizes their individual utility in ordeo t
sources is decided. However, in order to connect these ep the balance between power and price. In order to model
problems, we need an entity in the network whom we cal\,ch pehaviors of the sources for their relay power, we have
"Network”. Primarily, Network is aware of the complete CSkptroduced second Stackelberg game. In this game, Network
of the sources. It is also aware of the individual sourceayel js the entity which will decide the price of unit relay power.

and total system power constraints. Given the unit power price, the sources demand some power
In the centralized solution of this problem, all nodes in th@hich maximizes their own utility or benefit.

network work selflessly to maximize the network capacity. |n order to ensure the correct and unique convergence of the
However, in the real world, selfish nodes may not have fgst game, it is required that Network knows how much total
common goal or belong to a common authority. Thereforgower is dedicated for the transmit operation of the sources
a reimbursement mechanism is required such that the sourR@st of the power subtracted from total network power is for
can earn some benefits while contributing power towards maxe relay operation. Following the formula given belowatot
imizing the capacity of the network. Since there is a re8tmc  relay power of the sources is determined. For the first game,
on the total power taken from the sources, the authority nogene relay power is not), Network assumes that available
"Network” is likely to choose the most beneficiary sourcefelay power is subdivided equally among the sources which

need the help of relay.
7If we would formulate the problem with only one game, we would e

able to design any cost function which is convex with respettoth transmit 6. G
and relay power of each source. However, this is the fundaheguirement L; if Gg. 4 < ﬁ
of formulating a game: the cost function has to be convex wisipeet to its $;€ v (GojrtGra) (8)

. )
variable (transmit power, relay power or price). Lﬁ Otherwise
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Network will buy less power from that source or even

B {0 if L! is empty ©) overlooks that source. On the other hand, if the price
r Emar  Otherwise ' is too low, the profit obtained by Equation 12 will be
) ) uselessly low. Therefore, there is a tradeoff in setting the
If L} is non-empty,E;, = E/|L;|,s;€L;. |Ly| is the price. The optimization problem for soursgor the game
length of setL!. of sellers; is
A. Game Theoretical Source Power Allocation max Us, = (pi—¢)E;s,. (13)

iy>0
This game is to identify the number of sources served by e

Network, and how much power to be disseminated amongThe fundamental purpose of above game is to decide the
them given that total allowable power £ and the maximum optimal pricep; for sources; to maximize its profitUs, ; the

allowable power for source, is E7%*. We formulate the game actual number of sources who will finally get selected by Net-
below. ' work, and the corresponding power consumptiey), s, L,

1) Network/Buyer: Network can be configured as a buye‘io maximizeU};. The following subsection shows the outcome

and it aims to attain most benefits at the least possitﬂé the game in detail. . _ )
payment. So, the utility function of Network can be 1) Analysis of Source Power Allocation Game: We first

defined as examine the proposed game in detail, and obtain the closed
form outcome of the game. Based on the outcome, we establish

US = aR., ,— P. (10) that obtained solution is the unique_ equilibrium calleq SE

i of the game. Then, from the properties of the game, in the
\r.aq s the aggregate SNR for all sourcegollowing subsection, we outline a distributed price ugdat
E,;G.,.q E;;Gs; B, Gra 8 function, and the interaction mechanism of the entities.

LaeL, o? 02(02 + Es,Goyyr + Bl Gra) | (i) Network/Buyer Level Analysis: Before taking decision

a denotes the gain per unit of SNR achievemeRt. ahout the amount of power it will buy from the sources, it is

refers to the total payment paid by Network to therycial to know the prices asked by them. Taking the partial

source nodesP = . ., piEs,. p; is the price per derivative of Us with respect toF,, from Equation 11, we

unit of power selling from source; to Network, and qgptain

E,, represents the amount of power Network would like

to buy from sources; when the prices are advertised oUs R, 4
by them. Suppose, the sources preferred by Network oE,  “om, PP $i€Ls.
consists a set, represented by = {s1,s2,- -+ ,sn}, , . .
then the optimization problem for Network can be given 70" U be€ing strictly concave with respect @ }sier.
by condition BE; > 0,s;€L, should be satisfied. This means,
p; of the source should satisfy; < adfgs"‘jd.
max U° = aR.  ,—P st . E. >0.s.€L.. At the beginning, source; has knowledge of its cost;,
{BeYojers srd e which is the bare expense required for its contribution tosa

the overall system performance, however is unaware of the
2) Sellers/Sources: Each soureg can be assumed as aE/rices of other sources. In order to get its utiliti;, non-
seller, and wants to earn the payment which not onfyagative, at the first iteration, soursgsets its pricep; = c;.
covers its cost due to the contnbupon towards the °Ver?f|_under this lowest initial price, Network is reluctant tayb
system performance but also achieve as much extra prafif ver from that sources; will not exist in the game anymore.
as possible. Introducing one parametgrs;cLs, the  consequently, before initiating the game, Network applies
cost of unit power which is a reflection of the sources,me intelligence in order to sort out the sources which it
perception about whether they can actually get profit, they piay the game with. At first, Network tentatively set
utility function of sources; can be defined as E,, = 0,s:€L,, if for some source, say;, it holds that
c; > a%) £, =0, si Will be disregarded by Network.
For the femaining sources in sét,, by the first order
E,, is sources;’s outcome by optimizing’; illustrated optimality condition, the following equation must be sféd
in Equation 11. It is important to note that optimakt the optimal point.
p; depends not only on sourcg’s channel condition
towards the destination and relay, but also on the prices of ouy 0. s.cl (14)
. . . - 9, K3 S
its partner sources. So, in each round of the game, if one OE,
source asks higher price than what Network anticipates
about it, after jointly comparing prices of all sources angh
their potential contribution to the overall performance

US,; - sz51 - CiESi = (pZ - c’i)Esi‘ (12)

Solving Equation 14, we can get its solutiqi; }, cr,

own inLemma 5.1.

’ Lemma 5.1: The optimal power consumption by source
8Since log is a concave function, for the sake of simplicity,hage ignored 5i<Ls depends on the contents of the S_égs_and L7 which

log in the formulation. were determined by Network at the beginning of the game.
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Case 1: L! is non-empty, and.? is empty.

max U, = (p; —c;)E* (p;). 18
0 pi > p;‘b {Esi}X>0 s (pi i) si (pi) (18)
B,,El_Gs, /G, . . . . .
« \/ a2 - o acsi,j - GB Pl < pi < pi® Notice that this game among the sources is hon-cooperative,
E; (pi) = G (pim—3) ' » and there exists a tradeoff between the pricand utility Uy,

Emaz aGs; a
S

o <Pi < Py of sources;. There is an optimal price to set for all sources in

Undefined pi < “C;—Qd order to avoid being disregarded by Network, and maximize it
own utility. Optimal price depends upon the source’s channe

7z + condition as well as its own price. Network only chooses
the most beneficial sources for meeting up its own interest.

aBs, E;1 Gs,;,rGra
0-2 (E:nam GSL )T+Bsi )

where By, = E| G, q+ 02, pl¥ =

aGs,.d d ub aE:-iGsi,r‘G'r',d aGs,.d - i > . J . .
oz andp;” = B,,0? + Following the first order optimality condition, it results i
Case 2: L} is empty, andL? is non-empty.

Optimal powerE;‘i,sieLi of this case is obtained by solv- OE* (p:)
S; s T

ing the following optimization problem. In order to contiile o,
non-negation utility towards the overall performance,ceri pi
lower and upper bounds of the sourcesL? are pl* = 0 Solving Equation 19, we obtain optimal pricg; =

= E:i(pi)‘*‘(pi—cz‘)% =0, s;els. (19)

Op;

andpi® = 2“4 | respectively. P;(Gs, vy Gra, G, 4, 0°),Vs:€ L.
The solutions inLemma 5.1 and p; are an equilibrium
arg max Z aEsi,?s,-,d _ Z D:E,.. (15) of each round in this game. The properties and convergence
{(Bai}aer? g ere o sicL? ' procedure of the equilibrium are illustrated in the follogi
° ° subsection.

From the solution of this optimization problem, we observe 2) Properties of Source Power Allocation Game: In this
that full power £5¢* is assigned to the sources following they,psection, we prove the existence of a SE in this game, and

i als,, i . . . .
descending order/ of the metrie_;* — p;, s;€L until total  prove the optimality of the SE by the following properties.
allowable powerEls runs out, Property 1: The utility function of Networkl? is concave

Case 3: Both L, and L; are non-empty. with respect to{E, }s.cr., where E;, > 0, Vs;,€L,, when

This case is the hybrid scenario of above Casind Case ine prices of the source nodes are constant.
2. Similar to the solution method of Cagewe define metric  proof: Taking the second order derivatives Gf, we get
As,,s;€LIJL? for the sources in this caeThe physical
meaning ofA,, is the profit of sources; for the given price

27758 E/.GT +O’2 E’,GQ_ Gr
Di- 0°U, - _ a( ri r,d VEL G5, ’d,VSiGLi,
OE? (Es,Gs,r + EL.Gra+0?)3
aGs, 4 — pi s;€L} and _—
Ag, = G.. +E. G, . (16) U, _ 71
aCoat (@ 5m G P WEL oF, 0, ek

We sort A,,,s;cL}JL? in the descending order. Then,From Ehe a2bov@ equagions, it is pretty much straightforward
following the order, we assign power among the sources finat gEU; gE[ﬁf — (aﬁ_ggsﬁ )2 > 0,Vs;#s;. Furthermore,

the following manner until the total allowable powgY, runs U is contintious with reépect t&;,. So, whenE;, > 0,
out. U,, is strictly concave i{E, },,cz1 and jointly concave as
S L well. For Case2, when L! is empty,U? is non-differentiable
E* (p;) = E? ' si€L; ) (17) Wwith respect to{F, } 5,12, and the second derivative 6f;

> min (B, E,- (p;))  si€L? with respect to any;cL? is 0. This concludes the concavity
The last allocated source may not get the full powdl©Perty ofU; with respect to{ Ly, },,c 12 for Case2. Case

following the formula defined above. It obtains the left ove? 'S the r}ybrid shcenario of both Qasesapcrj]Qf. Since U is
power fromE!, after assigning among the sources which hafPncave for both Casesand2, it is straightforward to say
relatively better value for metriel, . that U} is concave with respect t&;, for Case3.

: Property 2: The optimal power consumptio,, has

After Network announces optimal powdi? )* to the ; i _
sources s; €Ly, they will gradually increase the pricesdecreasmg trend witp; when the prices of other sources are

pi, s; €L, to get possibly more benefit round by round. Thi§O™M€ fi.xed quantity. .
will lead Network to buy decreasing amountif,. In orderto  Fr00f: Taking the first order derivative, we have

earn maximal utility instead of being disregarded by Networ  5p= (p,) 1 aB,,E. Gy Gra
sources; also needs to ask proper price. 8;9- =% \/ —aG.., <O (20)
(ii) Source/dller Level Analysis: Replacing the output from ! ST (i — =)

Lemma 5.1 into Equation 13, we have That implies, £ is decreasing withp;. For Case2, if the

9 . _ _ _ prices of other sources are constant, incremenp;oflrives
When the direct link SNR is better than the relayed link onkayreervice N K b . . f f
is not used for that case and this makes different type of piarfitiifferent NEtWOIK 10 buy non-increasing amount of power from source

sources. s;. In other way, we can say that if one source increases its
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price while other sources keep their prices constant, Netwdor Cases2 and 3, since Network assigns power among the

will buy less power from that source. sources in a greedy manner based on some metric, there is
Property 3: The utility U, of sources; is concave in terms possibility that some source gets rejected in the final outo

of its pricep; it asks for, given that its power consumption i®f the game due to the total power constraint.

the optimized amount demanded from Network as calculatedTheorem 1: {E7 }, e, and{p; }s,cz, are the SE for the

in Lemma 1 and also the prices of other sources are sonseurce power allocation game.

fixed quantity. Proof: Having obtained the pricegp;};,cr, from the
Proof: EZ (p;) is a continuous function of;. SinceUs, is sources, due toProperty 1, U; ({E: (p})}s.eL. ) >

a function ofE* (pi) andp;, Us, is continuous irp;. Taking U, ({Es, (pj)}s,er.). That implies, {E} (p])}s,cL, is the

the derivatives, we obtain optimal response strategy for Network and the SE of the game.
. When the optimal response is released by Network, source

U, — E* (p;) + (pi — Cl)aEsll (pi) 1) keeps increasing its prigg until it reaches tq}. According

Ipi s Y ape to Property 3, Us, (p}, EX. (p})) = Us, (pi, EZ, (p;)). Therefore,

p; is the optimal response for souree and the SE of the

82U5i . 28E:1 (pi) n ( o c»)82E; (pz) (22) game.
Ip; Op; b opi? 3) lterative Source Price Update Function: The sources
where increase their utilities by incrementing their prices fram-

ceptable lower quantity;; (cost of power for delivering data)
aE! G, +Gra towards the optimal ones. The price update function of the
aCs, avs sources can be designed as follows. In each iteration of the
(pi = =5) price update procedure until the convergence happenshéor t
We knowp; > ¢;. Furthermore, we have observed in Casesourcess;cL! in Casel, it applies that

that if p; < aGs""d , Network buys undefined power. Therefore,
(LGé d

82E:’: (p,) - 3\ / Bsi

op2 4G, r

ci > and the following statement is true. oU,, 0 OE? (p;)
- = pi — i) By (pi)| = B, (pi)+(pi—ci)—7—— > 0.
\/( aéb d)3 > ( aési,d)ts ' apz apl [( ) L( )] 1( ) ( ) apl
pi— Pi— 2 h
B (pl) i
Because of the above statement déngd is continuous with By Property 2, we know that < 0. After re
arranging, the above equation appears to
respect tg;, from Equation 22, we can conclude th%tj—
0, which justifies the concavity property 6f;, with respect to . IOE* (pi) -1
p; for Casel. For other cases, it is straightforward to conclude pi < ¢ — B (pi) [sz} . (23)

the concavity property ol/,, with respect tap;.

Remark 1: Source Selecuon procedure by Network de- Here, it is important to note that the value GM is
scribed in Section IV-AL(j) is sufficient. negative before; rises top:. For the sake of S|mpIPC|ty the

Proof. This is because, any source is rejected by NetWOﬁﬂce update procedure can be represented in vector form,
at the beginning by this rule, however mistakenly taken hyp), wherep = {pi}sicri 1(p) = {Li(p)}s,crr, where
Network to play the game with, eventually that source will b@i(p) is the price update function for sourgge ConSequently,
rejected. The proof of this statement is as follows. Supplede each iteration of the price update algorithm can be expdesse
the source rejection criterion is applied for some souragenoasp(t+1) = 1(p(t)). I(p) is a standard function, and it has
Sy 1.€., aE <0, whenE;, = 0 andp; = ¢;. And, Network the similar properties as a standard function has. Becalise o
does not exclude sourcg and in the following price update these properties, the authors in [34] have proved thatirsgart
process, all source nodes gradually increase their pricgstt from some initial power vectop, after n iterations,|”(p)
more utilities. To prove that the new resultitﬂg (c;+6) <0, produces unique fixed prices. The properties of the standard
it suffices to prove tha} 9By, <0,ie., 51 < 0since function I(p) have been proved ippendix A.1. For Case
2, E% (pi),Vs;€L? is non-differentiable with respect tp;.
Therefore, the price update function for this casp(ist+ 1) =
proved a i S 0 p(t) + 8. Whereas, for Cas8, the sources/s;cL! follow

On the other hand, for Case, if any source nodes; the similar price update procedure as Casand the sources
satisfies the source rejection criteria at the beginnipgs not Vs;eL? follow the procedure in Cas2
rejected by Network in the final outcome of the game. Since
optimal powerE’ (p;) is a function of only source;’s price, . .
|t%oes npot get atf(ect)ed if other sources increment thpet'rqsri B. Game Theoretical Relay Power Allocation
Property 3 says that Sz > 0. Assume thaty; is the price  Inorder to enhance the performance of the network further,
for which sources; obtalnso power. Hence, when souree We present the formulation of another Stackelberg game in
increments its price from; to some price, say<*, this new order to distribute relay powek; among the sources in set
price must be less thas. This is because, in order to satlsfyL
Property 3, it will ask such price which will increase its utility 1) Sources/Buyers: We first model the sources as follow-
instead of obtaining utility (achieved at pricep;). However, ers who aim to get most benefits at the least possible

s;€Ls 8
we know that 57 = 0,s;€ [L8|sZ}. Property 2 already has
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payment. The utility function of source, s;€L! can be  Hence, the best price is given by
defined by

* = R ). 2
_ E:iGsi,d E:iGsi,rEnGnd A f ({GS“T}&ELS’GT@’C’U’U ) ( 8)
Ur, =1 o2 02 (Bt Gy, + E,Gra+ 02) “Myemma 2: The optimal price is inside the intervahj,
L Y (24)  Aup), wherel;, = maLX AP and Ay, = max A AL,
S S €

n is the gain per unit of SNR, and denotes the price  proof: We prove the lower bound by contradiction. If
per unit of power sold by the centralized node "Network’ < max,, <11 A2, one source will definitely obtail,. relay

E;, can be explained as the amount of relay power sourggwer and at most one source will obtain some relay power
s; would like to buy from Network when the prick is  which results in the amount of allocated relay power is more
announced. than the allowable poweFE!. This is not a feasible solution.

2) Network/Seller: Network is modeled as a leader whon the other hand, if\ = max,, ez >\,_, one source will
aims to maximize its revenue by setting a proper pricgptain £/ relay power and the rest others may obtairelay
Constantc is introduced to denote the cost per unit opower, which is considered as a feasible solution. Conisiger
power. The utility function of Network is defined as  the feasibility of the allocated relay power among all sesrc

ro_ _ * A should be> max;, ¢ Ao
Un = (=9 Z B (). (25) For the upper bound, t>\ > max, e ALY, all sources
obtain 0 relay power which is also not an expected solution.
A has the same meaning as in Equation 24. In ordeherefore \ must be< max,,c 1 A% in order to assign some
to earn profit, the price must be higher than the cosglay power among the sources.
which means\ > c. E}; ()), s;€L; depends not only on 2 Properties of Relay Power Allocation Game: In this
sources;’s channel condition, but also depends on thgypsection, we elaborate the properties of the relay power
global price. If Network asks a higher price than whajjiocation game and prove that the solutions derived in Equa
the source expects, the source will buy less power. @8ns 26 and 28 are the unique optimal equilibrium for each
the other hand, if the price is too low, profit obtaineqdound of this game.
by Equation 25 will be unnecessarily small. So, there property 4: Given price), U,, is concave with respect to
is a tradeoff for setting the price. A proper price cag, , whenE,, >0 and B, ,Vs;€ [Ll\s} are fixed quantity.
distribute the total allocated relay power among the prgof: Takmg the second order derivative bf. in Equa-

s;€L}

sources optimally. tion 24, we get
1) Analysis of Relay Power Allocation Game: In this sec- ) .
tion, we first show that given a pricg there exists an unique 0"Uy, — —20By B¢, G, G 0 (29)
SE of each source game. Then based on this, we prove, there is oEY.  o*(Br, + E;,Gra)?

a unique optimal equilibrium for the whole Stackelberg game \;qreqver, U,, is continuous in%,,. So, whenk,., > 0, U,
Moreover, we design a price update function for Networ;g concave with respect t@,,

and prove its convergence to the unique equilibrium in the Property 5: The best amount of power bought by each

following subsection. _ source decreases as the price increases.
(i) Source Level Analysis: Each source nodes{cL;) de-  proof: Taking the derivative off (\) with respect to),
termines how much power it should buy to maximize it§,e optain

utility. According to Equation 24, the power sourgewill buy

under the price\ can be determined by solving the equation OE* (\) -1 nB.,E* Gs, +Gr.a
U _ = : <0. (30)
oE,, ' oA 2G4 o238
) . This justifies the decrementing trend of the optimal relay
0 i A=A power for sources;eL! with the incrementingh.
E:(\) = Gid [ anE;*;f;i,rGr,d B Bn.] if )\ub <A< A Property 6: If A > ¢, U is concave with respect to price
"and the power consumption is the optimized purchase amount.
E! if A< AL Proof: From Equations 27 and 30, we obtain
(26) 2
v . o2ur oL (A O*E* (A
where B,, = E% G, , + 0% A = —Zf(:EZEgi+BG 7 and L=2) OFL () +(A=0) Y 7"; ), (31)
o\ o\ o\
)\ub "]E Gs rGrd SiELi SieLi
(||) Network Level Analysis. Network needs to find a O’E; (N) 3 nB E* Gy, Gr.q
global optimal price so as to maximize its revenue. Given N2 4G, 4 a2)\b (32)
E; (X), s;€L}, the best price can be obtained by solving the .
following equation Since % > L, dai{? < 0, which justifies the
(A—c)?2
8U7’ OE* (\) concavity property ofJ], with respect to\.
= > E; —c) Y # (27)  Property 7: Given the relay power prica, E;.()\) is a

s;€L} s;€L1 non-decreasing function o, andG;, ;.
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Proof: SeeLemma 2 of [25]. collecting the channel gain from the relay to the destimatio
Theorem 2: {{E} };,cr1,\"} solved in above discussionsanother round of training and estimation is performed at the
are the SE for the proposed game. relay. Finally, all these acquired channel gains are ndtifie

Proof: According toProperty 4, given A and the power of Network by the feedback method. Network can be a separate
other sources{E;‘j}sje[LHsi] is constant, the best response ofomputationally powerful entity in the network or; any otth
sources; is E; (A). And, according tdProperty 6, increment- sources or the relay can play this role depending on their
ing A gradually increases the value &f, until it reaches\*. computational capability.

It implies that Once Network knows the allowable power for two games,
Ur (Ey, (X)) > U, (Er, (A7), first it starts the game with the sources for their transmit
Un({E;, (N }Ysierr) = Up({E7, (M }s,ern)- power. When the convergence is achieved for this game and

So, {{E;, }s;er1, A"} are the SE of the relay power allocaset ! is not empty, Network initiates the second game, and
tion Stackelberg game. continues until the convergence happens. In order to ingrov

3) Iterative Relay Power Price Update Function: In order the performance of the network further, Network can re-
to achieve appropriate convergence of this game, Netwdiftribute the power especially for the case when both sets

needs to update its price correctly in each round. According andr.2 are non-empty. The way how Network does this is
to Property 6, U] is a concave function with respect ta  §escribed as follows.

Ui he convergence happens. For he sake of obtaining nort) SOt e ISLL? i the descending order af, 1. s.<L,
9 PPens. 9 and denote the sorted list as.2.

Ee%?tli\(/)en Uztg't;”n c'\li?(t)wgrt[k Zeti? geU'?';'ag p\:;céehg\c/gordmg © 2) Sort the listZ! in the ascending order a,, 4, s;,€LL,
q perty >, It axtn > U, and denote the sorted list asL..

) 3) Take source; from OL? which is not assigned with full

OF* () power 7',
A<e—| Y] ELON > —— | 4) Take sources; from OL!.
si€l; si€L3 5) Computez = min E;J_,E;fj) andy = min(2z, E7)).
We denotel (\) as Add y to E7,, and subtracy/2 from £ and E.
6) If EX = E"**, moves; to the next source of lisDL2.
-1 7) If Ef =0andE;, >0, addE;, to E} .
I\ =c— Z EX () Z aEgi)\(/\) . (33) 8) If E; =0, moves; to_the next source of IistDL;. .
! 9) If s, or s; does not point to a valid source, terminate this

SiELi SieLé

h d hod Jig ) ) process, otherwise repeat the steps fiam
Hence, the price update method igt + 1) = I(A(%)). , o .
I()\) fulfills the properties of a standard function which hag With this implementation, we actually assume that Network

been proved inAopendix A2 Setting the initial price a is trustworthy. All sources believe that Network will not
>N proved | _App IX Ac. ng intial pri S change the parameter values (e.g., CSl), however condllicts a
c (i.e.\;p), A will converge to a unique equilibrium after

e, . these operations in the systematic manner.
sufficient iterations.

C. Further Discussion D. Game Theoretical Smulation Results

Next, we will briefly discuss the possible implementation of In order to evaluate the game theoretical solution, we
the proposed game theoretical solution of this power aflosa undertake the similar network setup, channel model and the
problem. As noted before, there is a centralized entityedall parameters as given in IlI-C1. Similar simulation scenasio
"Network” in the network. Network is responsible to leaduindertaken as was taken for evaluating the performancesof th
two games in order to obtain the transmit and relay poweentralized approach. For game theoretical solutionetlaee
allocation of the sources. There is a total power constraisnme parameters, which we setas- 100, n = 100.
in the network which is the sum of required power for both Within certain price range, the utility of each source has
transmit and relay operations of the sources. In order t@decconcavity property. Ideally, convergence of the source gyow
appropriate convergence of two games separately, Netwaidlocation game should be decided by the individual source
needs to know how much power is separately allocated foodes. However, to make the game theoretical solution com-
both games. As discussed before, in order to decide tparable with the centralized one, Network should be aware
amount power for both games, Network should be awaoé total power constraint, i.e., the sum power sold by the
of the complete CSI of the network. On the assumption gburces should be equal to the total allowable source power.
using block fading channel model, at the beginning of thEherefore, if the sum of converged power is less than thé tota
first time slot (Entire transmit operation requires two @sassource power budget, remaining power is distributed among
or time slots), a training process is conducted for Network the sources based on their contribution towards the utility
obtain global CSI. Research on the efficient channel trginitNetwork node. On the other hand, if the sum of converged
and estimation can be found in [35], [36]. The training angdower is less than the total power budget, overflown power
estimation is performed at the relay and the destinatiomdero is subtracted from the sources based on their inverseyutilit
to obtain the channel gains from the sources to themselees. Eontribution.
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Fig. 3. Source power allocation game.

Figures 3(a), 3(b) and 3(c) compare individual converged because of its achievedutility resulting from nearly0 sold
source power price;, utility U,,, sum source utility, and power. Since the channel condition of the sources is getting
Network node’s utility U; for different scenarios explainedbetter with the increasing scenario number, even thaugts
previously. As the sources move towards the relay or tha-destubtracted form the first factor of Network’s utility, besau
nation, prices asked by them are increased. Since theineharof using moderately larger value af the utility of Network
condition gradually improves with the increasing scenaris increased as well. There is a discrepancy between soenari
number, they demand high price for unit source power. F8rand scenariod in terms of the utility of Network node,
scenario numbet, 2 and3, the price of the sources is the sunthis is because former one uses the relay for transmission,
of relayed and direct link contribution towards maximizingvhereas the later one does not. Moreover, converged price of
Network’s utility. Whereas for other scenarios, the price isach source for scenaribis very close to the upper bound
only for the direct link contribution. Since the absolutechel of its price, and hence the value 8f does not deviate much
condition of scenarios and6 is almost same, the prices of thefrom the first factor ofU;. However, scenarios without relay
sources are almost equivalent for these two scenarios.cim epower follow the same increasing trend with the better ceann
scenario, the sources with better channel condition damutei quality condition because of the increasing first factorjf
more towards maximizing Networks’s utility, and hence thegompared to itsd/. Table | shows the final outcome of the
demand higher price compared to others. Furthermore, theme, detailed breakdown of the power for the sources. In
utility of individual source follows the same trend as it®rder to have comparison, the table also shows the power
price since the utility is the product of its price and soldbtained from the centralized optimal solution.
power. At the convergence point, all scenarios satisfy #mees
power constraint, and hence the utility of individual seuis At the beginning, when the game is started, Network selects
increased with the increasing price. Consequently, sulityuti the setL, of beneficiary sources following the procedure in
of all sourcesM is increased with the increasing scenariRemark 1. Taking the consideration of their own cost, the
number. In Figure 3(b), we have skipped the utility of sourcgources announce their prices. Consequently, Networkicalc

lates the amount of power it wants to buy from the sources
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for maximizing its own utility. Considering this interacti as
one iteration, Figure 3(d) shows the convergence process fo
scenariod and4. For scenariod, 5 and6, convergence speed
depends on the step sizg s;€Ls. The larger the step size,
the speedier the convergence.

Similar to the source power allocation game, for the re-
lay power allocation game, the convergence point should be
decided by the seller of the game, i.e., Network. In order
to have valid comparison with the centralized solution, the
sum relay power should meet some power constraint. At the
convergence point of Network node, the power constraint : ‘ ‘ ‘ ‘
should be satisfied. If the constraint is not satisfied at the Seenario Number °
convergence point, relay power of each source is adjusted
based on its contribution towards the Utl“ty of Network prod Fig. 5. System throughput comparison between optimal and gaeeestical

Figure 4(a) shows the increasing price and utility of Negolutions.
work node for the relay power allocation game with respect
to different scenarios. Similar to the source power allocat

game, the increasing scenario number implies better chgfiys using GP. Because of incorporating the direct link SNR i
nel quality condition. It means, unit relay power results ighe problem formulation, the problem is not directly ameaab
more contribution towards maximizing the utility of inddial {5 GP. Hence, we have used single condensation method in
source. Hence, Network demands higher relay power priggjer to cast it to GP. Since this solution is computatignall
while selling its power to the sources. Since the POWRkpensive with the growing number of sources, we also
budget is same for all scenarios, with the increasing ptie, have given a suboptimal solution. In the centralized sofuti
utility of Network node has increasing trend as well. Tablg|| nodes work selflessly towards maximizing the network
Il shows the final outcome of the game. It compares thepacity. Therefore, we have proposed a game theoretical
power obtained by the relay power allocation game with thg|ytion of this problem which models the selfish behavior
centralized optimal solution. It seems, individual sowd® of the nodes. Extensive numerical results have been pravide
has better channel condition buys more power comparediforder to show different properties, convergence cooulitif
others. This is because, given unit price, the source witlebe poth solutions. Finally, we have shown that proposed thesgam

channel condition incurs |al’ger Ut|l|ty Compared to thosthw theoretical solution achieves Comparab|e performande thi
worse ones. Moreover, the utility of individual source i® theentralized optimal solution.

increasing function of its transmit power. Since the sowvitk
better channel condition is assigned larger transmit pdroer
the previous game, this source is likely to be assigned with APPENDIX A
more relay power compared to others. Therefore, the larger .
demanded power is well adjusted balance between theiyutilf’-1 Proof of the properties of I(p)
and price. o S . Positivity: 1(p) > 0. By Property 2, —s:—> < 0.
After carefully considering the initial price, when Networ Moreover, because of practicality, > 0, and according
announces it, the sources demand power which is the balance t; | emma 1, E* (p;) > 0. Therefore, following the
between their individual utility and price. Consideringsth definition in Equation 227;(p;) > ¢; > 0. Hence, in this
interaction between the sources and Network as a single step price update process, sourslev;ieLl starts increasing
Figure 4(b) shows the convergence behavior of the relay powe o price frome;. *
allocation game at scenaro The figure shows the increasing Scalability: Va > 1, al(p) > |(ap). Subtractingl (ap)
price of Network node with the increasing iteration untiéth from al (p) for sources;, we have
convergence happens.
Taking the power presented in Table | and Table II, Figure 5
compares the throughput obtained from the game theoretical ol;(p) — Li(aps) = (a — 1)e; (34)
solution with the centralized optimal solution. E: (p) aEz (pi)

+ - .
OE: (ap;)/0p;  OE% (pi)/Opi

Sincea > 1, (a — 1)¢; > 0. Then, the problem reduces
B, (ap:) aB7 (pi)

System Throughput
N w IS « > ~
4

i

O, (p)

V. CONCLUSION

In this paper, we have studied both transmit and relay power

allocation problem in a multi-source single AF relay netkor to proving dE}, (api)/dp; > 9B, (p:)/0p: " Now,
Since the existing works [11], [12] of this problem have not

considered the direct link SNR in their formulation, reauntt E* (opi) 2 20/B.,
solution deviates from the optimal one if the direct link SNR 9Bz, (op) [Opi —2pit Gt a/aE] G., Gra

is better than the relayed link one. Having noticed this, we p aG. 4\3/2
the missing factor in the original formulation, and havevedl (Oépi - 2 ) ) (35)
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9Bz, (p)/Op:i

= —2ap; + 2ac; + B Con G
aGsi,d

(pi_ . )3/2.

For the second part of Equation 34 being), p; should

(36)

aGg. g
. - —1 Gs. . d -3
satisfy p; > —= ) andp, > 2 Uoon
aGs,],d

Or, in other wayp; > z—3, wherexcR. However,z
grows very slowly with the increasing value of Since

aGs. 4 .
¢ > —3=, andp; > ¢; for Casel, the price update
function of sources; satisfies this property.
Monotonicity: If p > p’, thenl(p) > I(p’). To satisfy
this property, it is sufficient to prové’% > 0. Hence,
for sources;, we have

alz(pz) _ 2 _ 30 Bsi P — aGShd
Op; 2\/al] G, +Gra v o2
7)
For ‘9[57(’1_”") being > 0, p; should be< %%t 4
4aELiGSi)7-G

5575 “2 It is apparent that upper bound pf for

TABLE |
SOURCE TRANSMIT POWER COMPARISON BETWEEN OPTIMAL AND GAME THORETICAL SOLUTIONS
Scenario S1 S9 s3 S4 S5
Number [ Opt Game| Opt | Game| Opt | Game| Opt | Game | Opt [ Game
1 28.29 | 24.32 | 26.46 19 15.24 16 0 1068 | O 5le-3
2 29.12 | 25.1 | 28.21| 21.0 | 12.66| 12.13 0 7.1 0 4e-3
3 30.0 | 27.23 30 24.4 10 11.55 0 6.80 0 7le-4
4 30.0 30.0 30.0 30.0 30.0 30.0 | 30.0 | 30.0 0 0
5 30.0 30.0 30.0 30.0 30.0 30.0 | 30.0 | 30.0 0 0
0.177‘
0.168
g g 0.166
Q — [}
2 == 2 0.164
p > ¢
o = Q0 0.162
> 5 > 0.16
ks 2 ©
o Z @ 0.158
E E
2 > 0.156
0.154
0.152
1 2 3 1 2 3 1 2 s 4 5 & 7 8 8 10
Scenario Number Scenario Number Iterations
(a) Relay power price (left) and converged Network utilityglt) (b) Convergence for scenario 2.
comparison.
Fig. 4. Relay power allocation game.
TABLE Il
SOURCE RELAY POWER COMPARISON BETWEEN OPTIMAL AND GAME THEORTICAL SOLUTIONS.
Scenario s1 so s3 S4 s5
Number | Opt [ Game Opt Game | Opt | Game | Opt | Game | Opt | Game
1 36.19 46 13.78 4.0 0 0 0 0 0 0
2 36.96 | 46.3 | 13.031| 3.7 0 0 0 0 0 0
3 32.24 | 435 17.75 6.5 0 0 0 0 0 0
the monotonicity property is very close t¢° in Casel.
(xE; (pi) 2a04/Bs;

A.2 Proof of the properties of 1(\)

o OE,, (N
o Positivity: I(\) > 0. By Property 5, —4% <

0,Vs;€Ll. Furthermore, setting the costas \;,, ¢ > 0.
In Equation 26, we observe,, (\) > 0,Vs;eLl. There-
fore, according to Equation 33(\) > ¢ > 0. Hence, in

this price update process, Network increases price from

C.
« Monotonicity: if A > X, I(\) > I()\). To satisfy this
property, it is enough to provgfa&—” > 0. So,

IV =ct+2 A
ZsiELi
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For 2X > o, jt must satisfy that\ <
4 nB7'iE;iGs,i,7'Gr,d . .
ooz S B which is very close to\;.

Scalability: For alla > 1, al(X\) > I(a)). We have

ZsieLg BTi

al(X) = ac+2ar—2a
Zsi€L%

I(a)) =c+2aX—2
ZSiEL})‘

Sincea > 1, andc is positive, (o« — 1)c is always> 0.
Furthermore, for the second part®f (\) — I(aX) being
positive, it must satisfy that®/2 > «, which is true for
alla>1
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