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Abstract

Automated content based methods for retrieval of similar images serve as efficient
management tools for handling large amounts of data. In medical imaging, they
can also be used as a tool in clinical decision support systems. In this work we
propose a medical image retrieval framework for extracting similar images from
large-scale databases. The framework consists of a deep learning based feature ex-
tractor, an algorithm to build a graph of images, and a graph clustering method to
extract similar images from this large image graph given a query image. We eval-
uated the performance of the method on CheXpert dataset, where given a query
image the proposed approach extracted images with similar disease labels with
a retrieval precision of 73%. The application of the framework evaluated on the
CheXpert dataset indicates its potential as a large-scale image retrieval tool.

1 Motivation

Content-based medical image retrieval has been an active field of research for the past few years.
In content-based retrieval systems the images are first represented in terms of high dimensional
features, and similarity between images are measured from distances between these features. The
selection of feature space is very important in medical image retrieval systems since the perfor-
mance of the whole system depends on the extracted features. The success of deep-learning based
approaches in other clinical applications indicate deep learning based features can add value to im-
age retrieval techniques. To extract image-representative codes or features, the current deep-learning
based retrieval approaches mostly use networks pre-trained on other image databases [1, 2]. How-
ever medical images can be very different from natural images and hence pre-trained networks might
not be the proper feature extractor for medical settings. Although the framework reported in [3] used
a custom network trained on medical image data, its performance was inferior to the state of the art
methods. Moreover, while retrieving similar images, the literature-based methods compare every
image features in the database to extract the closest matches [4, 5], which is computationally expen-
sive when there are a large number of images in the database. Hence a prior clustering technique
that can extract similar image subspace beforehand can be highly beneficial for image retrieval tech-
niques since a query image can then be only compared with its most similar subset of images. In
this work, we report a deep-learning and graph-clustering based medical image retrieval framework.
The images were represented by features extracted from a deep-learning based network trained on
the medical images. To implement an efficient search engine for medical image retrieval task the
database was also divided offline into clusters of most similar images. During online retrieval the
search space was reduced to the closest cluster space and only a subset of the database images were
tested for similarity, hence reducing the computational overhead significantly.

33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.



Figure 1: Framework

2 Method

We formulated the medical image retrieval from large dataset as a deep-leaning based cluster ex-
traction problem that consists of three parts- image code generation,image graph formulation, and
similar image cluster formation. The framework is shown in Fig. 1.

2.1 Image code generation

We start with a database of images, D = {If}. A deep convolutional neural network is then trained
on the augmented data to generate disease likelihood from the X-ray images. In this work we
considered a model proposed in [6] which consists of densely connected convolutional layer blocks,
known as DenseNet. The initial weights for other layers are assigned from a model pretrained on
ImageNet dataset [7]. To handle the class imbalance present in the medical image datasets used here,
we optimized the weighted binary cross-entropy function as a loss function during training. The
weighted were defined as the ratio of positive and negative samples over the total number of samples.
After training the network, the 1024-dimensional feature from the second-last layer was extracted for
each image. The normalized feature vector, if was then used as the image-representative code for the
database images and the codes were saved with the associated images in the database, D = {If , if}.

2.2 Image graph formulation

The next step of the framework consists of generating a graph of similar images. The database
can be thought of a graph of images where similar images are strongly connected with each other
whereas images that are different are either loosely connected or unconnected. From the database,
we generated a graph of images G where each image is represented by a node in the graph and
similar images share edges between them. The edges were calculated from image code-similarity
and the similarity between samples was defined as the cosine similarity between their representative
codes, if .

2.3 Similar image cluster formation

The next step of the framework consists of finding similar image clusters from the database of im-
ages. From the graph G, we extracted similar image clusters by applying a modularity based graph

Algorithm 1 Top-K similar image retrieval for a query image, I
1: Input : Graph G, Edge generating function function E, Database {If , if , C(If )}, Query image I , Number of images to retrieve K

2: Add I to G with edges E(I, If )

3: Set region R = If
4: while |R| < K do
5: Select cluster c, associated database image set Ic s.t. maximum weighted modularity is achieved when R is assigned to cth-cluster
6: for j = 1, 2, ..,min(|Ic|, K) do
7: Select Iu s.t. Iu = arg maxIj

∆q(I, Ij); Ij ∈ Ic, Ij /∈ R and C(Ij) = c

8: Add Iu to R
9: end for
10: end while
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Table 1: Performence of the image retrieval
framework on top-50 retrieved images.

Dataset ACG ACGp Precision
CheXpert-5 0.65 0.54 78%
CheXpert 0.65 0.37 73%

Table 2: Comparison of the proposed ap-
proach with literature-based methods.

Method Avg. Gain
Lan et al.[10] 0.31
Chen et al.[5] 0.42

Proposed Framework 0.57

clustering method proposed in [8, 9], that has the ability to find clusters from graphs without any
prior knowledge regarding the number and sizes of clusters. The database is then updated with the
clustering label associated with each image, D = {If , if , C(If )}. While a new query image is
presented, at first its image-representative code is extracted from the trained network and the query
image is placed in the graph, G where the edges between the query image and the database images
are generated based on their code similarity. Then top-K most similar images were extracted by im-
plementing a region-growing approach with the query image as the seed point. The region growing
approach is shown is Algorithm. 1. We start with a region that only includes the query image I . To
assign database images to the region of the query image we first look for the closest cluster in terms
of the weighted-modularity, q [9] and confine our search space only to that cluster. The image-nodes
were added successively to the region, R for which the maximum weighted-modularity is achieved
until K images are retrieved from the database.

3 Experiments and results

For this work we used the recently published CheXpert dataset [11], which contains 223,648 chest
X-ray images from 64,740 unique patients with thirteen disease labels. We also report the retrieval
performance based on most prevalent diseases in the dataset [11], and the results are reported as
CheXpert-5.

We trained the deep network model with a batch size of 32 for 20 epochs with Adam optimizer.
The initial learning rate was 10−3 and the learning rate was reduced by a factor of 10 at plateau.
Since the CheXpert dataset has uncertain labels for a lot of samples, while updating the gradient
during training we ignored the uncertain labels . During the retrieval the uncertain labels were
counted as positive labels. The retrieval performance is reported in Table. 1. ACG is defined as
ACG =

∑K
i ri/K where ri is the graded relevance of the image retrieved at position i and is

defined as the ratio of common labels between the retrieved image and the query image. ACGp

is calculated using the same formulation but using the common positive labels only. Precision is
defined as the percentage of relevant images retrieved over the total number of retrieved images.
The relevance of each retrieved image is calculated based on the common disease labels between
the query image and the retrieved images. Table.2 reports the performance of the proposed method
with two recent literature-based approaches in terms of average gain as reported in [5]. As can be
seen from Table. 1, when all thirteen disease labels were used the framework was able to retrieve
images where 73% of the retrieved images’ disease labels matched exactly with the query image ,
and the percentage was 78% when the five most prevalent disease labels were used. However, there
are disease labels which shows similar appearances on X-ray images (for example- pneumonia and
consolidation). To report the performance here we matched the labels exactly, so if a pneumonia
positive sample was used as a query image and a consolidation positive image was retrieved, we
counted it as a non-relevant sample. In future we plan to analyse the retrieved images considering
their appearances in the X-ray images. However the preliminary performance of the framework
indicates its potential as a large-scale medical image retrieval tool.

4 Conclusion

In this work we present a large-scale medical image retrieval framework and reported the perfor-
mance of the framework on the largest available chest X-ray image dataset. Although developed for
chest X-ray image retrieval, the proposed approach can generally be applied to other medical image
based retrieval tasks.
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