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a b s t r a c t

For Wireless Sensor Networks (WSNs), an unbalanced energy consumption will decrease the lifetime
of network. In this paper, we leverage mobile agent technology to investigate the problem of how to
balance the energy consumption during data collection in WSNs. We first demonstrate that for a sensor
network with uniform node distribution and constant data reporting, balancing the energy of the whole
network cannot be realizedwhen the distribution of data among sensor nodes is unbalanced.We design a
method tomitigate the uneven energy dissipation problem by controlling themobility of agents, which is
achieved by an energy prediction strategy to find their positions. Finally, we propose energy balancing
cluster routing based on a mobile agent (EBMA) for WSNs. To obtain better performance, the cluster
structure is formed based on cellular topology taking into consideration the energy balancing of inter-
cluster and intra-cluster environments. Extensive simulation experiments are carried out to evaluate
EBMA with several performance criteria. Our simulation results show that EBMA can effectively balance
energy consumption and perform high efficiency in large-scale network deployment.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Wireless Sensor Networks (WSNs) can collect information and
monitor situations in a variety of scenarios including battlefields,
forests, farmlands, coal mines, and so on [1–3]. Compared to other
self-organized networks, the nodes inWSNs are generally powered
by small inexpensive batteries. Each operation, calculation, and
inter-communication consumes the nodes’ energy. Once some
nodes, especially those crucial nodes like the cluster head run out
of energy, they will directly influence the connection ofWSNs, and
themonitoring process. To extend the network’s lifetime of power-
constrained wireless sensor networks for a long period of time,
their energy consumption should be well-managed by optimal
routing designs.

As most sensor nodes are unable to communicate with the sink
node directly because of their limited communication capacity,
multi-hop becomes the basic routing model in WSNs. Under this
model, intermediate nodes deplete their energy faster when tak-
ingmore tasks, such as relaying the receiveddata or completing the
fusion process to reduce the network’s load, which leads to the cre-
ation of an energy hole. Experimental results in [4,5] show that, by
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the time the sensors close to the sink exhaust their energy budget,
up to 90% of the initial budget may still be available in the nodes
farthest away from the sink. Therefore, unbalanced energy con-
sumption is an inherent problem that needs to be solved to avoid
early network collapse due to the death of some critical nodes.

The design of energy balancing routing techniques for WSNs
has attracted a lot of attention and some valuable results have
been reported in recent years [6]. Powell et al. proposed a
centralized algorithm to compute the optimal parameters for
WSNs and proved that these parameters maximize the network’s
lifetime [7]. Olariu et al. investigated the theoretical aspects of
the uneven energy depletion phenomenon in sink-based wireless
sensor networks [8]. Wu et al. explored the theoretical aspects
of the non-uniform node distribution strategy that addresses
the energy hole problem in WSNs. They proposed a distributed
shortest path routing algorithm tailored for the proposed non-
uniform node distribution strategy [9]. Zhang et al. formulated the
energy consumption balancing problemas an optimal transmitting
data distribution problem by combining the ideas of corona-
based network division and mixed-routing strategy together with
data aggregation [10]. Although the method presented by Wu
and Zhang can achieve the energy balance in a certain area,
they assume that each node has the same data generation rate.
However, this is not the case with most real applications.

In this paper, we investigate the problem of balancing the
energy consumption during data collection in WSNs. We design
a routing adopting cluster structure which is prior to the flat

0167-739X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
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structure, as it can extend the network scale and manage the data
in distribution. WSNs contains hundreds or thousands of sensor
nodes, where the cluster hierarchy is more efficient to manage
and run the distributed computation than that of the flat structure.
Besides, the abundance of the sensory data among neighbor nodes
are increased in the cluster hierarchy, which decreases the amount
of transmitted data by the fusion process. Most of the sensor
nodes can turn off their communication model to reduce energy
consumption under a cluster hierarchy in a quite long periodwhich
can prolong the lifetime of the whole network. As the cluster
heads play the tasks far more than other ordinary nodes in cluster
structure, the resource of cluster heads determines the lifetime of
whole network. By introducing special nodes like a mobile agent,
it can solve this problem. The more powerful mobile agent is
better suited to serve as a cluster head to perform more tasks. We
present an energy balancing clustering routing based on mobile
agent, which adopts a cellular topology and establishes a virtual
tree for data fusion in each cluster. To mitigate the uneven energy
dissipation problem, the remaining energy and task allocation of
sensor nodes are fully considered during the agent’s mobility.
We also design a time slot allocation strategy for EBMA to avoid
communication conflicts and interruption when many ordinary
nodes in one cluster send data to the cluster head simultaneously.
The main contributions of this paper are summarized as follows:

• We systemically analyze energy balancing for cluster structures
inWSNs. Thenwe show that the energy balance of intra-cluster
and inter-cluster is impossible to achieve in thewhole network.

• We design an energy prediction strategy, which enables mobile
agents to know about the remaining energy of all sensor nodes
in their clusters. Based on this strategy, we propose a solution
for determining the position of mobile agents to address the
uneven energy dissipation problem.

• We propose an energy balance clustering routing approach
based on mobile agent technology, which can efficiently bal-
ance the energy consumption of an inter-cluster and an intra-
cluster. To obtain better performance, the cluster structure is
set up based on cellular topology. Additionally, we allocate indi-
vidual time slots for each node in a distributedmanner to avoid
collisions and interference during data gathering.

• We perform extensive simulation experiments to evaluate
EMBA by several performance criteria. The results show that
EMBAcan efficiently balance energy consumption andperforms
high efficiency in a large-scale network deployment.

The rest of this paper is organized as follows: Section 2 surveys
related works. Section 3 presents the problem statement and the
system models that can address the problem. Section 4 analyzes
sensor networks with a static base station and with a base station
moving arbitrarily. Section 5 introduces the energy map with an
energy predictionmechanism. An energy balancing cluster routing
approach is proposed in Section 6. Simulation results and analysis
are provided in Section 7. Finally, Section 8 concludes the paper.

2. Related works

Current approaches for balancing energy consumption in
wireless sensor networks can be classified into four categories:
data fusion, non-uniform deployment schemes, mobility of sink or
agent, and cluster or grid structure.

Krishnamachari et al. investigated the impact of data aggrega-
tion by surveying the existing data aggregation protocols in WSNs
in [11]. Richkenbach et al. proposed an optimal algorithm MEGA
for foreign-coding and an approximating algorithm LEGA for self-
coding in [12]. In MEGA, each node sent raw data to its encod-
ing point using a directed minimum spanning tree (DMST), and
encoded data was then transmitted to the sink through SPT. Goel

et al. proposed LEGA by using a shallow light tree (SLT) as the data
gathering topology in [13]. Luo et al. developed an online algo-
rithm capable of dynamically adjusting the route structure when
sensor nodes joined or left the network in [14]. Furthermore, by
only performing such reconstructions locally and maximally pre-
serving the existing routing structure, the online algorithm could
be readily implemented in real networks in a distributed manner
and promised extremely small performance deviation from the off-
line version and outperformed other routing schemes with static
aggregation decisions. Anandkumar et al. presented a novel for-
mulation for optimal sensor selection and in-network fusion for
distributed inference known as the Prize-Collecting Data Fusion
(PCDF) in terms of optimal trade-off between the costs of aggre-
gating the selected set of sensor measurements and the resulting
inference performance at the fusion center [15]. PCDF is then an-
alyzed under a correlation model specified by a Markov random
field (MRF) with a given dependency graph. For a special class of
dependency graphs, a constrained version of the PCDF reduces to
the prize-collecting Steiner tree on an augmented graph. In this
case, an approximation algorithm is given with the approximation
ratio depending only on the number of profitable cliques in the de-
pendency graph. Luo et al. found that fusion costs were compa-
rable to those of communications for certain applications in [16].
Motivated by the limitations of a minimum fusion Steiner tree,
they designed a novel routing algorithm, called the Adaptive Fu-
sion Steiner Tree (AFST) for energy efficient data gathering in sen-
sor networks.

Xing et al. bridged the gap between sensing coverage and
the stochastic nature of sensing. The scaling laws were derived
between coverage, network density, and signal to noise ratio
in [17]. Giridhar et al. first focused on analytically solving the linear
program for some simple regular network topologies in [18]. They
found an upper bound on the functional lifetime for the linear case,
and upper and lower bounds on the functional lifetime are only
different for a regular planar network. Li et al. investigated the
problem of uneven energy consumption in a large class of many-
to-one sensor networks and verified that nodes in inner rings
suffermuch faster energy consumption rates [19]. They studied the
effectiveness of several existing approaches towardsmitigating the
‘‘energy hole’’ problem, including deployment assistance, traffic
compression and aggregation. Zhang et al. formulate the energy
consumption balancing problem as an optimal transmitting data
distribution problem by combining the ideas of a corona-based
network division and mixed-routing strategy together with data
aggregation [10].Wuet al. proved that suboptimal balanced energy
consumption is attainable only if the number of nodes grows with
geometric proportion from the outer coronas to the inner ones
except the outermost one [20].

Some researchers have explored approaches to minimize the
energy consumption difference between nodes. Many moving
strategies for sink nodes or agents are presented to balance
the energy consumption. Gandham et al. analyzed this problem
and presented a model that combines data routing with station
mobility to enable load balancing [21]. This strategy can only
support the data collection based on inquiry and not reduce the
energy load. Wang et al. changed the station mobility model to
a linear plan for the optimized station mobility and special stop
point [22]. Shah et al. presented a data mule, which can complete
the data transmission by mule mobility [23]. The load in this
method is small but the real-timedata cannot be guaranteed.Wang
et al. presented a data gathering model by agent mobility, where
the station is stable and the agents distributed among the stations
move around the circle [24]. This method cannot solve the node
load balance over two hops.

Heinzelman et al. proposed a low energy adaptive clustering
hierarchy (LEACH) for WMSNs in [25]. Since then, the clustering
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routing plays an important and essential role in the routing of
WSNs. However, LEACH cannot guarantee either the position or
the number of clusters in the network. Besides, it does not fully
consider the energy of sensor nodes during the selection of cluster
head nodes. Xu et al. proposed GAF to divide the coverage area into
squares and considered the nodes in a square to be equivalent for
routing in [26]. Wang et al. proposed SoRCA to implement self-
healing, but it partitions the working area into fixed hexagons,
and considers each hexagon to be fully covered if there is one
active node within the cell in [27]. Liu and Chang et al. proposed
GAF-h and ZBP to take the advantage of hexagon-like cellular
instead of square topology, but they are not suitable in random
deployment of nodes in practice [28,29]. These four clustering
routing approaches only consider the position of sensor nodes
but ignore the energy level of the candidate cluster head node.
Besides, each sensor node has to know its accurate position to form
the cellular structure. It cannot meet the low cost requirement
of WSNs. Wu et al. explore the theoretical aspects of the non-
uniform node distribution strategy that addresses the energy hole
problem inWSNs. They propose a distributed shortest path routing
algorithm tailored for the proposed non-uniform node distribution
strategy [30]. Lin et al. proposes a clustering hierarchy based
on cellular topology (CHCT) for WSNs, in which the remaining
energy and position of sensor nodes are simultaneously considered
during the cluster structure construction, and the desired cluster
structure is generated even in the case of nodes without a locating
device [31].

3. Systemmodels and problem statement

3.1. System models

3.1.1. Network model
We assume a relatively dense and strongly connected network

that harvests data from the area covered by the network. The
network consists of a set n of static sensor nodes, denoted by
s1, s2, . . . , sn, which is used for collecting sensory data. All sensor
nodes are uniformly distributed in a monitoring area with only
one sink located as the final destination of data collected. Except
for ordinary sensor nodes and the sink, there are still m mobile
agents, denoted by a1, a2, . . . , am. Mobile agents can control their
movement paths, collect the data sent from sensor nodes and send
to the sink node after processing. The communication ability of
mobile agents ismuch higher than ordinary sensor nodes, and they
are not limited by the energy supply as the sink node is. In our
research, we focus only on the communications among the sensor
nodes, the mobile agents and the sink node. Communications
between the sink node and devices outside the network are beyond
the scope of this paper.

3.1.2. Fusion model
In thiswork,we also consider data fusion during data collection.

Similar to Ref. [32], we use data fusion model, where the sensor
nodes are required to continuously send their data. A node u needs
to receive the sensory data sent from node v, marked as D(v). The
total data amount after fusing D(u) and D(v) is expressed as:D(u) = max(D(u),D(v)) + min(D(u),D(v))(1 − ρ) (1)
where D(u) andD(u) represent the data amount before and after
data fusion, respectively. ρ represents the correlation coefficient of
D(u) and D(v). Based on Eq. (1), the data amount after fusion will
not be larger than the sum of D(u) and D(v), and not smaller than
the either the maximum of D(u) or D(v).

3.1.3. Energy model
We assume that all the ordinary sensor nodes have the same

initial energy while both the sink node and mobile node are not

Fig. 1. Example of data gathering in WSNs with mobile agent.

limited by energy supply. The energy spent by transmitting 1
bit data over distance d is et(d) = εelec + εampdk, where εelec
is the energy spent by the transmitter electronics, εamp is the trans-
mitting amplifier and k(k ≥ 2) is the propagation loss exponent
[33]. εelec and εamp are both system parameters. The corresponding
energy dissipation in data reception is er = εelec. The data fusion
process can introduce additional energy consumption,which is de-
noted by ef .

3.2. Problem statement

In the network’s structure we adopted, the clusters named as
C1, C2, . . . , CN , are obtained by partitioning the whole network.
Each cluster has a mobile agent denoted as the cluster head. The
area of Ci is denoted by Si(1 ≤ i ≤ N). As the price of mobile
agent is higher than ordinary nodes, the number of them in the
network should be as low as possible to reduce costs. Each mobile
agent needs to manage a large area which results in some sensor
nodes not being able to communicate with them directly because
of the long distance. As shown in Fig. 1, there are many multi-
hop routes built for intra-cluster data gathering. Depending on the
distance from the mobile agent, each sensor node can determine
its hop count, where the hop count for directly communicating
with mobile agent is 1. For any node u ∈ Ci, it has to forward the
data received from the child node to the parent node. The different
loads among nodes is themain reason for the occurrence of energy
holes.

We assume that all the sensor nodes generate data at the same
rate and the size of each data packet is same. All nodes use the
same transmission radius which is lower than the communication
distance to the mobile agent. Although the amount of data
generated by each node is the same during some time period,
the data distribution is still unbalanced since each node performs
different tasks.

Based on the above model, our optimization objective is to
balance the energy consumption to the maximumwhile collecting
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data from all sensor nodes and delivering the data to the sink node.
This problem can be formulated as follows:

min
−
u∈M

[El(u) − Ēl]2

s.t.
−

i∈[1,N]

Si = S

Tu ≤ Td

(2)

where El(u) represents the remaining energy of node u. Ēl
represents the average of the remaining energy of all sensor nodes.
Tu represents the time it takes to send data from node u to the sink
node. Td represents the maximum allowed transmission delay.

In (4), the first constraint specifies the total area of network S.
The second constraint specifies that the essential requirement is
the real-time request of data collection. The above optimization
problem can be solved as two sub-problems:
• How to balance energy consumption among nodes within

each cluster? We refer to this problem as intra-cluster energy
consumption balancing.

• How to balance energy consumption among nodes belonging
to different clusters? We refer to this problem as inter-cluster
energy consumption balancing.

It will be described in detail in the following section.

4. Energy balancing problem for hierarchical clusters

This section focuses on the analysis of energy balancing
problem in WSNs under cluster hierarchy which deals with both
inter-cluster and intra-cluster. A sufficient and necessary condition
of energy balancing is presented. It is proven that the energy
consumption among sensor nodes cannot be balanced if themulti-
hop of an intra-cluster is adopted.

4.1. Energy balancing of intra-cluster

As mentioned above, the mobile agent approach is more
expensive than when using ordinary sensor nodes, which is
not suitable for large network deployments. As a result, the
cluster area is generally large, which needs to complete the data
collection throughmulti-hop communications of the intra-cluster.
We assume that the boundary of the cluster is circular for easier
description. As shown in Fig. 2, the cluster Ci is divided into p zones
Ci,1, Ci,2, . . . , Ci,p, which need to guarantee that the sensor nodes in
two adjacent sub-zones can communicate directly. Consider any
two adjacent coronas Ci,k and Ci,k+1 where nodes in Ci,k+1 forward
their data to nodes in Ci,k when hop-by-hop transmission mode is
used. Ci,k+1 is termed as the source zone and Ci,k is termed as the
destination zone.

For every node u in cluster Ci, let E(u) denote the total amount
of energy depleted by u during time T for data gathering. Using the
energy model given in Section 3.1.3,
E(u) = DT (u)et(r) + DR(u)er(r) + DF (u)ef (3)
where DT (u),DR(u),DF (u) denote the total amount of data
received, transmitted and fused by node u respectively. The first
term DT (u)et(r) represents the energy spent by data transmission,
the second term DR(u)er(r) represents the energy spent by
receiving data and the last term DR(u)er(r) is the energy
consumption for data fusion. The energy consumption is balanced
among all nodes in cluster Ci only when
E(u) = E(v), ∀u, v ∈ Ci. (4)
The total amount of data fused by node u is:
DF (u) = DS(u) + DR(u). (5)
From the fusion model given in Section 3.2, the total amount of
data transmitted by node u after fusion can be calculated as:
DT (u) = max(DR(u),DS(u)) + min(DR(u),DS(u))(1 − ρ). (6)

Ci,1

Ci,2

Ci,3

Ci,p

....

Fig. 2. A cluster consisting of a series of zone.

Theorem 1. Energy consumption is unbalanced among nodes in
cluster Ci if multi-hop communication is adopted.
Proof. When the area of Ci is small enough, all nodes in Ci can
communicate with the cluster head directly. For ∀u ∈ Ci,

DR(u) = DF (u) = 0 (7)

E(u) = DT (u)et + DRer + DF (u)ef
= DS(u)et . (8)

Therefore, the energy consumption can be balanced among
nodes in Ci only if the amount of data generated by sensor nodes is
balanced.

When the area of Ci is larger and the multi-hop approach needs
to be adopted, the energy consumption of the sensor nodes with
themaximumnumber of hops for the other sensor nodes is similar
to the equation above. For the other nodes,

E(u) = DT (u)et + DRer + DF (u)ef
= [max(DS(u),DR(u))

+ min(DS(u),DR(u))(1 − ρ)]et
+DR(u)er + [DR(u) + DS(u)]ef . (9)

It can be deduced as:

E(u) =


DR(u)[(1 − ρ)et + er + ef ] + DS(u)(ef + et),
DS(u) > DR(u)
DR(u)(et + er + ef ) + DS(u)[(1 − ρ)et + ef ],
TDS(u) ≤ DR(u)

(10)

E(u) depends onDR(u) andDS(u) as all the other parameters are
the same for all nodes in Ci. We assume that v and w is the child
and parent node of node u, respectively. DR(v) < DR(u) < DR(w).
Hence, the energy balancing cannot be realized in Ci with the
random data generating model. The theorem is thus proved. �

4.2. Energy balancing of inter-cluster

Let Si and Ei denote the area of cluster Ci and the total energy
consumed per unit time by all the nodes in cluster Ci. As described
in Section 3.1, all the sensor nodes are homogenously distributed
and the density is ρ. When all the sensor nodes are equipped with
the same initial energy, the energy balancing of the inter-cluster
between Ci and Cj is obtained if and only if it satisfies the following
equation:

SiρE0
Ei

=
SjρE0
Ej

∀i, j ∈ (1, 2, . . . ,N) (11)

where E0 is the initial energy of each node. The inter-cluster
energy balancing cannot be achieved either as we have proved
that intra-cluster energy balancing is impossible when multi-hop
communication is adopted.
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Theorem 2. When the sensor nodes are uniformly distributed, the
energy balancing of the inter-cluster is unrealizable if the multi-hop
communication is adopted.

Proof. For ∀u ∈ Ci,p, it only needs to transmit its sensory data to
its forwarding node in Ci,p−1. For ∀u ∈ Ci,k, k ∈ [1, 2, . . . , p − 1],
it needs to receive, fuse and transmit the data. Here, the energy
consumption of node u can be calculated as:

E(u) =


DT (u)et = DS(u)et∀u ∈ Ci,p

= [max(DS(u),DR(u))
+ min(DS(u),D(R)(u))(1 − ρ)et
+DR(u)er + DS(u)]ef
∀u ∈ Ci,k, k ∈ [1, 2, . . . , p − 1]

(12)

The total energy consumption of all nodes inCi can be calculated
as:

Ei =

−
u∈Ci,p

DS(u)et +

p−1−
k=1

−
u∈Ci,k

([max(DS(u),DR(u))

+ min(DS(u),DR(u)(1−))]et) + DR(u) + DS(u)ef . (13)

According to the Eq. (13), the energy balancing between cluster
Ci should meet the following condition:

SiEj = SjEi. (14)

When the cluster is formed, both Si and Sj are constant. Ei and Ej
are determined by DR(u) and DS(u). The movement of the mobile
agent results in the changing of DR(u), which does not satisfy
Eq. (14). Therefore, Theorem 2 is now proved. �

5. Energy map and prediction mechanism

In Section 4, we prove that the energy balancing of both
inter-cluster and intra-cluster cannot be achieved when a multi-
hop communication approach for an inter-cluster is adopted.
In order to balance the energy consumption, we focus on the
establishment of a local energy map to make the mobile agent
aware of the remaining energy of all nodes in its cluster which
can provide the necessary information for the mobile agent by
determining its movement. However, to become aware of the
energy among nodes is difficult to achieve in WSNs because of the
high communication costs generated by frequently updating their
remaining energy information. Additionally, other issues arise such
as network congestion and transmission delay. To address this
problem, we adopt an energy prediction mechanism, which can
make themobile agent aware of the remaining energy of all sensor
nodes in its cluster by frequent information updating.

Each mobile agent acts as a cluster head, which is responsible
for data gathering and establishing the energy map of its cluster.
According to Eq. (12), the energy consumption of a sensor node is
not stable during data gathering and is determined by its working
state. Sensor nodes can turn to a sleepmodewhen they do not have
any task which is necessary to save energy for WSNs, but it also
makes it more difficult to predict. As described in Section 3.1, the
energy is mainly consumed on receiving, transmitting, and fusing
data in our research, where the energy consumption on sensing
data and other simple processing can be neglected.

Based on this state conversion model, we can enable energy
awareness among nodes. Similar to [34], we use Markov chain
to simulate the working states of sensor nodes. Each node has a
series of random variants X0, X1, X2, . . . , which describes different
working states. Pij is defined as a one-step diversion probability,
which can be expressed by:

Pij = P{Xm+1|xm = i}. (15)

The N-step diversion probability is further defined as:

Pij(n) =

M−
k=1

Pik(r)Pkj(n − r), for 0 ≤ r ≤ n. (16)

If the node is currently in state i, the number of time-slots that
it will stay in state s in the next T time-step can be expressed as∑T

t=1 Pis(t). We use Es for representing the energy consumption
of a node staying at state s in one time-step with one bit of data.
Then, the total energy consumption in the next T time-step can be
calculated as follows:

ET =

M−
s=1


T−

t=1

Pis(t)


EsDs(t) (17)

where Ds(t) is the data amount need to be processed at state s.
Based on the statistics of working states, the nodes can calculate
their own energy consumption or of other nodes in the next T
time-step using Eq. (17). Let S = 1, 2, 3 represent the node during
transmission, reception, and the fusion states. Then the energy
consumption of sensor node is:

ET (u) =


T−

t=1

Pi1(t)


DT (u)et +


T−

t=1

Pi2(t)


DR(u)er

+


T−

t=1

Pi3(t)


DF (u)ef . (18)

The accuracy of energy prediction is affected by the validity of the
probability diversion matrix. It should be noted that there must be
a deviation between the predicted and the actual value. A threshold
is necessary to determine whether it needs to recalculate ET when
the deviation exceeds the threshold.

6. EBMA protocol architecture

In this section, we propose an energy balancing cluster routing
based on mobile agent (EBMA) for WSNs. The above-mentioned
energy prediction mechanism is employed in EBMA. To obtain
better performance, the cluster structure is formed based on a
cellular topology. The design objective of EBMA is to maximize the
balancing of energy consumption among sensor nodes.

6.1. EBMA routing in WSNs

In EBMA, the ordinary nodes connect to the closestmobile agent
which can form many clusters. Each cluster has only one mobile
agent which acts as cluster head and is responsible for managing
all sensor nodes in that cluster. To reduce the number of mobile
agents, each mobile agent has to manage the cluster over a large
area which requires that multi-hop communication be adopted in
cluster. As the mobile agent is not limited by energy supply and
communication distance, EBMA has the following two properties:

• The selection of cluster head is not necessary although it is a
challenge for traditional cluster routing of WSNs. EBMA avoids
the extra cost of communication and computation to determine
the cluster head.

• The division of a cluster is easier to do with EBMA. By using a
mobile agent to form a special and stable cluster structure, such
as cellular topology, the range of cluster can be adjusted freely
to be in the range of the mobile agent communication distance.

To obtain better performance, EBMA segments the whole
network into regular hexagons according to the location of each
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Fig. 3. Cluster distribution based on cellular topology.

node and obtains the cellular topology shown in Fig. 3. Each
cluster consists of many hexagon cells. The yellow points in the
hexagon act as mobile agents and the rest as ordinary sensor
nodes which must join to one of the clusters. The mobile agent
is responsible for the management of all sensor nodes and needs
to remain active, while the ordinary sensor nodes can turn to a
sleep state when they have no tasks to perform. Two kinds of
transmission power are adopted: the higher transmission power
guarantees the communication of the inter-cluster among mobile
agents, while the lower transmission power is used for intra-
cluster communication.

To reduce cost, the number ofmobile agents should be as low as
possible but must guarantee efficient data gathering. In this work,
we consider not only the number ofmobile agent but also the need
to meet the two constraints of Eq. (4). We assume that there are
N sensor nodes and M mobile agents. The area of each hexagon
cell is Sk. The following lemma gives the allowed number of mobile
agents.

Lemma 1. The number of mobile agent should meet the equation:
τS

3(2T+3τ)
≤ M ≤

S
Sk
. where τ is the forward relay time.

Proof. As each cluster consists of at least one hexagon cell, the
number of clusters is S/Sk. Additionally, each cluster has only one
mobile agent, thenM ≤

S
Sk
.

Tomeet the real time requirement of data gathering, the highest
level n of hexagon cell should be:

(n − 2)τ ≤ T H⇒ n ≤
T
τ

+ 2. (19)

The maximum area of each hexagon cell is Sc = 3(2n − 1)Sk ≤

3
 2T

τ


+ 3Sk.

M ≥
S
Sc

=
τS

3(2T + 3τ)Sk
. (20)

Therefore, τS
3(2T+3τ)Sk

≤ M ≤
S
Sk
.

Lemma 1 is proved. �
Robust multi-hop routes are formed among hexagon cells

to guarantee that the external data generated by the farthest
node is transmitted to the mobile agent. As shown in Fig. 4, the
data gathering of the inter-cluster starts from the hexagon cell
with the highest level and ends when all data are transmitted
to the mobile agent. A one-to-one or many-to-one mapping is
formed between adjacent cells and data transfer is performed

Fig. 4. Example of data gathering in cluster.

between them. In this way, each hexagon cell with level i needs
to select one corresponding destination cell from the neighbor
cells with level i − 1. The cell with the highest remaining energy
should be selected. All nodes in Hi,m forward their data to the
nodes in the corresponding destination cell Hi−1,n. In this case,
i belongs to [1,N]. Hi,m acts as a source cell, and Hi−1,n acts as
the corresponding destination for Hi,m. This scheme can effectively
reduce data collisions between the neighbor cells.

6.2. Realization of energy balancing

As described in Section 3.2, the optimization target of Eq. (4)
can be transformed into two sub-targets: inter-cluster and intra-
cluster energy balancing, which can be described as:

min
−
u∈Ci

|E2
l (u) − Ēl(i)2|

min
L−

i=1

|Ēl
2
(i) − Ēl

2
|

(21)

where Ēl represents the average remaining energy of all sensor
nodes, Ēl(i) represents the average remaining energy of all nodes
in cluster i.

Although Theorem 1 has proved that the energy balancing
of intra-cluster nodes cannot be achieved when the multi-hop
transmission is adopted, it also indicates that the position of
the mobile agent can determine the task distribution of sensor
nodes. EBMA focuses on computing the optimized location for each
mobile agent to balance the energy consumption to the maximum
among sensor nodes. The following lemma can minimize the
selection rangewhich in turn reduces the complexity of calculation
greatly.

Lemma 2. The location of mobile agents, which can balance energy
consumption among sensor nodes to amaximum,must be at the cross-
point of three neighbor hexagon cells.

Proof. The node much closer to the mobile agent needs to take
more tasks, which results in an unbalanced distribution of the
amount of data.

As shown in Fig. 5, the points A, B, and C represent three
different positions of mobile agents. Here, we use SA, SB and
SC to represent the area where the energy consumption is
consumed fastest in the cluster. EA, EB and EC represent the energy
consumption of these zones. These zones are composed of hexagon
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Fig. 5. Different position of mobile agent.

cells which are close to mobile the agent and take most of the
tasks. The total amount of data of these zones are denoted as∑

D(u),
∑

D(v) and
∑

D(w).
When the mobile agent is at the cross-point of three hexagon

cells, the sensor nodes in the three hexagon cells do not need to
receive data and only need to send sensory data to the mobile
agent. There are nine hexagon cells that can communicate with
themobile agent which is responsible for the retransmission of the
data from far distances.

SAρE0
EA

=
9SeρE0

EA
. (22)

When the mobile agent moves to the cross point B of two
hexagon cells, the nodes in the two hexagon cells do not need to
receive data.

SBρE0
EB

=
8SeρE0

EB
. (23)

When the mobile agent moves to the intersection point C of a
hexagon cell, the node in this hexagon cell does not need to receive
data, which is only responsible for sending sensory data to the
agent. There are 6 hexagon cells that can directly communicate
with the mobile agent.

SCρE0
EC

=
6SeρE0

EC
. (24)

For S − SA − 3Se < S − SB − 2Se < S − SC − Se we substitute∑
DR(u) <

∑
DR(v) <

∑
DR(w) into the following equation:

E(i) =

−
u∈Ci,p

DS(u)et + DR(u)er + DS(u)ef

+

p−1−
k=1

−
u∈Ci,k

[max(DS(u),DR(u))

+ min(DS(u),DR(u)(1 − ρ))]. (25)

After simplification,

SAρE0
EA

>
SBρE0
EB

>
SCρE0
EC

. (26)

When the location of mobile agents is at point A, which is
most beneficial for balancing the energy consumption of different
hexagon cells in cluster. Lemma 2 is proved. �

By Lemma 2, it is not necessary for EBMA to consider and
compare other positions which can greatly reduce the complexity
of the algorithm.

Lemma 3. ∀u, v ∈ N, Ec(u) > Ec(v), the energy balancing can be
realized if and only if the node u takes more tasks than node v.
Proof. If E denotes the energy consumption of those tasks need to
be finished, the remaining energy of node u after finishing these
tasks that can be calculated as:

El(u) = Ec(u) − E. (27)

Therefore [El(u) − Ēl]2 = [Ec(u) − E − Ēl]2, for Ec(u) > Ec(v), it is
obviously that [Ec(u) − E − Ēl]2 + [Ec(v) − Ēl]2 < [Ec(u) − Ēl]2 +

[Ev(u) − E − Ēl]2.
The nodes with more remaining energy take the tasks among

sensor nodes and they can balance the energy consumption.
Lemma 3 is proved. �

By Lemma 3, the mobile agent in cluster Ci should find the op-
timized position from the cross-point Ji of all three hexagon cells,
which can allocate more tasks for those nodes with more remain-
ing energy. To achieve the first optimization target of Eq. (21),
EBMAneeds to compare the energy consumption difference of sen-
sor nodes when the mobile agent is at a different position of Ji. Us-
ing Eq. (4), the proper position can be found to balance the energy
consumption where El(u) can be calculated by Eq. (17).

Although absolute energy balancing cannot be realized in the
whole cluster, it still can be achieved in each hexagon cell. The
following lemma gives the condition of energy balancing in a
hexagon cell.

Lemma 4. Energy consumption is balanced among nodes in Hi if and
only if DR(u) = DR(v), ∀u, v ∈ Hi.
Proof. Since all nodes in the network have the same data
generation rate (L bit/s), the total amount of data generated by each
node during time T is TL. For

DF (u) = DR(u) + TL (28)

DT (u) =


TL(1 − σ) + DR(u), TL ≤ DR(u)
TL + DR(u)(1 − σ), TL > DR(u).

(29)

Therefore, the energy consumption of node u is:

ETi(u) =


TL[(1 − σ)(et + es) + ef ]

+DR(u)(et + es + er + ef ),
TL ≤ DR(u)TL(et + es + ef )

+DR(u)[(1 − σ)(et + es) + ef ],
TL > DR(u)

(30)

E(u) is only dependent on DR(u) since all the other parameters
are the same for the nodes in Ci. Thus, the energy consumption is
balanced among nodes in Ci if and only if all nodes in Ci receive the
same amount of data. Lemma 4 is proven. �

By Lemma 4, the energy balancing of intra-cell can be realized
by equally distributing the amount of data received by nodes in the
same cell.

Now, we focus on how to solve the second objective of
Eq. (21). The following lemma gives the condition which can meet
the energy balancing for an inter-cluster.

Lemma 5. The energy balancing of inter-clusters can be achieved if

and only if Si
Sj

=
Ēj
∑

u∈Ci

∑M
s=1

∑T
t=1 Pis(t)


Es(u)Dts(u)

Ēi
∑

u∈Ci

∑M
s=1

∑T
t=1 Pis(t)


Es(v)Dts(v)

Proof. According to Eq. (11), the energy consumption can be
balanced in cluster Ci and Cj when

SiρĒi∑
u∈Ci

ET (u)
=

SjρĒj∑
v∈Cj

ET (v)

H⇒
Si
Sj

=

Ēj
∑
u∈Ci

ET (u)

Ēi
∑
v∈Cj

ET (v)
. (31)
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Substituting into Eq. (19), then

Si
Sj

=

Ēj
∑
u∈Ci

M∑
s=1


T∑

t=1
Pis(t)


Es(u)Dts(u)

Ēi
∑
v∈Cj

M∑
s=1


T∑

t=1
Pis(t)


Es(v)Dts(v)

. (32)

Lemma 5 is proved. �
As the position changes of the mobile agent cause the hop

difference to fulfill data gathering, the variable hops of data
gathering in the cluster adopted will result in the changing of
Dts(u) and Dts(v). Hence, intra-cluster energy balancing cannot be
achieved. However, we can adjust the cluster area to balance the
energy consumption.

As shown in Fig. 6, the energy consumptions of the neighboring
clusters in EBMA are different. When the average remaining
energy of two neighboring clusters is above the set threshold, the
neighboring cells in the cluster with lower average of remaining
energy will join in the cluster with higher remaining energy. The
reduction of cell number decreases the number of hops for data
transmissions,which can decrease the total energy consumption in
the cluster. The energy consumption of the cluster can be increased
by adding more cells. The energy consumption of two neighboring
clusters can be balanced by adjusting the cell number.

6.3. Time-slot allocation and state conversion model

It is required tomake a node turn to a sleepmode to save energy
consumption when the sensor node does not have any task. In
EBMA, the operation of a sensor node has been divided into two

Fig. 8. Operation procedure of EBMA.

periods: active and sleeping. During the active state, the sensor
nodes can fulfill the task of transmitting, receiving, and fusing data.
During the sleeping state, the sensor nodes turns off their radio
model and need not do any task.

As shown in Fig. 3, the operation procedure of EBMA is divided
into several rounds. The data gathering in each round starts from
the cell with hop N and ends when all data are transmitted to
the mobile agent. As described above, the data is transmitted and
received only between neighboring cells. When the nodes in the
cell complete the data transfer, their states convert from an active
state to a sleeping state. Let Tr be the time duration for one round,
then each round can be further divided into t0, t1, t2, . . . , tN−1
time-slots for data gathering and a common time Ts for all the
nodes in the sleeping state.

As shown in Fig. 7, the time slot of an inter-cluster in EBMA is
allocated for each cell. If a hexagon cell does not have any next hop
neighboring cell, its time-slot is allocated as 1, then it notifies to
its upper hop neighboring cell. If a hexagon cell contains only one
next hop neighboring cell, it will set the time-slot distribution the
same as its next hop neighboring cell. If a hexagon cell contains
more than one next hop neighbor cell, the time-slot of this cell is
distributed as the sum of all its next hop neighbor cells.

By introducing time-slot into the multi-hop data gathering, the
virtual tree structure is formed as shown in Fig. 8. For cell A and
B, so it is assigned two time-slots. Cell E serves as a agent of cell C
andD, so it is assigned three time-slots. In this example, themobile
agent informs each cell in its cluster of the time-slots to receive
packets from other cells and the time-slots it can use to transmit
the packets.

This time-slot allocation can effectively reduce the probability
of communication collision, which can save energy. According to
the time-slot allocation, we design a state conversion model for
intra-cluster nodes as shown in Fig. 9. There are fiveworking states
in this model:
• In sleep state, the sensor and communication module of sensor

node are both closed, the sensor nodes have no task.
• In fusion state, the sensor and communicationmodule of sensor

node is also closed, the sensor nodes fulfill the fusing process.

Fig. 7. Operation procedure of EBMA.
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Sleep Receive

Transmit Fusion

Fig. 9. State conversion of sensor node in EBMA.

• In receive state, the sensor module is closed and the communi-
cationmodule is open, the sensor nodes receive data from other
nodes.

• In transmit state, the sensor module is closed and the
communicationmodule is open, the sensor nodes transmit data
to other nodes.

All theworking state conversion occurs only at the end of one time-
step. The distribution of time-slotmake thismodel simple and easy
for the prediction of energy consumption. It is worthy mentioning
that in each state, the energy consumption of node is different by
various data amounts.

7. Simulation and numerical results

In this section, we evaluate the energy balancing and saving
performance provisioning of the proposed EBMA routing. Our
experiments are organized as follows. First, we demonstrate the
accuracy of the proposed energy prediction scheme with different
parameters; Second, we investigate the remaining energy and
lifetime of EBMA. Third, we evaluate the performance of EBMA
by comparing with a clustering hierarchy based on a cellular
topology(CHCT).

7.1. Simulation environment

In all simulations, 300 sensor nodes are uniformly deployed in
a hexagon area of 1000 × 1000m2. There are some mobile agents
distributed in the hexagon area and only one sink node which is
located at the center. The sink node and all mobile agents are not
energy limited, while the sensor nodes are all stationary and have
the same initial energy 50 J. For the radio model, the parameters
are set as follows: Eelec = 50 nJ/bit, εamp = 0.0013 pJ/bit/m4.
All simulations are based on a collision-free MAC protocol without
data loss. The running time of each round during data gathering
is 100 s and each sensor node generates 500 bit data. For ease of
reading, the related system parameters are listed in Table 1.

The performance metrics we used in our simulations are
accurate in energy prediction and the remaining energy of sensor
node, network lifetime and remaining energy ratio. Here, the
accuracy of energy prediction reflects the accordance of prediction
and real value. The network’s lifetime can bemeasured by the time
when the first node exhausts its energy or the network can be
declared dead when a certain fraction of nodes die, or even when
all nodes die, we define it as the time until the first node dies due to
energy depletion for the sake of simplicity. The remaining energy of
sensor nodes is the energy remaining when the network’s lifetime
ends, while the remaining energy ratio is the ratio of remaining
energy to the total initial energy.

7.2. Accuracy of energy prediction mechanism

In order to evaluate the accuracy of the proposed energy
prediction mechanism, we simulate the operation of the EBMA

Fig. 10. The number of deviation over the threshold during 100 rounds.

Fig. 11. Average remaining energy with different number of mobile agent2.

routing in many rounds, record the number that the deviation is
over the threshold, marked as F . To estimate the energy prediction
mechanism, we not only change the set value of the threshold, but
also adjust the mobile agent’s amount. Fig. 10 shows the time for
thedeviation over the set value in 100 rounds of EBMA routingwith
different mobile agent amounts. The value of threshold is set at 1%,
2% and 3%. When the predicted deviation exceeds the threshold,
the nodes will recalculate the parameter of energy prediction and
make the current actual value as the initial value for the next
prediction. It can be seen that the time of deviation over than
threshold is not more than 5, which indicates that the value of
the predicted result is very close to the actual value. Additionally,
the time of deviation exceeding the threshold decreases with an
increase ofmobile agents. The increase ofmobile agentsmakes the
running of sensor nodes become more regular due to a reduction
of the hop numbers.

7.3. Remaining energy of sensor nodes and network lifetime

Energy consumption among all sensor nodes is balanced in
expectation that they should run out of energy at nearly the same
time. The simulations are focused on evaluating the performance
of EBMA in terms of energy balancing and network lifetime by
recording the time when the sensor nodes are energy exhausted
and making a statistic for the remaining energy of other sensor
nodes at this time. The effect of network structure on EBMA
performance is also considered, by changing the number of agents
and hexagon areas, the agent numbers vary from 5 to 10 and the
length of hexagons is set as 5 m, 10 m and 20 m, respectively.
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Table 1
Parameters in simulation.

Parameter Value Parameter Value

Initial energy 50 J Network area 1 × 106 m2

Distribution density 0.003/m2 Communication bandwidth 1 Mbps
Energy consumption/circuit 50 nJ/bit Correlation coefficient 0.3
Energy consumption of data slice 10 nJ/bit Of data fusion 15 nJ/bit
Energy consumption of amplifier d <

87 m10 pJ/bit m2
Of amplifier d ≥

87 m10 pJ/bit m2

Fig. 12. Effect of q on remaining energy ratio with increasing correlation
coefficient.

Fig. 11 shows the average remaining energy of all sensor nodes
when the network’s lifetime ends. Although the remaining energy
is different with the various mobile agent amounts and length
of hexagon cells, the maximum value of the remaining energy
is not greater than 0.9 J . This is in accordance with our analysis
that energy balancing can be achieved by the mobility of agents
and all nodes run out of energy at nearly the same time. We
notice that the remaining energy decreases with increases in the
agent amounts and length of hexagon cells. According to the above
analysis, the change will result in the reduction of hops during
intra-cluster data gathering, which is of benefit for balancing the
energy consumption. Fig. 12 shows the lifetime of the network
under different parameters.Weobserve that the network’s lifetime
increase with adding more mobile agents. It should be noted that
the adding of mobile agent amounts will also increase the price
cost of network, while the length of a hexagon cell is limited by
real communication.

7.4. Comparison with CHCT routing

In this simulation, we evaluating the performance of EBMA by
comparingwith a clustering hierarchy based on a cellular topology,
which is named CHCT [31]. CHCT adopts the conception of a
virtual grid to form the cellular clusters in WSNs, and considers
the remaining energy of sensor nodes during the cluster head
node selection which has achieved higher performance in energy
balancing. EBMA adopts six mobile agents and the length of
the hexagon cell is 20 m. Data fusion are both employed in
EBMA and CHCT, the effect of data fusion is dependent on the
correlation coefficient of generated data. We set the correlation
coefficient changes from 0 to 0.5. Fig. 13 illustrates the network’s
lifetime of EBMA and CHCT with different correlation coefficients.
It can be seen that the network’s lifetime increases with an
increasing correlation coefficient and the lifetime of EBMA is
higher than CHCT. The lifetime difference of EBMA and CHCT
is also enhanced with increasing correlation coefficient. This
is because the increased relativity reduces the extra energy
consumption which can strengthen the efficiency of balancing
energy consumption in EBMA.

Fig. 13. Effect of q on remaining energy ratio with increasing correlation
coefficient.

8. Conclusions

For WSNs with a limited energy supply, the unbalanced energy
consumption will dramatically reduce the lifetime of the network.
In this paper, we theoretically analyze the imbalance of energy
consumption when the nodes are uniformly distributed in WSNs.
We find that the energy balancing of the whole network is
impossible to achieve whenmulti-hop communication is adopted.
Then we investigate the problem of how to achieve energy
balancing during data collection in WSNs with mobile agents. We
design an energy prediction strategy, which can determine the
position ofmobile agents tomitigate theuneven energydissipation
problem. Then, EBMA routing is proposed for WSNs where the
cluster structure is formed based on a cellular topology with
the consideration of the energy balancing of inter-clusters and
intra-clusters. Extensive simulations are performed to validate
our analysis. Simulation results show that EBMA can effectively
balance the energy consumption and performs highly efficiently
in large-scale network deployment.
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