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Abstract—Heterogeneous graph neural networks (HGNNs)
have recently demonstrated significant advantages of capturing
powerful structural and semantic information in heterogeneous
graphs. Different from homogeneous graph neural networks
directly aggregating information based on neighbors, HGNNs
aggregate information based on complex metapaths. ReRAM-
based processing-in-memory (PIM) architecture can reduce data
movement and compute matrix-vector multiplication (MVM) in
analog. It can be well used to accelerate HGNNs. However,
the complex metapath-based aggregation of HGNNs makes it
challenging to efficiently utilize the parallelism of ReRAM and
vertices data reuse. To this end, we propose ChainPIM, the first
ReRAM-based processing-in-memory accelerator for HGNNs
featuring high-computing parallelism and vertices data reuse.
Specifically, we introduce R-chain, which is based on a chain
structure to build related metapath instances together. We can
efficiently reuse vertices through R-chain and process different
R-chains in parallel. Then, we further design an efficient storage
format for storing R-chains, which reduces a lot of repeated
vertices storage. Finally, a specialized ReRAM-based architecture
is developed to pipeline different types of aggregations in HGNNs,
fully exploiting the huge potential of multilevel parallelism in
HGNNs. Our experiments show that ChainPIM achieves an
average memory space reduction of 47.86% and performance
improvement by 128.29× compared to NVIDIA Tesla V100 GPU.

Index Terms—Heterogeneous graph neural networks,
processing-in-memory, resistive random access memory.
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I. INTRODUCTION

GRAPH is a data structure that expresses complex
relationships between objects. Graph neural networks

(GNNs) map complex relationships between objects into a
high-dimensional feature space to fully learn their intrin-
sic dependencies [1], [2], [3], [4] and achieve significant
improvements in various applications, e.g., social network
prediction [5], [6] and recommendation system [7], [8]. Due
to the large number of irregular dependent accesses and the
potential for high parallelism in GNNs, numerous studies
have been proposed to accelerate them from the aspects of
model optimization, software-level optimization, and hard-
ware acceleration. In particular, recent works [9], [10], [11],
[12], [13] demonstrate that resistive random access memory
(ReRAM) is highly efficient for accelerating matrix-vector
multiplication (MVM) and enabling in-memory computation,
which reduces data movement by performing computations
where the data is stored. This makes ReRAM an excellent
platform for accelerating GNNs.

Existing works [3], [14], [15], [16] on accelerating GNNs
using ReRAM focus on the homogeneous graph, which consist
of only one type of vertices and edges. They follow the classic
message passing framework [17], with each vertex aggregating
information from its neighbors that directly connect to it based
on graph structure. The homogeneous graphs do not have com-
plex aggregating operations due to the limited types of vertices
and edges. However, in real-world scenarios, heterogeneous
graphs are more common, consisting of multiple types of ver-
tices and edges with rich semantic information. For example,
Fig. 1(a) shows the classic citation network of heterogeneous
graphs, containing several types of vertices, such as Paper (P),
Author (A), and Conference (C). And as shown in Fig. 1(b),

there are different relationships between them: Author
write→

Paper, Paper
cite→ Paper, and Paper

presented at→ Conference.
Furthermore, these relations can be composed to form high-
level semantic relations, represented as metapath. For instance,
P-C-P and P-A-P in Fig. 1(c) are two metapaths with different
semantic information. The former indicates that papers were
published in the same conference, and the latter indicates
papers published by one author. Given a metapath M of a het-
erogeneous graph, a metapath instance m is a vertex sequence
matched on the heterogeneous graph according to the defined
metapath M [18]. For example, P1-A4-P1 is an instance of
P-A-P, as shown in Fig. 1(c). Metapath-guided heterogeneous
graph neural networks (HGNNs) utilize metapaths to aggregate
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(a) (b)

(c)

Fig. 1. Illustrative example of heterogeneous graphs. (a) Academic hetero-
geneous graph with vertex types author (A), paper (P), and conference (C).
(b) Relationships between different types of vertices. (c) General processing
flow of metapath-based HGNNs.

vertex information. They first aggregate vertex features within
each metapath’s scope to generate corresponding semantic
vectors that capture different types of relational information.
Then, these semantic vectors are fused to obtain the final
embedding feature. This learned embedding feature incorpo-
rates multirelational information across the entire graph and is
used for the final prediction task by the HGNN model. Unlike
homogeneous graphs that directly aggregate information based
on neighbors, heterogeneous networks perform more intricate
aggregations based on metapaths.

There are only few works focusing on accelerating HGNNs.
MetaNMP [19] investigates the problems of redundant com-
putation and high-memory footprint in HGNNs, and leverages
Near-Memory Processing to solve them. However, due to
its need for intricate control logic to achieve reusing com-
plex metapaths, this work suffers from serious scalability
limitations. Benefiting from the efficient storage and in-situ
computing capabilities of ReRAM, it significantly reduces the
complexity of control logic introduced by processing complex
data like heterogeneous graph data. But research on ReRAM-
based schemes has mostly focused on homogeneous graphs,
which are difficult to directly use to accelerate more complex
HGNNs efficiently. They do not take the following three
key aspects of HGNNs into account for a ReRAM-based
accelerator.

1) Instance-Level Parallelism: In addition to vertex and fea-
ture parallelism in traditional GNNs, metapath instances
can be processed and executed in parallel. Hence,
ReRAM can perform different metapath instances com-
putation simultaneously.

2) Metapath-Level Parallelism: Different metapaths are
independent of each other. Such independence means
that not only instances within the same metapath can
be performed in parallel, but also instances of different
metapaths can be executed simultaneously.

3) Vertex Data Reuse: Vertex data can be reused because
there exist multiple same vertices across different meta-
path instances. Reusable vertex data can be shared
directly in the crossbar for different metapath instances.

Considering above HGNN features is important for improving
HGNN execution efficiency on ReRAM-based processing-in-
memory architecture.

To this end, we propose the first ReRAM-based HGNNs
accelerator, named ChainPIM, a novel integrated architecture
to efficiently process HGNNs with high parallelism and
significant reuse of vertex data. ChainPIM features three
novel designs. We first construct chain structures from related
metapaths. Then we generate relationships among instances
involved in metapaths on the chain structure, named as
R-chain. Different R-chains can be processed in parallel, and
the metapath instance relations expressed by R-chain can help
us efficiently reuse the vertex data. Second, to achieve efficient
storage of R-chains, ChainPIM further develops an effective
yet novel storage format for R-chain, which utilizes the
instance relations expressed by R-chain to eliminate redundant
vertex storage. Third, ChainPIM introduces a ReRAM-based
hardware architecture with a multilevel aggregation process,
fully exploiting the potential of computational parallelism in
HGNNs by pipelining aggregation stages. Our main contribu-
tions of this article are as follows.

1) We introduce R-chain to build related metapath instances
together based on chain structure. It is not only to
explore parallelism but also to exploit vertex data reuse.

2) We develop an efficient storage format for R-chain,
which reduces a lot of repeated vertices storage.

3) We present the first ReRAM-based PIM architecture for
HGNNs, which pipelines different types of aggregations
in HGNNs to exploit the multilevel parallelism.

4) We evaluate our accelerator with representative HGNNs
models on extensive graph datasets. Experimental results
on ReRAM crossbar sized of 128 × 128 show that
ChainPIM achieves an average memory space reduction
of 47.86% and performance improvement by 128.29×
compared to NVIDIA Tesla V100 GPU.

II. BACKGROUND AND MOTIVATION

A. Heterogeneous Graph Neural Networks

Traditional homogeneous GNNs only handle input graphs
with one type of vertex and edge. However, real-world
graphs are usually heterogeneous, containing multiple types
of vertices and edges. To capture the complex structural and
semantic features in these graphs, scholars have proposed
heterogeneous GNNs [20], [21], [22] with strong capability
to model and learn high-dimensional relations. A heteroge-
neous graph consists of vertices, edges, and several mapping
functions, denoted as G = {V, E, T v, T e}. Among them, V
represents the set of vertices associated with a vertex type
mapping function ψ : V → T v, and E represents the set of
edges associated with an edge type mapping function ϕ: E →
T e. In metapath-based HGNNs, the metapath P is defined as

a fundamental path in the form of V1
R1→ V2

R3→ · · · Rl→ Vl+1,
abbreviated as V1V2, . . . ,Vl+1, which describes a composite
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(a) (b)

Fig. 2. Structure of (a) ReRAM cell and (b) ReRAM crossbar.

relation R = R1 ◦ R2 ◦ · · · ◦ Rl between the vertex type V1 and
Vl+1, where ◦ represents the composition operator.

Generally, heterogeneous graph neural networks, as a type
of GNN model, are used to learn representations of hetero-
geneous graphs. Let N P

v denote metapath-based neighbors of
vertex v, to express the set of vertices connecting with vertex
v through the metapath instance P. To this end, a layer of
HGNN computation on a vertex v can be formulated as

hP
v = Transforψ(v)

(
Reduce({Aggp(N r

v )})
)

(1)

where r ∈ N P
v and P ∈ Pv. The Pv denotes the set

of metapaths on vertex v and Aggp(·) is a neighborhood
aggregation function specific to the metapath type. Reduce(·)
is a function to combine (e.g., mean/sum) aggregation results
along the metapath instance, after aggregating information
intra and intermetapath. Transforψ(v)(·) is a transformation
function specific to vertex-type of v parameterized by θψ . The
above procedure in (1) is a general process of HGNNs.

In summary, the HGNN framework is structured into three
principal stages: 1) feature projection; 2) structural aggre-
gation; and 3) semantic aggregation, illustrated in Fig. 1(c).
Initially, to standardize the feature dimensions for both vertices
and edges, the feature projection stage adjusts all features
to a uniform dimensional space. Subsequently, the process
of structural aggregation is deployed to consolidate structural
data, which includes two distinct substages: 1) the aggregation
of features within a single instance (intrainstance aggregation)
and 2) the aggregation of features across different instances
within a single metapath (interinstance aggregation). Lastly,
in the semantic aggregation phase, HGNNs integrate features
from multiple metapaths to construct a comprehensive seman-
tic context.

B. ReRAM-Based Processing-in-Memory

Processing-in-memory (PIM) is a computational architec-
ture that enables memory cells to process data, thereby
overcoming the data movement bottleneck between the
processor and memory [23]. In particular, as a typi-
cal PIM architecture, Resistive Random Access Memory
(ReRAM) [24] is a type of nonvolatile memory that operates
by switching the resistance of a ReRAM cell. Fig. 2(a) depicts
a ReRAM cell with a metal-insulator-metal structure [15],
where high-resistance state and low-resistance state are used
to represent logic “1” and “0,” respectively. The ReRAM
crossbar architecture provides powerful parallel execution of

in-situ MVM operations [25], [26]. As shown in Fig. 2(b),
the matrix data Mi,j are programmed to conductance Gi,j in
advance, where i, j are the indices of row and column in M.
Then, each dimension of input vector Ni can be converted to
the analog voltage Vi by applying digital-to-analog converters
(DACs), where i is the dimension index of the input vector.
The cell (i, j) passes the current Vi · Gi,j to the bitline and the
cumulative currents flowing to the end of the same bitline can
be regarded as dot product operation Ij = ∑

i Vi · Gi,j, based
on Kirchoff’s Current Law. This result can be converted to
a digital value and is equivalent to the dot product operation
Oj = ∑

i Ni · Mi,j. By collecting every dimension of O on the
corresponding bitline, the MVM operation O = NM can be
efficiently performed using a crossbar array [27].

Based on the above features, ReRAM-based PIM is natu-
rally a suitable solution for HGNNs. There are three reasons
for this. First, ReRAM-based processing can execute MVM
operations with varying sizes in an efficient manner, adapting
to the process of HGNNs that involves multilevel, varying
sizes and numerous MVMs for aggregating features. Second,
the powerful parallelism of the ReRAM architecture can
fully exploit intrainstance, interinstance, and intermetapath
parallelism in HGNNs. Third, by leveraging PIM, ReRAM-
based processing can overcome the memory bottleneck of
HGNNs, as it enables data processing directly within the
ReRAM, significantly reducing the need for data movement
between the compute unit and memory.

C. Motivation

As described in Section II-A, HGNNs have more complex
processing stages compared to traditional homogeneous graph
neural networks, consisting of distinct feature projection,
structural aggregation, semantic aggregation, etc. Therefore,
we conduct a series of experiments to analyze the performance
characterization of HGNNs under existing ReRAM-based
architecture designed for traditional GNNs, which reveals the
inefficiency of HGNNs execution on existing ReRAM-based
architecture and highlights the need to design new ReRAM-
based architectures for HGNNs.

Observation 1: Only vertex and feature parallelism is
utilized. Traditional GNNs have vertex-level and feature-level
parallelism, hence existing ReRAM-based GNNs accelerators
focus on the vertex and feature-level parallelism [3]. However,
since aggregating information in HGNNs relies on metap-
aths, in addition to vertex-level and feature-level parallelism,
HGNNs have metapath-level and instance-level parallelism.
Fig. 3(a) provides a breakdown of the inference time for
HGNNs, revealing that structural and semantic aggregations
account for more than 90% of the total time. This indicates that
instance-level and metapath-level aggregations are the primary
time-consuming processes in HGNNs. Thus, improving the
execution efficiency during aggregation stages is crucial for
accelerating HGNN computation. Fig. 4(c) further shows the
importance of exploiting instance-level and metapath-level
parallelism. It can be seen that if we ignore these two levels
of parallelism with existing ReRAM-based architectures to
accelerate HGNNs directly, it will lead to inefficient and
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(a) (b)

(c)

Fig. 3. (a) Breakdown of execution time and (b) ratio of repeated vertex
load in HGNN inference. (c) Experimental results of adding instance-level
and metapath-level parallelism.

(a) (b)

(c)

(d)

Fig. 4. Illustration of the main idea of ChainPIM. (a) Initial graph.
(b) Repeated vertex load. (c) Serial computation of metapath instances.
(d) Insight of ChainPIM.

suboptimal performance. To further explain, we take ①-②-①,
①-⑤-③, and ⑦-④-② three metapath instances as an example.
There are no dependencies among them. If their parallelism is
not exploited, executing them sequentially would take much
more overhead than executing them in parallel. Fig. 3(c) shows
the performance of adding instance-level and metapath-level
parallelism on five different datasets. Experimental results
illustrate the significant impact of both instance-level and
metapath-level parallelism on the acceleration of HGNNs,
demonstrating the potential of leveraging these parallelisms to
achieve optimal performance.

Observation 2: Partial extensibility in metapath instances
causes severe redundant accesses of vertices. We observe that

there are partial extensions between metapaths in HGNNs.
Specifically, a metapath is generated by adding new types
of vertices and heterogeneous edges over another metapath
to describe more complex semantic relations. Thus, the short
metapath instance are identical to the part of long metapath
instance. In this case, it results in the same vertices being
loaded into the ReRAM repeatedly. As shown in Fig. 4(b),
①-②,①-③ and ①-②-④ are loaded more than once, causing a
waste of hardware resource. Further, we analyze the repeated
loading across five different datasets on MAGNN (a typical
HGNN) [18] as depicted in Fig. 3(b). The experimental results
reveal that there is a high ratio of repeated loading on all
datasets. This significantly hampers performance, making it
crucial to eliminate these inefficiencies for ReRAM.

Based on the above observations, ChainPIM aims to fully
exploit the potential of parallelism in HGNNs and significantly
reuse the vertex data during the execution of HGNNs as
shown in Fig. 4(d). However, it can be seen that achieving
an efficient ReRAM-based PIM architecture for HGNNs still
presents many challenges. On the one hand, it is difficult
to efficiently capture the relationships of metapath instances.
Their relationships is critical to exploit parallelism of unrelated
instances. On the other hand, how to utilize reusable vertex
data of HGNNs in ReRAM architecture to reduce redundant
data load is another challenge. To this end, we propose the
first ReRAM-based HGNN accelerator, named ChainPIM, a
novel PIM architecture to efficiently accelerate HGNNs with
high parallelism and significant vertex data reuse.

III. OVERVIEW OF OUR SOLUTION

In this section, we first introduce the construction of
R-chain to support exploiting parallelism and vertices reuse
in ReRAM-based architecture. Then, we design an efficient
storage format for R-chain.

A. Construction of R-Chain

To exploit parallelism and vertices reuse in HGNNs, an
intuition is that metapath instances involving repetitive vertices
can be distributed together to reuse vertex data while unrelated
metapath instances can be processed in parallel. To achieve
this, ChainPIM organizes metapaths into distinct groups and
introduces a chain structure to capture relationships of metap-
aths in each group. Metapath instances in different groups can
be processed in parallel, and instances in the same group use
the chain structure to exploit vertices reuse. In this work, we
propose a novel method for creating groups.

We draw inspiration from Radix sort [28], which is a sorting
algorithm that distributes elements into buckets based on their
individual characters at key positions. Following a similar
method, we can asymptotically assign metapaths to different
groups based on their vertex type at the key position. After
obtaining groups, we construct chain structures of metapaths
in each group to exploit vertices reuse.

Specifically, given the set of metapaths, we first choose
the starting position of the metapath as the key position, and
metapaths that have the same vertex type at the key position
will be assigned to the same group. Then, we move the key

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on June 21,2025 at 03:07:38 UTC from IEEE Xplore.  Restrictions apply. 



2520 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 44, NO. 7, JULY 2025

(a)

(b)

Fig. 5. Construction of R-chain. (a) Organizing metapaths into distinct group.
(b) Generating relationships among metapath instances.

position forward to the next position, and metapaths in the
same group will be further assigned to different groups based
on the vertex type at the key position. Afterward, the key
position moves forward, and the groups will be divided again.
This process will be repeated several times, and we will get the
final groups. The more groups are divided, the more metapaths
can be executed in parallel. The number of repetitions of the
above process is defined as n. Take n equals to 2 as an example,
as shown in Fig. 5(a), given the original set of metapaths, we
let starting position as the key position, and the metapath will
be assigned to group A or B according to their vertex type
at the key position. Then, the key position moves forward to
the next position. Group A, B are further divided into group
AB, AC and BA, BC separately, and the metapaths are further
assigned to corresponding groups based on their vertex type at
the key position. Finally, we merge the same vertex type that
appears in the same position of different metapaths in each
group into one and obtain a chain structure. The repetition
factor n represents a tradeoff between parallelism and vertex
reuse. A larger n provides more parallelism while a smaller n
more effectively promotes vertex reuse.

Based on the chain structure in each group, we can generate
relationships among metapath instances, called R-chain, to
reuse vertex data for efficient execution of HGNNs. Fig. 5(b)
shows an example of how to obtain a R-chain based on chain
structure. Given a specific graph structure, we choose a vertex
① of A type as the target vertex. According to the chain
structure, the successor of A is B, so we first need to find the B
type neighbors of ①, i.e., ② and ③, and attach them to the ①.
Subsequently, since the successors of B are A and C, we then
find A and C neighbors of ② and ③, i.e., ①,④,⑤ and ①,⑥,⑤.
They are attached to ② and ③, respectively. This process is
repeated until the chain structure is perfectly matched. Finally,
we obtain the corresponding R-chain.

In a word, chain structure provides a simple and effective
guidance to generate R-chain in each group. Traversing and

(a)

(b) (c)

(d)

Fig. 6. Storage of instance. (a) Storaged metapath instances. (b) Traditional
storage of instances. (c) R-Chain based storage of instances. (d) Comparison
between traditional storage and R-Chain based storage.

executing along different R-chains at runtime enables the
parallelism of HGNNs in a natural way. Specifically, after
constructing R-chains, each becomes an autonomous task
that can be processed efficiently in parallel. This approach
facilitates parallel processing across different instances and
metapaths, thereby enhancing overall throughput.

B. Instances Storage Over R-Chain

Above constructed R-chains are to be prestored in the off-
chip memory to support parallel execution of HGNNs. In
subsection, to achieve efficient storage of R-chains, we design
an efficient storage format for them.

For the traditional method of storing metapath instances,
as shown in Fig. 6(b), each vertex consists of three parts of
vertex value, vertex type, and next vertex pointer, which are
int (4B), char (1B), and int (4B), respectively. Vertices in a
metapath are connected by the next vertex pointer, and if the
next vertex pointer of a certain vertex is null, it indicates
that this vertex is a tail vertex of this instance. To store
R-chains, a straightforward approach is to add connections
between instances in the traditional storage method. However,
this approach introduces redundant vertex storage and doesn’t
fully exploit the storage benefits that R-chain itself offers.
Therefore, we propose a more efficient storage format for R-
chain, as shown in Fig. 6(c). We add a metapath flag (1 bit)
and a shared pointer (4B) on each vertex storage. The metapath
flag marks the end of a metapath instance and is used to
identify short metapath instance. For example, vertex ② in
instance ①-②-① is not the end of the chain, but the metapath
flag of vertex ② will be set to “1” to indicates there is a
short metapath ①-②. The shared pointer is used to connect the
vertices that share the same prefix structure, for example, the
shared pointer of ① points to ④ because ①-②-① and ①-②-④
share the same prefix ①-②. The shared pointer of ③ points to
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(a) (b) (c)

Fig. 7. ChainPIM architecture. (a) Overview of ChainPIM. (b) Structure of ChainPIM Tile. (c) Metapath Intra-instance Aggregation Engine.

⑦ because ①-②-⑤-③ and ①-②-⑤-⑦ share the same prefix ①-
②-⑤. Although the additional metapath flag and shared pointer
increase the memory consumption from 72 bits to 105 bits for
each vertex, our method still significantly reduces the overall
memory overhead compared to the traditional storage. This is
because traditional storage of instances stores all vertices of
each instance, involving a lot of repeated vertex storage. We
eliminate repeated vertex storage in our approach. As shown
in Fig. 6(d), our approach saves more than 30% memory
compared to the traditional storage of instances under the given
example in Fig. 6(a). Overall, our proposed storage approach
can efficiently store the R-chain for each group and also reduce
storage overheads.

IV. CHAINPIM ARCHITECTURE

In this section, we first introduce the overall architecture of
ChainPIM and its workflow. Then, we present a scheduling
strategy to make ChainPIM more efficient by improving vertex
reuse and eliminating redundancy.

A. Overview of ChainPIM Architecture

Fig. 7(a) presents the overall architecture of ChainPIM,
which is organized in a hierarchical manner. A ChainPIM
chip comprises a number of ReRAM tiles interconnected
through a mesh-based internal communication network. Each
tile includes multiple compute units (CUs). Additionally,
ChainPIM can also connect to large off-chip memory, which is
ideal for handling large graphs that are sequentially streamed
into the tiles via a memory controller. Furthermore, a R-chain
processor is laid out between off-chip memory and ChainPIM
chip, enabling the fast construction of R-chain without the
need for a host processor. We describe each component of
ChainPIM below.

Off-Chip Memory: Due to inherent material and archi-
tectural limitations, the memory capacity of computational
ReRAM crossbars is typically limited and unable to accom-
modate large graph datasets. Therefore, off-chip memory is
employed in ChainPIM and primarily used to store input and
output data of HGNNs. The input data includes metapaths,
graph structure information, R-chains, and vertex features.
Metapaths and graph structure information are used by R-chain
processor to generate R-chains. Then meta-scheduler uses R-
chains to manage task execution (Section IV-C) during the

execution of HGNNs. Additionally, vertex features are stored
in a dense matrix format to enable their fast load on ReRAM
crossbars without the format conversion overhead.

ChainPIM Tile: As shown in Fig. 7(b), a ReRAM tile
consists of a set of on-chip buffers and three types of
aggregation engines. The on-chip buffer is composed of three
distinct components: 1) an input buffer, which temporarily
holds weight data that feeds into the crossbar as an input; 2) a
crossbar buffer designed to cache vertex features prior to their
mapping into the crossbars; and 3) an output buffer, which
temporarily stores outputs produced by the Special Function
Units (SFU). Three types of aggregation engines are metapath
intrainstance aggregation engine (MIAE), intrametapath aggre-
gation engine (IAAE), and intermetapath aggregation engine
(IEAE). These engines are used for the three levels of aggre-
gations, respectively. Fig. 7(c) shows the microstructure of
MIAE. This engine comprises a prefetcher, a meta-scheduler,
on-chip buffers, multiple CUs and their corresponding SFUs.
The meta-scheduler manages the scheduling order of metapath
instances and sends them to the prefetcher. This scheduler
adopts our scheduling strategy (Section IV-C) to generate
scheduling orders, achieving high-data reuse and low-vertex
loading overhead. The prefetcher receives the optimized
scheduling order from the meta-scheduler and then prefetches
the corresponding metapath and vertex features in order. Since
the prefetching process is covered by the HGNN execution
stage, its overhead is negligible.

R-Chain Processor: R-chain processor works independently
of the ReRAM for constructing R-chains to be stored in the off-
chip memory. Instead of constructing all the R-chains before
aggregation, ChainPIM adopts a gradual generation manner.
This means pipelining the generation of R-chains in the R-chain
processor and the aggregation in ReRAM. R-chain processor
generates and stores enough R-chains for computations required
for ReRAM. Memory allocated for storing R-chains is released
after ReRAM completes corresponding computations, which
significantly reduces the memory footprint.

CUs: A CU consists of core computational logics and
peripheral circuits, such as digital-to-analog converter (DAC),
to support matrix-vector multiplication (MVM). Since the
main operations of the three-level aggregations in HGNNs
are MVMs, our ReRAM crossbar-based CU can aggregate
features of multiple vertices or instances simultaneously,
achieving efficient execution of HGNNs.
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Fig. 8. Workflow of ChainPIM.

Memory Controller: The memory controller coordinates the
data transfers between the off-chip memory and the ChainPIM
chip. It ensures that input data is prefetched by the prefetcher
to on-chip buffers, thus hiding the memory access latency. To
boost efficiency, the final output results are batch-written back
to the off-chip memory. Furthermore, intermediate results gen-
erated by the three aggregation engines seamlessly propagate
across various levels of aggregation engines by leveraging the
on-chip network.

B. Workflow of ChainPIM

In essence, ChainPIM is a task-pipelined accelerator, where
the workflow of ChainPIM is shown in Fig. 8. Specifically,
given a vertex, based on graph data and metapath 1 , the
R-chain processor generates R-chains and stores them in the
off-chip memory 2 . These generated R-chains are used
to guide the aggregation process, enabling both interinstance
and intermetapath parallelism. After R-chains are generated,
the input data transfers from off-chip memory to the MIAE
3 . The weight parameters are loaded into input buffer as

an input vector, while the vertex features are loaded into
crossbar buffer as a matrix. Note that the loaded vertex features
are predetermined when the scheduler establishes the task
order. This design allows ChainPIM to utilize a prefetching
mechanism, effectively hiding the off-chip memory access
latency. Then, multiple CUs in MIAE perform matrix-vector
multiplication (MVM) operations to aggregate the metapath-
based neighbors of the given vertex and send the partial
results to SFU. The SFU consists of a shift-and-add unit
(S&A) and a scalar arithmetic and logic unit (sALU), which
are utilized to further process the partial results and send

them to output buffer. Once the aggregation of an instance
is completed, the intermediate results will be written to the
IAAE to calculate the aggregation result of the corresponding
metapath 4 . Subsequently, the aggregation results of all
metapaths associated with the given vertex are sent to the
IEAE to compute the embedding of the given vertex 5 .
Finally, the vertex embedding will be written back to the off-
chip memory 6 .

While the three engines operate in a pipelined manner, the
potential of imbalanced workload among them can degrade
the utilization of ReRAM crossbars, thereby reducing the
system throughput. To allocate proper number of crossbars to
MIAE, IAAE and IEAE, we adopt a sample-based method to
estimate the workload of each engine, and the workload ratio
is estimated by the following equation:

W1:W2:W3 =
M∑

i=1

�Li/Cr� · (w · Ii + r)

:
M∑

i=1

�Ii/Cr� · (w · Cr + r):�M/Cr� · (w · Cr + r) (2)

where Cr is the row size of crossbar, w and r represent
the number of cycles required per write and read operation,
respectively, Li is the length of metapath i, and M and Ii

are the number of metapaths and instances for metapath i,
respectively. We sample workload ratios of 100 vertices for
each metapath type and adopt their mean to determine the
number of crossbars allocated to MIAE, IAAE and IEAE. This
approach enables ChainPIM to adaptively coordinate varying
hardware specifications and workload patterns, achieving bal-
anced workload and high-hardware utilization at negligible
cost.

C. Locality-Aware Instance Scheduling

In this subsection, we discuss how ChainPIM reuses vertices
and then use a case study to further illustrate the vertices reuse
in the ReRAM architecture.

Based on R-chain, we take the locality into account and
adopt a locality-aware instance scheduling method. As shown
in Fig. 5(b), we utilize a depth-first search (DFS) on R-chain to
generate an instance scheduling order for target vertex ①. This
approach traverses and records each path from the target vertex
to the end vertices of metapath instances. This is reasonable
because adjacent paths share more prefix vertices and exhibit
greater locality. As illustrated by a simple example in Fig. 9,
given the original graph and corresponding metapath instances,
the metapath-ordered instance scheduling shown in Fig. 9(c)
loads the intermediate vertices ②,③,④ and ⑤ multiple times,
resulting in redundant loads (a total of 13 loads). Conversely,
our locality-aware scheduling approach shown in Fig. 9(d)
eliminates such redundancies, reducing the number of loads
to just 7 by leveraging our generated R-chain. In this way,
vertices data are fully reused.

Vertices Reuse in Crossbar: Fig. 10 shows how to reuse
vertices data in the ReRAM architecture. When we aggregate
metapath ①-③, the prefetcher (Section IV-A) in ChainPIM
will load their features by row, and each column represents a
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(a) (b)

(c)

(d)

Fig. 9. Comparison of metapath-ordered instances scheduling and locality-
aware instances scheduling. (a) Original graph. (b) Metapath types and
instances. (c) Metapath-ordered instances scheduling (13 loads). (d) Locality-
aware instances scheduling (7 loads).

Fig. 10. Illustration of how crossbar-based processing reuses the vertex data.

dimension of the feature. Subsequently, the ReRAM crossbar
utilizes the target vertex ① and metapath type A-B to search
for the normalized weights (i.e., 0.3 and 0.7) and generates
a hit vector (i.e., 1-0-1-0-0), which are then passed to the
ChainPIM controller. Finally, the ChainPIM controller will
activate the row in the crossbar according to the hit vector,
feed the normalized weight as an input vector, and perform an
MVM operation, efficiently aggregating ①-③ within a single
cycle. When it comes to aggregating ①-③-②, crossbar-based
processing does not store the intermediate result of ①-③ for
reusing. It only reuses the vertex feature remaining in the
crossbar (i.e., ① and ③) and simply maps the feature of
② into the crossbar. Subsequently, ChainPIM searches the
corresponding normalized weights (i.e., 0.3, 0.2, and 0.5),
changes the hit vector and performs an MVM operation for
aggregating ①-③-②.

TABLE I
CHAINPIM CONFIGURATION

V. EVALUATION

A. Experimental Setup

Simulation: We develop a cycle-accurate simulation plat-
form for ChainPIM, integrating comprehensive models for
computation, timing, and energy consumption across all com-
ponents. The simulation framework features an assembly of
32 ReRAM tiles, each hosting 24 compute units (CUs).
Each CU includes 32 ReRAM crossbars. Each crossbar is
sized of 128×128 and utilizes TaOx 0T1R-type ReRAM
cells with read and write latencies of 29.31 and 50.88 ns,
respectively [29]. Additionally, to reduce sensing pressure
and potential error probabilities introduced by the resistance
variability of ReRAM elements, we choose a conservative
2-bit multilevel cell architecture [25]. We configure off-chip
memory as high-bandwidth memory (HBM) with a capacity of
128 GB and a bandwidth of 900 GB/s. Timing simulations for
memory accesses are conducted using Ramulator [30], where
the per-bit energy consumption adheres to specifications at 7
pJ [31]. The microarchitectural specifics within each tile are
systematically modeled using CACTI 7 [32], which assesses
the area, power, and access latency of all internal buffers.
Additionally, the scheduler and prefetcher of ChainPIM,
crafted in Verilog RTL, are synthesized utilizing the Synopsys
toolchain within the TSMC 40-nm technology framework. The
ADCs and DACs are configured at resolutions of 8 and 1
bit, respectively, and their area and energy evaluations are
based on [25]. The fundamental configuration of ChainPIM
is summarized in Table I, which includes the power and area
specifications for each component.

Methodology: We compare ChainPIM with four state-
of-the-art designs on typical platforms: 1) Baseline: Intel
Xeon Gold 5117 CPU; 2) the NVIDIA Tesla V100 GPU;
3) REFLIP [3], a ReRAM-based accelerator designed for
GCN; and 4) MetaNMP [19], a near-memory processing
accelerator for HGNNs. Hardware specifications of CPU and
GPU are shown in Table II. Additionally, the estimation of
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TABLE II
CPU AND GPU SPECIFICATIONS

TABLE III
DATASETS

CPU energy consumption is derived from the Intel product
specifications [33], while the energy usage of the GPU is
ascertained using the NVIDIA system management interface
(Nvidia-SMI) [34]. Note that we separate out the time of
metapath instance generation in MetaNMP, leaving only the
inference time for comparison.

Workloads: Table III shows details of the heterogeneous
graph datasets used in our experiment, including DBLP
(DP) [35], IMDB (IB) [18], LastFM (LF) [18], OGB-MAG
(OM) [36], and OAG (OG) [37] datasets. Additionally, we
consider three representative HGNNs.

1) MAGNN [18] aggregates vertices within the metapath
instance for structural information and metapaths associ-
ated with the target vertex for the semantic information.

2) HAN [38] only aggregates metapath-based neighbors
(i.e., the end vertex of the metapath instance) for struc-
tural information and performs semantic aggregation on
the results of structural aggregation to obtain the final
vertex embedding, employing vertex-level and semantic-
level attentions.

3) SHGNN [39] aggregates vertices within the tree struc-
ture for structural information and performs semantic
aggregation across different trees.

B. Performance

We first compare the performance of ChainPIM with dif-
ferent platforms. Then, we show benefits of the ChainPIM
in terms of energy efficiency. Fig. 11 shows the performance
of ChainPIM against CPU, GPU, REFLIP [3], and
MetaNMP [19]. The details are as follows.

ChainPIM Versus CPU: ChainPIM outperforms CPU by
1320× on average, due to its highly parallel in-situ MVM
operations in ReRAM crossbars and software-hardware co-
design to efficiently capture the relationships of metapaths
and aggregate metapath instances. Specifically, the benefits
obtained for HGNNs are highly related to models. As we
can see, ChainPIM has a higher-performance improvement in
MAGNN than HAN and SHGNN. This is because MAGNN
has more irregular and repeated vertex accesses. Therefore,
MAGNN shows a 1401× performance improvement on aver-
age.

ChainPIM Versus GPU: GPU is the most commonly
used platform to accelerate HGNNs. Compared with GPU,
ChainPIM is 128.29× faster on average. Although the GPU
features an extensive array of CUDA cores (5120) and high-
bandwidth memory (HBM), the irregular memory accesses
and data dependencies within HGNNs challenge the effective
exploitation of its vast parallelism capabilities. In contrast,
ChainPIM addresses the above issues effectively by fully
leveraging locality in metapaths and potential of multilevel
parallelism, thereby maximizing the benefits of in-situ MVM
operations in ReRAM crossbars. In particular, the benefits
for HGNNs are highly related to graph structure and meta-
paths. DBLP shows the highest-performance improvement of
164.61× on average, since its irregular memory accesses make
GPU hard to accelerate and there is greater locality in its meta-
paths to be exploited by our locality-aware scheduling. These
factors collectively contribute to the substantial performance
gains observed. In addition, ChainPIM utilizes processing-in-
memory to accelerate HGNNs, which naturally reduces data
movement.

ChainPIM Versus REFLIP: We compare ChainPIM with the
state-of-the-art ReRAM-based accelerator REFLIP specially
designed for GCN. Although ChainPIM and REFLIP both
employ ReRAM crossbar as the basic compute unit, ChainPIM
outperforms REFLIP by 15.35× on average. The reasons are
twofold. First, in addition to intervertex parallelism, ChainPIM
further exploits unique interinstance and intermetapath paral-
lelism of HGNNs. Second, ChainPIM additionally enhances
vertex reuse by employing the locality-aware instance schedul-
ing and more effectively improves hardware utilization through
the adaptive crossbar allocation across different engines.

ChainPIM Versus MetaNMP: We also compare ChainPIM
with the stae-of-the-art HGNNs accelerator MetaNMP.
MetaNMP uses near-memory processing architecture and cus-
tomized hardware for HGNNs. ChainPIM is 6.01× faster than
MetaNMP on average. There are three main reasons for this.
The first is that our crossbar-based processing performs the
MVM operation, providing more computational parallelism
than MetaNMP. Second, although near-memory processing
and processing-in-memory both aim to address the irregular

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on June 21,2025 at 03:07:38 UTC from IEEE Xplore.  Restrictions apply. 



XIAO et al.: ChainPIM: A ReRAM-BASED PROCESSING-IN-MEMORY ACCELERATOR FOR HGNNS VIA CHAIN STRUCTURE 2525

Fig. 11. Speedup of ChainPIM compared with CPU, GPU, REFLIP and MetaNMP. All results are normalized to CPU. OM and OG fail in running on GPU
due to out of memory.

Fig. 12. Energy efficiency of ChainPIM, CPU, GPU, REFLIP and MetaNMP. All results are normalized to CPU.

and frequent memory accesses, processing-in-memory is
better at reducing data movements, especially in HGNNs
where high-dimensional features are frequently loaded and
stored. Our R-chain based locality-aware scheduling extends
this advantage. Third, ChainPIM considers instance-level,
metapath-level, and vertex-level parallelism, thus fully exploit-
ing the potential of parallelism in HGNNs and achieving a
remarkable performance improvement.

C. Energy Efficiency

Fig. 12 shows the energy efficiency of ChainPIM com-
pared with CPU, GPU, and MetaNMP [19]. It can be seen
that ChainPIM consumes 1802× less energy than CPU and
331.75× less energy than GPU on average. This is due
to processing-in-memory employed in ChainPIM, which sig-
nificantly reduces data movement and performs low-energy
MVM operations. Moreover, ChainPIM saves energy by an
average of 18.49× compared to REFLIP. This is because
ChainPIM reduces a large amount of repeated vertex loading
through the locality-aware scheduling, thereby eliminating
unnecessary ReRAM write overhead. Additionally, ChainPIM
outperforms MetaNMP with 10.07× less energy consumption
on average. The underlying reasons for this are twofold.
First, computations in ChainPIM are performed where the
data is stored, while MetaNMP is performed near the place
where data is stored, indicating that ChainPIM has less data
movement. Second, ChainPIM performs low-energy MVM
operations efficiently, while MetaNMP performs computations
element by element by integrated compute logic.

D. Memory Consumption Efficiency

Metapath instances result in many vertices being stored
repeatedly, causing significant memory consumption.
Especially for the large graphs where metapath instances
increase exponentially, such as OGB-MAG [36], the memory
consumption required in the model is much greater than the

(a) (b)

(c) (d) (e)

Fig. 13. Memory consumption reduction ratio between ChainPIM and
MetaNMP. (a) IB. (b) LF. (c) DP. (d) OM. (e) OG.

graph itself due to the hundreds of millions of metapath
instances to store. Experimental results show that ChainPIM
reduces memory consumption by 47.86% on average, as
shown in Fig. 13. A reason behind this is that we design a new
storage format for R-chain to avoid storing a large number of
repeated vertices. In addition, with the pipelined parallelism
between the R-chain processor and ReRAM, the R-chain’s
storage space will be released in time after it is aggregated,
reducing the memory consumption.

Moreover, ChainPIM outperforms MetaNMP for most meta-
paths in IB, LF and DP. Although both systems generate
instances dynamically, ChainPIM additionally reduces the
repeated vertices. Notably, for metapaths in OM and OG,
ChainPIM is mildly inferior to MetaNMP. This is because
ChainPIM has more powerful parallelism and needs to store
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(a) (b)

Fig. 14. (a) Performance comparison between ChainPIM and ChainPIM-SL
and (b) loading-to-computing ratio.

(a) (b)

Fig. 15. (a) Execution times and (b) number of vertex data loads comparison
between W/LS and Wo/LS. All results are normalized to W/LS.

more instances for parallel vertices. Sacrificing a small
amount of memory to enhance performance proves to be
cost-effective. Besides, heterogeneous graph in real world is
typically dynamic, which changes slightly in a period of time.
In this scenario, ChainPIM requires minor modifications to
the R-chains each time, while MetaNMP has to regenerate
the instances, indicating that ChainPIM offers better efficiency
than MetaNMP when handling dynamic graph data.

E. Performance Breakdown of ChainPIM

1) Instances Storage Over R-Chain: In addition to reduce
memory consumption, our instances storage method also
provides the execution order of metapath instances in advance,
allowing the crossbars to prefetch the vertex features.
Fig. 14(a) demonstrates the performance of data prefetching.
ChainPIM-SL is a version of ChainPIM that does not have
the execution order of instances and loads vertex features
naively to the crossbars. ChainPIM outperforms ChainPIM-SL
by 2.59× on average and DP achieves the best-performance
improvement of 2.87×. The reason behind this is that instance
management stores the relationships between instances, allow-
ing for efficient data prefetching. In addition, the performance
achieved is highly correlated with the loading-to-computing
ratio, as shown in Fig. 14(b). DBLP has the highest-loading-
to-computing ratio and, therefore, delivers greater gains in data
prefetching.

2) Instance Scheduling Over R-Chain: Fig. 15(a) presents
the execution time of MAGNN inference for ChainPIM with
(W/LS) and without (Wo/LS) our locality-aware scheduling.
The normalized execution time is divided into computation
time (W/LS-Cp and Wo/LS-Cp) and data load time (W/LS-
Ld and Wo/LS-Ld). W/LS outperforms Wo/LS by 2.17×
on average. This is because vertex features are fully reused
in our locality-aware strategy, eliminating redundant vertex
feature loading. As shown in Fig. 15(b), the performance

Fig. 16. Performance improvement in instance-level and metapath-level
parallelism.

improvements achieved through the locality-aware scheduling
order are closely related to the metapath correlation and
the graph structure. LF has a relatively large number of
metapath instances, and its metapaths have a relatively greater
correlation. Therefore, the number of vertex data loads is
reduced by 3.74×, obtaining a performance improvement of
up to 2.76×.

3) Instance-Level and Metapath-Level Parallelism
Exploiting: ChainPIM fully exploits instance-level and
metapath-level parallelism. Fig. 16 shows the performance
improvement from instance-level parallelism and metapath-
level parallelism on five different datasets. We evaluate
the normalized execution time in different configurations:
1) no instance-level and metapath-level parallelism (no
parallel); 2) only employ instance-level parallelism (instance
parallel); and 3) employ both instance-level and metapath-level
parallelism (Inst+Meta parallel). Overall, instance-level and
metapath-level parallelism boost the performance by 3.89×
and 1.47× on average, respectively. The benefits obtained
from these parallelism are closely related to the number of
instances and metapaths. IB achieves the best-performance
improvement because it has a maximum number of metapaths.
Meanwhile, the number of instances corresponding to different
metapaths is almost the same in IB, which allows the well-
parallelized processing of metapaths to reduce execution time.
However, LF, OM, and OG show slight improvement in
metapath-level parallelism. The reason behind this is that the
number of instances across different metapaths is extremely
different, which leads to insignificant gains from metapath-
level parallelism. When a metapath with a high number of
instances is parallelized with a metapath with a low number
of instances, the final time depends on the metapath with a
high number of instances.

4) Sample-Based Crossbar Configuration: We investigate
the performance and the crossbar utilization improvement
from adaptively allocating the crossbar for different pipeline
engines on five datasets. And we evaluate them in two
configurations: 1) identical configuration that allocates the
same number of crossbars for each engine (ChainPIM-Id) and
2) adaptive configuration using the sample-based approach
proposed in Section IV-B (ChainPIM-Ad). As shown in
Fig. 17(a), ChainPIM-Ad outperforms ChainPIM-Id by 2.10×
on average. This is because the identical configuration of
the three engines does not account for the imbalanced work-
load among them, leading to significant crossbar waste and
degraded performance. In contrast, ChainPIM-Ad takes into
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(a) (b)

Fig. 17. (a) Normalized execution times and (b) crossbar utilization between
ChainPIM-Ad and ChainPIM-Id. All results are normalized to ChainPIM-Id.

(a) (b)

Fig. 18. (a) Normalized execution times and (b) scaling efficiency for various
number of crossbars in CU.

Fig. 19. Scalability for various scales of datasets.

account the number of metapaths and instances, crossbar size,
etc., thereby enhancing hardware utilization through effective
parallelism. As shown in Fig. 17(b), ChainPIM-Ad improves
normalized crossbar utilization by 2.10× on average compared
to ChainPIM-Id. All datasets show improved performance,
except for IB, this dataset has a limited number of instances,
rendering the workload too small to be effective for our
ChainPIM architecture.

F. Scalability and Sensitivity Analysis

1) CU Size: We investigate the scalability for various
numbers of crossbars in CU as shown in Fig. 18(a). The
performance of ChainPIM exhibits good scalability as the
number of crossbars increases. Since most of the feature
dimensions are equal to or greater than 64, each CU is
configured with 8 crossbars in a row, making the parallelism
of crossbars fully exploited. However, the scaling efficiency
decreases as the number of crossbars increases, as shown in
Fig. 18(b). This is because as the number of crossbars further
increases, the bottleneck of ChainPIM shifts from parallelism
to communication. Therefore, we make a tradeoff between
parallel efficiency and communication efficiency by setting the
crossbars to 4×8.

2) Dataset Scales: We investigate the scalability of five
datasets with various scales of metapath instances, namely,
IB (0.009 GB), DB (1.83 GB), OG (83 GB), LF (111 GB),
and OM (153 GB). Fig. 19 shows the throughput results
of ChainPIM. Overall, the throughput of ChainPIM exhibits
excellent scalability as the scale of datasets increases, achiev-
ing even higher throughput in larger datasets. Additionally, LF

Fig. 20. (a) Normalized execution times and (b) crossbar utilization under
different write-to-cost ratios, 1:2, 1:5, and 1:8. All results are normalized to
1:2.

(a) (b)

Fig. 21. (a) Normalized execution times and (b) memory consumption under
different repetition factor n = 1, 2, 3. All results are normalized to n = 1.

achieves the best performance at 4.81 TOPS since it has a
relatively larger potential for vertex reuse and a lower-loading-
to-computing ratio, allowing more aggregation operations to
execute in less time. However, OM does not achieve the
higher performance expected because it has a relatively higher
number of short instances. Therefore, it leaves more rows of
the crossbar in idle, resulting in ordinary performance.

We investigate the effectiveness and scalability in adapting
to various read-to-write cost ratios, namely, 1:2, 1:5, and 1:8.
Fig. 20(a) shows normalized execution time under different
read-to-write ratios. The degradation in system performance
markedly less than the increase in write costs, indicating the
effectiveness of our adaptive hardware allocation method in
Section IV-B. Moreover, Fig. 20(b) illustrates the normalized
crossbar utilization under different read-to-write ratios. The
results indicate that ChainPIM maintains robust performance
even as the read-to-write cost ratio increased to 1:8, further
demonstrating the effectiveness and scalability of ChainPIM
in adapting to various read-to-write cost ratios.

3) Repetition Factor n: Fig. 21 shows the normalized
performance and memory consumption of ChainPIM under
different repetition factor n. Repetition factor n represents a
tradeoff between parallelism and vertex reuse. The number of
instances for a vertex is usually much larger than the number
of crossbars in PE, implying that parallelism of ReRAM is
fully exploited while vertex reuse is not. Therefore, n primarily
affects the reuse of vertices. As shown in Fig. 21(a), n = 1
is the best value for all the datasets. This is because small
n can fully exploit vertex reuse, thereby reducing a large
amount of vertex load. Large n results in low-vertex reuse
and ReRAM cannot offer sufficient parallel elements for large
n, leading to degraded performance. Besides, as shown in
Fig. 21(b), memory consumption demonstrates similar pattern
to performance. Setting n = 1 optimally reduces the repeated
vertices, thereby achieving minimal memory consumption.
Notably, OM and OG are not sensitive to n, this is because
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they have only 2 metapaths and their instances within different
metapaths have negligible shared vertices.

VI. CONCLUSION

In this article, we present ChainPIM, the first ReRAM-based
processing-in-memory accelerator for HGNNs. ChainPIM is
designed to significantly enhance the efficiency of HGNNs
through three key innovations. First, we use R-chain to
capture the parallelism and reuse relationship among metap-
ath instances, enabling fast generation of efficient execution
schemes. Second, an efficient storage method is designed
for R-chain to reduce redundant vertices storage significantly.
Third, we develop a specialized ReRAM-based architecture to
pipeline the different types of aggregations in HGNNs, fully
exploiting the multilevel parallelism. Experimental results
demonstrate that ChainPIM outperforms CPU, GPU, and state-
of-the-art accelerators for HGNNs in both performance and
energy efficiency.
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