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Abstract— Sensing and computing based on intelligent fab-
rics can meet the ultra-reliable and low-latency communication
(URLLC) needs of sixth-generation wireless (6G) by integrating
sensing units into fabric fibers to perceive user data. Although
some researchers have designed sensing or computing solutions,
such solutions have not been well explored. In this paper,
we consider the joint sensing adaptation and model placement
in a 6G fabric space. We first propose an intelligent-fiber-driven
6G fabric computing network to minimize acquisition latency
while ensuring accuracy. Then, we formulate an optimization
model that takes the fabric sampling rate, sampling density, and
model placement as variables. To solve the model, we propose
an effective learning algorithm based on deep reinforcement
learning. That is, by transforming the optimization problem into
a state space, action space, and reward function, we design an
optimal sensing and placement scheme. The simulation results
show that our proposed scheme can achieve optimal sensing and
computing compared with several baseline algorithms.

Index Terms— 6G network, intelligent sensing, model
placement.

I. INTRODUCTION

WITH the advancement of communication technology,
fifth-generation wireless (5G) network technology has

been widely used in Internet of Thing (IoT) sensing (e.g.,
industrial scenarios) [1], [2]. In these scenarios, traditional
sensing refers to devices that utilize high bandwidth to transmit
the sensed large amount of data to the cloud or edge cloud for
processing [3]. However, these sensing devices have a certain
size and shape, and owing to the user’s mobility, the devices
lack of long-term interactions between the sensing device and
the user, making it difficult to achieve senseless sensing in
the user’s living environment. However, one goal of sixth-
generation wireless (6G) networks is to realize ultra-reliable
and low-latency communication and enable ubiquitous sensing
and intelligence for users. Thus, it is important to design new
sensing technology to enhance the 6G network [4].
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Fortunately, by fusing functional fibers with sensing units
to form intelligent fabrics [5], [6], the fabric computing is
proposed [7]. Moreover, we can sense a large amount of data
about the user, and the space composed of intelligent fabrics is
called the fabric space. In the fabric space, the device is hidden
and has sensing and computing capacity [8]. Multidimensional
data about the user can be sensed in a non-intrusive manner,
which helps to provide services to the user. Thus, by deploying
intelligent fabrics in the user’s living space, senseless sensing
can be achieved.

However, compared to traditional sensing devices, fabric
sensors are characterized by the ultra-dense deployment of
sensing nodes and long monitoring times, resulting in the
temporal correlation of fabric sensing data. If all the ultra-
dense sensing correlation data are transmitted for analysis,
a long delay can occur, making a large amount of sensing data
outdated. Thus, a reasonable sensing sampling rate should be
designed to achieve high-quality data sensing.

Moreover, the data sensed by the fabric have an inconsistent
quality density. For example, when a user presses a fabric
sensing unit, a higher pressure is detected at the press point,
while other neighboring units detect a lower pressure. Thus,
we need to control the sampling density of sensing data. Based
on the reasonable control of sampling rate and density of
sensing data, we can achieve the high-quality transmission of
data and reduce the latency [9]. Moreover, for sensing data,
ensuring the intelligence of the fabric space is also a challenge.

To address the above challenges, we should deploy the
artificial intelligent (AI) computing model (i.e., a deep neural
network or DNN model) at the edge cloud that is closed to the
fabric space. Implementing intelligence at the edge is a feasible
solution that has attracted considerable attention [10], [11].
For example, by deploying DNN models close to the data
side, researchers can achieve high-accuracy recognition using
transfer learning [12], [13]. However, the recognition capabil-
ity of the deployed models is limited by the perceived data and
the size of the models, and the inference delay varies between
different DNN models.

Based on the above analysis, two challenges exist for
sensing and computing in the 6G fabric computing network.
The first challenge is complexity of latency-accuracy tradeoff.
If we deploy more complex computational models in the
fabric space, using a higher sampling rate and density, we will
achieve higher recognition accuracy but a longer transmission
delay. The second challenge is that there is a complex relation-
ship among fabric sampling rate, sampling density, and DNN
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Fig. 1. An illustration of architecture of 6G fabric computing network.

model, and they have different impacts on system delay and
accuracy. Thus, our work considers joint sensing adaptation
and model placement in the fabric space.

To address these challenges, we propose an Intelligent
Adaptive Sensing and Computing (IASC) scheme. Specifi-
cally, we first propose an intelligent fabric agent-based sens-
ing and computing framework. Then, we formulate an opti-
mization model with model placement, sampling rate, and
density control. To solve this model, we use deep reinforce-
ment learning (DRL) to achieve the optimal model place-
ment and optimal control of the sampling rate and density.
Finally, we experimentally verify the effectiveness of the IASC
algorithm.

In summary, the main contributions of this paper are list as
follows:

• Fabric agent-based sensing and computing framework:
Based on the fabric computing, edge computing and
6G network, we first propose an intelligent sensing and
computing architecture driven by functional fibers, which
includes a fabric sensing and computing layer, URLLC
layer, and fabric agent layer.

• IASC scheme: We formulate a delay minimization and
accuracy maximization problem for 6G fabric computing
which is nonlinear programming problem. To address this
problem, based on DRL, we propose an effective online
sensing and computing scheme, the IASC scheme. This
algorithm realizes the intelligent online control of the
sampling rate and sampling density of fabric sensing data,
and it can achieve optimal model placement.

• Extensive performance evaluation: To evaluate the IASC
scheme, we conduct extensive experiments. The exper-
imental results show that compared with various base-
line algorithms, the IASC algorithm can be adaptive,
minimize the sensing and computing delay, and ensure

high accuracy. Moreover, we analyze the effect of the
number of fabrics on the algorithm.

The remainder of this paper is organized as follows.
Section II reviews related work. The system model and prob-
lem are described in Section III. We present the IASC schemes
in Section IV. Our simulation results and discussion are given
in Section V. Finally, Section VI provides the conclusion of
this paper.

II. RELATED WORKS

5G establishes a new framework for wirelessly connected
core network communications [14] and can connect more
sensing devices at higher speeds, facilitating intelligent con-
nectivity, sensing, and communication for the IoT. In the 5G
sensing network, multimodal physical parameters are collected
from humans, the environment, and many machines using
sensors. Then, using 5G communication technology, the sen-
sors transmit the data to the cloud and processes it by deep
learning techniques, which can enable pattern recognition,
optimal control, and other intelligent services [15]. The two
main features are as follows:
• Spatially distributed sensing networks: A 5G sensing

network is a computer network of spatially distributed
automated devices that collaboratively monitor physical
or environmental conditions at different locations through
sensors and collect relevant information.

• High-bandwidth and low-latency communication: 5G
equips the IoT with low latency, high speed, and multi-
terminal interaction capabilities. IoT devices are capable
of responsive human-computer interaction with users,
thus providing more frequent, intelligent, and automatic
service modes.

Thus, 5G mainly highlights intelligent applications in the
industry, which enables almost intelligent sensing. However,
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the sensing devices are difficult to deploy in users’ living
environments and users resist them owing to the foreign and
controlling nature of sensing devices. In the 6G network,
human-centric sensing and communications are emphasized.
Therefore, 6G sensing technology has more requirements for
user quality of service and supports heterogeneous sensing and
intelligence [16], [17]. Thus, the 6G network more realistically
approaches the physical location where motion occurs, enables
a more accurate capture of physical physiological indicators,
and performs interactive actions more similarly to the human
body.

Fortunately, multifunctional fibers can measure multimodal
raw physical quantities such as sound, light, force, heat,
electricity, and magnetism, and they can also provide feedback
on human interaction by changing color [18] and regulating
temperature [19]. The delicate, soft fabric can be seamlessly
embedded in the living environment to capture the first-hand
data of the user’s contact with the physical world without
disturbance, which helps to seamlessly map our physical world
to the digital space. Therefore, a new computing paradigm
for fabric computing is proposed. Moreover, we can use
fabric computing to sense physiological indicators, activity
behavior, and other information and realize self-management,
self-configuration, and self-optimization [20].

Compared to 5G IoT sensing, 6G fabric computing col-
lects data in a field closer to the user to achieve a high
level of comfort for sensing and interaction. Moreover, fabric
computing is covert and can bring more freedom to users.
At the same time, the user can coexist with the terminal
device for a long time in a non-disturbing and non-sensitive
sensing environment, collecting user data in all aspects. These
data with spatiotemporal characteristics are fed back to the
learning system to provide highly intelligent services. Thus,
compared to traditional concept of an intelligent sensing based
on pervasive computing [21], [22] the hidden nature of the
fabric sensing drives causes them to be unnoticeable in the
living space, which is more practical.

In addition, compared with traditional communication net-
works, 6G networks are not only basic communication facili-
ties but also deeply integrated AI models from multiple dimen-
sions, such as connectivity, computing power, algorithms, and
data. Thus, the networks should build true intelligence. The
intelligent controlling algorithm can be applied to communica-
tion optimization to improve network performance, efficiency,
and user service experience and build resource management
optimization to support mobile or distributed scenarios [23].

III. SYSTEM MODEL AND PROBLEM DESCRIPTION

In this section, we first present a 6G fabric computing net-
work. Then, by analyzing the communication latency, comput-
ing latency, and model accuracy, we establish an optimization
problem with the goal of minimizing latency and maximizing
accuracy.

A. System Architecture

The 6G fabric computing network uses fabric sensing units
to capture user data at multiple spatial and temporal scales.

The large amount of heterogeneous data is transmitted to the
fabric agent layer through the 6G network with low latency
and high reliability. The 6G fabric computing network can
meet users’ intelligent service needs, with fabric computing
as the center and the 6G communication network as the basis
for end-to-end, interference-free intelligent sensing. As shown
in Fig.1, the system consists of three layers:
• Fabric sensing layer: A large number of multifunctional

fibers are used as multichannel, multimodal sensing units,
and can measure multimodal raw physical quantities such
as temperature, sound.

• 6G communication layer: These fabric data carry infor-
mation such as the location and temperature transmit to
the edge cloud or cloud through 6G communication. The
6G network is deployed to realize personalized services
for users by sensing their behavior and intentions. When
user requirements change, the fabric computing network
can seamlessly switch service methods and communica-
tion policies.

• Fabric agent layer: The fabric agent deployed in the
edge cloud and processed the data obtained in the fabric
space which are multidimensional, with temporal, spatial,
and intensity characteristics. And it performs a reliable
behavior and intention pattern analysis, and achieve all-
around cognition.

Fig. 2 shows the fabric agent in the 6G fabric computing
network. The purpose of the fabric agent is to realize non-
disturbed intelligent perception and computing based on the
limited communication, computing, and storage resources in
fabrics units. In this system, we need to solve the following
problems: 1) Model placement. This refers to how to deploy an
intelligent computing model for fabric data to achieve accurate
sensing of the user’s request; 2) Sensing adaptation. This refers
to how to control the sampling rate and density of the fabric
through the fabric agents and then affect the transmission
latency, computation latency, and accuracy.

B. DNN Placement Model

We consider a fabric space in 6G environment that consist
of N fabrics, N = {1, 2, · · · , i, · · · , N}, which connect to the
fabric agent in edge cloud through URLLC mode. For these
fabrics, the collected data are offloaded to the fabric agent for
calculation and processing, such as a user behavior analysis.
We assumed that there are M intelligent DNN learning models
that can analyze the offloaded data. The intelligent learning
model is recorded as M = {1, 2, · · · , j, · · · , M} which can
input data collected from fabrics with different sampling rate
and density.

Based on the above discussion, we define the variable of
the fabric i selection the model j (i.e., model j is placed on
the fabric agent) as xi,j , which can be expressed as follows:

xi,j =

{
1 The fabric i select model j,

0 The fabric i does not select the model j.

(1)

In this work, we assume that if a DNN computation model
j is placed on the fabric agent, but the sampling rate and
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Fig. 2. Fabric agent in the 6G fabric computing network.

density of the fabric i are not fixed; that is, the model j
can process data with different sampling rates and densities.
And the sampling rates and densities are determined by the
fabric agent. Moreover, we use cj to denote the size of the
DNN model j. Considering the limited capacity of edge cloud
storage, we define the total capacity of fabric agent for model
placement as C, we can obtain the constraint as follows:

N∑
i=1

M∑
j=1

xi,jcj ≤ C. (2)

C. Service Latency Model

The amount of data transmission for fabric is determined
by the sampling rate and sampling density. Assume that
there are K types of sampling rates available. Therefore,
we can define the set of fabric sampling rates as rsa =
{r1

sa, r2
sa, · · · , rk

sa, · · · , rK
sa}. For the simplify, we assume that

r1
sa < r2

sa < · · · < rK
sa, and when rk

sa is smaller, less data
are collected. Otherwise, more data are sensing. Moreover,
we define the decision variable of the sampling rate for the
fabric i as yi,k, where

yi,k ∈ {0, 1}, (3)

and when yi,k = 1 means that the sampling rate of fabric i
is rk

sa.
Furthermore, considering that the fabric is woven from

fabric fibers, for example, assuming that the fabric is woven
from 96 × 96 fabric electrodes, the sampling density can be
96×96, 48×48, 32×32 or others. Thus, we can assume there
are S densities that can be sampled, and we can define the set
of fabric sampling density as D = {d1, d2, · · · , ds · · · , dS}.
Moreover, we assume that d1 < d2 < · · · < ds. Furthermore,
we define the sampling density variable of the fabric i as zi,s,
where

zi,s ∈ {0, 1}. (4)

when zi,s = 1, the sampling density of fabric i is ds.
In this work, we assume that the sampling rate and density

does not change again after yi,k and zi,s are determined by
the fabric agent. Based on this, we can define the amount of
data transmission by the fabric i to the fabric agent in edge
cloud as δi, which can be expressed as follows

δi(yi,k, zi,s) = ϕi(yi,k, zi,s)σ (5)

where σ denotes the data size per unit density, and the ϕi(·)
function denotes the number of densities transmitted in one
second based on the sampling rate and density, which is
calculated as follows:

ϕi(yi,k, zi,s) =

(
K∑

k=1

yi,krk
sa

)(
S∑

s=1

zi,sds

)
(6)

where
∑K

k=1 yi,krk
sa denotes the sampling rate selected for the

fabric i, and
∑S

s=1 zi,sds denotes the density of data in the
fabric i in one time.

The fabric data transmit to the fabric agent in edge cloud
through the URLLC mode and let ri be the transmission rate
of fabric i. Specifically, based on the previous design scenario,
there are multi-antennas are configured on the edge cloud for
N single-antenna fabric, and there are P uniformly randomly
distributed static scatters. Assume that the transmitter of the
fabric transmits at frequency f (wavelength λc). Thus, the
channel coefficient between the transmitter and receiver of
fabric i can be represented as follows:

hi =
1√
P

P∑
i=1

exp
(

j
2π(dRx

i + dTx
i )

λc

)
, (7)

where dRx
i is the distance from the scatterer i to the receiver,

and dTx
i is the distance from the scatterer i to the transmitter.

The normalization of 1√
P keeps the same marginal variance

under different numbers of scatterers. Let Hi =
√

gihi, where
hi is the small-scale fading follow the complex Gaussian
distribution CN (0, I). According to Shannon’s formula, it can
be known that the signal-to-noise ratio, bandwidth and noise
have a great influence on the channel capacity. Thus, we can
calculates the signal-to-noise ratio as follows

γ(bi, pi) =
pi||Hi||
biBN0

, (8)

where pi and Hi is the transmit power and the channel
coefficient of the fabric i, respectively. And bi is the bandwidth
allocated on the fabric i, B is the system bandwidth, N0 is
unilateral noise, then the uplink URLLC transmission rate
(bit/s) is:

ri ≈
B

ln 2
[bi ln(1 + γ(bi, pi))

−

√
biVi(bi, pi)

φB
Q−1(ϵi)]. (9)
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where φ is the transmission time interval, ϵi is the decoding
error probability, γ(bi, pi) is the signal-to-noise ratio of the
link channel between the fabric i and the edge cloud, Q−1(·)
is the inverse function of the standard Q function, and Q(x) =

1√
2π

∫∞
x

exp(−t2

2 )dt, Vi is the channel dispersion. According

to [24], under the complex Gaussian channel with limited
average power, Vi can be calculated as follows:

Vi = γ
2 + γ

(1 + γ)2
1

(ln 2)2
. (10)

so we can obtain the data transmission delay from fabric i to
fabric agent in edge cloud as

T tra
i (yi,k, zi,s) =

δi(yi,k, zi,s)
ri

. (11)

Now, we give the fabric data computation latency. Specif-
ically, the computation delay is determined by the sampling
rate, sampling density, and the DNN model placement in edge
cloud. For example, when the sampling rate and density are
low, the amount of data processed by the DNN model is also
small, so its computation delay is small. Thus, when given
the DNN placement strategy xi,j , sampling frequency yi,k,
and sampling density zi,s, the fabric i required computation
resource vi in fabric agent can be obtained as

vi(xi,j , yi,k, zi,s) =
M∑

j=1

xi,jηjδi(yi,k, zi,s), (12)

where ηj denotes the computational intensity of the DNN
model j, that is, the processor cycles to be consumed per bit of
data. Generally speaking, the larger the model, the greater the
amount of computation required. We can obtain the processing
delay of the fabric i as follows:

T comp
i (xi,j , yi,k, zi,s) =

vi(xj , yi,k, zi,s)
f c

i

(13)

where f c
i denotes the computation frequency (cycles/s) of

the fabric agent in the edge cloud allocated to the fabric i.
Considering that delay is an important metric to measure the
quality of user experience, we can define the total delay of
fabric i as follows:

Ti = T tra
i (yi,k, zi,s) + T comp

i (xi,j , yi,k, zi,s) (14)

D. Analysis Accuracy Model

In addition to considering the latency of fabric data sensing,
we need determine the impact of the collected fabric data on
the accuracy of the decision user’s request. We assume that
when the fabric sensing data sampling rate yi,k and sampling
density zi,s are fixed as yi,k∗ and zi,s∗ , respectively, the model
baseline accuracy is

Abase = {ak∗,s∗

1 , ak∗,s∗

2 , · · · , ak∗,s∗

j , · · · ak∗,s∗

M }, (15)

where ak∗,s∗

j represent the accuracy of model j when the
sampling rate is rk∗

sa and the sampling density is ds∗ , and
ak∗,s∗

j ∈ [0, 1]. Existing research has found that the sampling
rate and density of fabrics independently affect the accuracy
of the model, and the larger the size and computational

complexity of the model, the higher the accuracy of the model.
Thus, when the sampling rate and sampling density are yi,k

and zi,s, compared to the model baseline accuracy, the the
effect on the accuracy is expressed using the functions pj(·),
so that the accuracy of the fabric i can be defined as follows:

Ai(xi,j , yi,k, zi,s) =
M∑

j=1

xi,jpj(yi,k, hi,s)a
k∗,s∗

j . (16)

where pj ∈ [0, 1], and it can be obtained by fitting different
models in historical data with different sampling rates and
densities of the fabric data.

E. Problem Formulation

In this work, we focus on two problems: 1) the fabric
sensing problem, that is, how to set the sampling rate and
sampling density of fabric sensors to be able to achieve low
latency data sensing; 2) the DNN model placement problem,
that is, how to deploy DNN models on the fabric agent in
the edge cloud to achieve an accurate decision. For better
representation, we can define the gain of the fabric i as follows:

Ui(xi,j , yi,k, zi,s) = −ω1Ti + ω2Ai (17)

where ω1 and ω2 are weighting parameters for latency and
accuracy, respectively. Thus, our goal is to minimize the
latency and maximum accuracy of perception and computation
(i.e., the gain of fabric sensing and computation), which can
be formulated as follows:

P : max
{xi,j ,yi,k,zi,s}

1
N

N∑
i=1

Ui(xi,j , yi,k, zi,s)

s.t. C1 : xi,j ∈ {0, 1} i ∈ N , j ∈M

C2 :
N∑

i=1

M∑
j=1

xi,jcj ≤ C. i ∈ N , j ∈M

C3 : yi,k ∈ {0, 1}, i ∈ N , k = {1, 2, · · · , K}

C4 :
K∑

k=1

yi,k = 1 i ∈ N , k = {1, 2, · · · , K}

C5 : zi,s ∈ {0, 1} i ∈ N , s = {1, 2, · · · , S}

C6 :
S∑

s=1

zi,s = 1 i ∈ N , s = {1, 2, · · · , S}

where constraint C1 indicates that the value of the model
variable placed on the fabric agent is 0 or 1. Constraint
C2 ensure that the the placement model cannot exceed the
capacity of the edge cloud. Constraint C3 and C5 are the range
of values for the fabric sampling rate and density variable,
respectively. Finally, constraint C4 and C6 mean one and only
one sampling rate and density can be selected by the fabric i.
This problem is a nonlinear programming problem which is
NP-hard.

IV. INTELLIGENT ADAPTIVE SENSING AND
COMPUTING SCHEME

In this section, we give the the intelligent adaptive sens-
ing and computing (IASC) scheme using deep reinforcement
learning.
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A. Problem Transformation

In order to solve the optimization problem P1, the problem
is first redefined using the Markov Decision Process (MDP).
The implementation of the IASC algorithm relies on three ele-
ments that are closely related to the environment: state space,
action space and reward. Specifically, DRL is performed by an
agent observing the current state of the environment, selecting
the appropriate action to be executed by the environment, and
calculating the corresponding reward to be returned to the
agent, which repeats the process so that the algorithm can
obtain the maximum reward from the environment after giving
the action based on the current state. The state space, action
space, and reward defined at time slot t are as follows:

1) State Space: In this work, in order to give a better
design of the state space, considering that the model placement
of the fabric agent determine the sampling rate and density,
thus, from the perspective of the intelligent model placement,
we task the computational intensity ηt

j , the transmission rate
rt
j when model j is placed on edge cloud, model accuracy At

j

and size ct
j as the system state, which as follows:

st = {ηt
1, r

t
1, A

t
1, c

t
1; · · · , ηt

M , rt
M , At

M , ct
M} (18)

2) Action Space: The action space contains three variables:
DNN model placement decision xt

i,j , fabric sampling rate yt
i,k

and sampling density zt
i,s. To optimize the action space, the

sampling rate and density of fabric i at time slot t are set to
rk
sa,t and dt

s, respectively. For the fabric space, considering
that the variables xt

i,j are discrete, there are NM choices of
deployment models for just deploying fabric data, which leads
to an excessive search space with the increasing number of
fabrics and models.

Thus, in order to simplify the action space, the action space
is redefined. Similar to the definition of the potential energy
function, a continuous variable gt

j ranging from 0 to 1 is
defined as the expected gain (i.e., reduction in latency and
improvement in accuracy) of DNN model j at time slot t,
which as follows:

gt
j ∈ (0, 1] , j = 1, · · · , M (19)

where gt
j is larger, the higher the expected gain of the DNN

model j at time slot t, meaning the higher the probability of
being chosen. In this work, the fabric agent selects the DNN
model j from the highest to the lowest expected return. Thus,
we can define the action space as follows:

at =
{
r1
sa,t, d

t
1, g

t
1; r

2
sa,t, d

t
2, g

t
2; · · · , rM

sa,t, d
t
M , gt

M

}
(20)

Furthermore, considering the diversity of user requirements,
we assume that qj DNN models are placed at one time slot,
and

∑M
j=1 qj ≤ C. Thus, the action space has changed to

selecting qj DNN model from the original space from large
to small, which is noted as a∗t . Then the decision of the DNN
service model, fabric sensing data sampling rate and density
at time slot t can be defined as

a∗t = {a∗t,1, a∗t,2, · · · , a∗t,qj
}, (21)

Furthermore, in order to improve convergence speed, we range
the action space to (−1, 1), the scaling function as follows:

at =


rj
sa,t = rmin

sa +
1
2
(
rmax
sa − rmin

sa

) (
rt
sa,j + 1

)
,

dt
j = dmin +

1
2

(dmax − dmin)
(
dt

j + 1
)
,

gt
j =

1
2
(
gt

j + 1
)
.

(22)

Through the above analysis, we build the action space.
3) Reward: The reward function is the feedback informa-

tion given by the environment to the fabric agent in the edge
cloud, and the fabric agent decides whether the action is good
or bad based on the reward function. Our aim is to minimize
the U t

i (xi,j , yi,k, zi,s), so the reward function can be defined
as

rt =
N∑

i=1

U t
i (xi,j , yi,k, zi,s). (23)

The fabric agent searches for larger rt during the learning
process, so that U t

i (xi,j , yi,k, zi,s) becomes larger, resulting
in lower delay and higher accuracy.

B. The IASC Algorithm

Based on the above introduction, we transform the problem
into an MDP tuple. To achieve the solution of the problem,
we design the actor-critic networks. Specifically, actor is the
policy network Πθµ which is responsible for outputting actions
and interacting with environment. The input of Πθµ is the state
st at time slot t, and the output is the policy π(st) at time
slot t. The critic is the Q-network, which evaluates the action
output at each step and estimates the future reward Q value
of the action to guide the actor network to generate a better
action in the next step, i.e., QθQ(st, at), where st is the state
space, at is the action space, and θQ is the weight parameter
of the Q-network. Thus, the input of the critic network is the
joint vector of action and state, and the output of the critic is
the Q value. If r(st, at) means the reward in the state st and
executing action at at time slot t, the Q value function can be
expressed as

QθQ(st, at) = E[r(st, at) + γQθQ(st+1, πθµ(st+1)] (24)

where γ is the discount factor used to determine the effect of
Q value after N steps.

To update critic networks, actor network is used to interact
with the environment to generate rewards, which is the part of
TD-error. The other part of TD-error is output by the target
critic network Qtarget, and its parameters are updated by critic
in accordance with a certain frequency, in order to make the
training more stable. TD-error or the loss function of critic
network can be defined as

δloss = r(st, at) + γQtarget (st+1, π(st+1))−Q(st, at),
(25)

when TD-error is computed, we can minimize δloss using
mean squared error method to update critic network. However,
for the update of actor networks, we utilize the method of
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Fig. 3. The intelligent adaptive sensing and computing (IASC) algorithm.

gradient ascent algorithm. Thus, with the mini-batch size
mms, the loss function of actor networks can be expressed
as follows:

LA = − 1
mms

mms∑
i=1

Q(st, at, θ
Q) (26)

The IASC algorithm as shown in the Fig. 3, which includes
state space, action space, reward function, and fabric environ-
ment. The details of the algorithm are described below.

In this work, we use the same method as deep deterministic
policy gradient (DDPG) [25] to give the action that maximizes
the value of Q, which can make the reward maximum.
However, Markovianity exists in the data for reinforcement
learning, which does not satisfy the prerequisite assumption
that samples need to be independent and identically distributed
for training neural networks, and the training process is
very unstable when using neural networks for reinforcement
learning. Borrowing from the DQN algorithm using experience
replay, the target networks were built separately for the Q
network and the policy network during the neural network
training. We define the parameters of the actor online policy
network as θµ, the parameters of the actor target policy
network as θµ∗ , the parameters of the critic online Q network
as θQ, the parameters of the critic target Q network as θQ∗

,
and the loss function as J . We can obtain the update formula
for the actor network as

∇θµJ ≈ 1
N

∑
i

∇aQ
(
s, a
∣∣θQ
)
|s=si,a=µ(si)∇θµµ (s|θµ) |si

(27)

where ∇aQ
(
s, a
∣∣θQ
)

is the direction of the maximum value
function passed from the critic network. Furthermore, we can
obtain the update formula for the critic network as follows:

yi = ri + γQ∗
(
s′, µ∗

(
s′
∣∣∣θµ∗

)∣∣∣θQ∗
)

,

L =
1
N

∑
i

(
yi −Q

(
si, ai

∣∣θQ
))2

(28)

where yi is the estimated value of the target in rein-
forcement learning, and (si, ai, ri, s

′
i) is the state, action,

reward value and next action sampled from the experience
pool. The target network parameters are soft updated as
follows: {

θQ∗
= τθQ + (1− τ) θQ∗

,

θµ∗ = τθµ + (1− τ) θµ∗ ,
(29)

where τ denotes the soft update weight, which can prevent a
certain update from being too large to improve the stability of
the algorithm learning.

In fact, with the increase of the number of fabrics and
models, we find that the time required for training increases
sharply and the reward is sparse. Therefore, we improve
the original replay buffer to the prioritized replay buffer
to reduce the time required for convergence and alleviate
the reward sparsity problem. Specifically, unlike the original
experience replay, which is randomly sampled from the expe-
rience pool, the prioritized experience replay uses the TD-
error method to calculate the priority. The larger the priority,
the greater the probability of being sampled. The larger TD-
error represents the greater value of the experience, and its
sampling probability will be improved. However, the whole
training process does not completely sample the experience
with the large priority. The data with a small TD-error also
be sampled with a small probability, otherwise overfitting
will occur. The prioritized experience replay exploits a data
structure called sumtree to store experience and priorities,
and utilizes importance sampling to calculate weights to cor-
rect sampling distribution errors caused by priority sampling.
We assume that the number of leaf nodes of the sumtree
is st, the priority of each leaf node is pri, the important
sampling weight is swj , and the sampling weight coefficient
is β. Based on this, the updating formula of priority can be
defined as

TDi = yi −Q
(
si, ai

∣∣θQ
)
, pri = |TDi| (30)
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and the importance sampling weights swi can be expressed as
follows:

swi =
(NPr(i))−β

maxi (swi)

=
(NPr(i))−β

maxi(NPr(i))−β

=
(

Pr(i)
maxi Pr(i)

)−β

(31)

where Pr(i) is the probability of being sampled, that is

Pr(i) =
pri∑

k (prk)
(32)

so, the update formula for the critic network is modified to

L =
1
N

∑
i

swi

(
yi −Q

(
si, ai

∣∣θQ
))2

(33)

In summary, the complete algorithm is presented in
Algorithm 1. The fabric agent selects the action at based
on the state st given by the fabric computing environment
and returns it to the fabric computing environment. The
fabric computing environment selects the decision at for user
requirements based on at and calculates the reward rt for the
system. Based on the data sampling rate and density decisions
of the service model to update its computational intensity,
data size, transmission rate,and accuracy, the next state st+1 is
obtained and this information is returned to the fabric agent.
The IASC algorithm saves the tupe (st, at, rt, st+1) to the
experience pool, and during the training process, it determines
whether the amount of data is sufficient. If the amount of data
is sufficient, a batch of data is randomly sampled from the
experience pool to train the actor network and critic network,
and the parameters of the target network are softly updated.
The IASC algorithm will get the optimal deployment decision
a∗t that maximizes the measure U t

i by continuous training.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the IASC
scheme. First, we introduce the set up of the experiment. Then,
we give several comparison algorithms as the baseline. Finally,
we analyze and discuss the performance of the algorithm and
evaluate the impact of different parameters on the performance
of the algorithm.

A. Experimental Setup

In the experiment, we set the number of fabric sensors to
10, the number of DNN models for fabric data to 20, the
size of the experience pool to 8,000, the number of sampling
batches to 128, the soft update parameter to 0.01, and the
reward discount factor to 0.99. For the algorithm, the actor
networks have five layers, and the number of neurons in each
layer is the size of the state space, 256, 512, 256, and the size
of the action space, respectively. Similarly, the critic networks
have five layers, and the number of neurons in each layer is
the state space plus the size of the action space, 256, 512, 256,
and 1, respectively. We set the learning rates of the actor and
critic networks to 0.0001 and 0.001, respectively. We perform

Algorithm 1 Intelligent Adaptive Sensing and Computing
(IASC) Scheme
Require: fabric N , DNN model M , number of iterations

Episode, max steps of training Tmax, sampling weight
coefficient β, discount factor γ

1: Initialize critic network and actor network parameter;
2: Initialize target network parameters using the online net-

work;
3: Initialize prioritized experience replay buffer R and set

p1 = 1
4: for episode: = 1,2,· · · ,Episode do
5: Initialize environment to obtain the initial state s
6: for t = 1, 2, · · · , Tmax do
7: Fabric agent select an action based on state s:
8: UpdateAt

j ,ηt
j , r

t
j , c

t
j , and obtain the next state s′

9: Obtain the reward r =
N∑

i=1

U t
i =

N∑
i=1

(
−wL

i lti + wA
i At

i

)
10: Store a new tuple (s, a, r, s′) in the experience reply

buffer R
11: if R is enough then
12: Sample (s, a, r, s′) through prioritized experience

replay
13: Compute yi =ri + γQ∗

(
s′, µ∗

(
s′
∣∣θµ∗

)∣∣θQ∗)
14: Compute importance sampling weight by Eq.(31)

and Eq.(32)
15: Update the critic by minimizing the loss: L =

1
N

∑
i wi

(
yi −Q

(
si, ai

∣∣θQ
))2

16: Update the actor using the sampled policy gradient
by Eq.(27)

17: Soft update according to Eq.(29)
18: Update priority by Eq.(30)
19: end if
20: end for
21: end for

a total of 500 iterations. In each iteration, when the number
of training rounds reaches 300, the iterative process ends. The
parameters of the network are given in Table I.

B. Comparison Algorithm

To evaluate the effectiveness of the IASC algorithm,
we choose to compare it with the following four baseline algo-
rithms: random sensing and computing scheme, DDPG and
upper confidence bound (UCB) [26] jointly optimized sensing
and computing scheme, soft actor–critic (SAC)-based sensing
and computing scheme, and twin delayed deep deterministic
policy gradient (TD3)-based sensing and computing scheme.
Then, we introduce these algorithms.
• Random sensing and computing scheme (i.e., Random):

The computing model, sampling rate, and sampling den-
sity are randomly selected and placed on fabric agents; in
other words, we randomly generate deployment decisions
a∗t and compute system rewards rt.

• DDPG and UCB jointly optimized sensing and computing
scheme (i.e., DDPG-UCB): This scheme uses DDPG for
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TABLE I
PARAMETER SETTINGS

sensing and UCB for computing. Specifically, first, after
calculating historical observations for each model through
the UCB algorithm, we select qj models to form a state
space st and send it to the DDPG algorithm. The DDPG
algorithm uses st as the state input of the fabric agent and
output at. Then, the fabric agent calculates the system’s
reward rt and the establishment of the placement at the
time slot, and sends them to the DDPG algorithm and the
UCB algorithm, respectively. The UCB algorithm enters
the next iteration state and continues to select the next
state st+1, which is sent to the DDPG algorithm.

• SAC sensing and computing scheme (i.e., SAC): The
SAC algorithm is an off-policy algorithm based on maxi-
mum entropy reinforcement learning. The SAC algorithm
maximizes the entropy while maximizing the expected
reward. The larger the entropy, the more random the
action output by the algorithm, so the SAC algorithm
has a strong exploration ability.

• TD3 sensing and computing scheme (i.e., TD3): The
TD3 algorithm doubles the number of each critic neural
network and takes the one with the smallest output value
of a pair of critic networks as the update target, which
increases the stability of the algorithm. Moreover, TD3
adds a delayed update mechanism that can improve the
critic update frequency. After the evaluation performance
is stable, the critic network can make a more correct
evaluation of the action to guide the actor to learn. TD3
adds noise to the actions input by the actor target network
so that the actions are randomly distributed within a
small range, making the estimation more accurate and
preventing overfitting of the peak value in the value
estimation.

C. Performance Evaluation of IASC Scheme

1) IASC Scheme Convergence Analysis: We first analyze
the convergence of the IASC algorithm, as shown in the
Fig. 4. In this experiment, we perform 10 experiments and
take the average of the experiments as the reward. In the
Fig. 4, the shadow around the solid line is the area covered
by the maximum and minimum values in the 10 experiments,
which shows the fluctuation of the results. From the figure,
we can see that the IASC scheme reward value fluctuation
range keeps rising from 0 to 300 epochs. The reward value

Fig. 4. The average reward of the IASC algorithm.

Fig. 5. The latency of the IASC algorithm.

fluctuates greatly before 200 epochs, and after the 200th epoch,
the fluctuation is small, and it tends to be flat from the 300th
epoch. The result shows that the IASC scheme gradually
converges with the increase in the number of iterations.

Moreover, we give the latency of the IASC algorithm,
as shown in Fig. 5. The curve distribution of the latency
obtained by 10 simulation experiments is shown in the light
blue area in the figure. The processing latency fluctuates
greatly before the 200th epoch, and the fluctuation range
gradually decreases with the increase in training epoch. After
the 200th epoch, the processing latency gradually becomes
smooth, and the fluctuation is small. The average latency is
obtained by taking the average of the total delay of processing
in these 10 experiments, which shows a downward trend as a
whole and gradually becomes smoother. This also shows that
the IASC algorithm can effectively reduce the latency.

Furthermore, Fig. 6 shows the curve distribution of the
average accuracy. From the figure, we can see that before the
200th epoch, the average accuracy of the system fluctuates
greatly, and then it is in a flatter state. The solid line is
the average result of these 10 experiments, and the average
final accuracy rate is 0.85. Thus, we provide the convergence
analysis of the algorithm.

2) Experimental Analysis of the IASC Scheme: To verify
that the IASC algorithm can adaptively adjust the sampling
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Fig. 6. The accuracy of the IASC algorithm.

Fig. 7. The adaptivity of the IASC algorithm.

rate and density of fabric sensing data, in the experiment,
we adjust the action space. Specifically, we adopt three meth-
ods: IASC with a fixed sampling rate and adaptive sampling
density, IASC with a fixed sampling density and adaptive
sampling rate, and IASC with a fixed sampling rate and
density. Specifically, when the algorithm adopts the fixed
sampling density and rate, the fabric agent assigns a fixed
sampling rate and sampling density to the fabric sensor, which
are recorded as r∗sa and d∗, respectively. Thus, the actions of
the three groups of experiments are defined as follows:
• IASC (fixed sampling rate and adaptive sampling den-

sity): that is, at = {dt
1, g

t
1, · · · , dt

M , gt
M} , r∗sa

• IASC (fixed sampling density and adaptive sampling
rate): that is, at =

{
r1
sa,t, g

t
1, · · · , rM

sa,t, g
t
M

}
, d∗

• IASC (fixed sampling rate and sampling density): that is,
at = {gt

1, . . . , g
t
M} , r∗sa, d∗

Fig. 7 gives the experimental results of the adaptivity of the
IASC algorithm. From the figure, we can see that the IASC
with a fixed sampling rate and density has the lowest reward.
This is because in this case, the amount of data transmitted
by the fabric is difficult to adapt to the network and model,
resulting in high latency and low accuracy. From the figure,
we can also see that in the case of IASC with a fixed sampling
rate and adaptive sampling density, and IASC with a fixed
sampling density and adaptive sampling rate, the final stable

Fig. 8. Average reward under Random, SAC, TD3 DDPG-UCB and IASC
algorithm.

level of the reward value curve is relatively close and lower
than the IASC scheme. This shows that the IASC algorithm
can improve the reward by adjusting the sampling rate and
sampling density to find a suitable sampling rate and density.

3) Comparative Results: In this experiment, we compare
the IASC algorithm with random sensing and computing
scheme, DDPG and UCB jointly optimized sensing and com-
puting algorithm, SAC sensing and computing scheme, and
TD3 sensing and computing scheme, as shown in Fig 8. From
the Figure, we can see that the IASC scheme has the highest
average reward when it is finally stable, which also shows that
our proposed method performs the best. The stable average
reward of the TD3 scheme is lower than that of the IASC
algorithm. The strategy of taking a lower Q value for the dual
critic network makes the algorithm relatively conservative to
a certain extent.

The stable average reward curve of SAC algorithm is lower
than that of the TD3 algorithm. However, the SAC algorithm
can quickly reach a plateau in the early stage, which is faster
than the IASC algorithm and the TD3 algorithm. This is
because of the strong search ability of the SAC algorithm,
which can find strategies with higher reward values in the
early epoch and continuously choose among these strategies
in subsequent training epoch. In addition, the SAC algorithm
discards strategies with low reward values, which could have
higher rewards in the future for the current scenario. Therefore,
the stable average reward of SAC algorithm in a flat state is
lower than that of the IASC algorithm.

The final stable average reward curve of the DDPG-UCB
scheme is lower than that of the SAC algorithm. The DDPG
algorithm only focuses on the sampling rate and sampling
density, which cannot have a comprehensive understanding
of all model information. While the UCB algorithm pays
attention to the model placement, changes in the sampling rate
and density lead to changes in the computational intensity and
accuracy of the model, so it may take more time for the UCB
algorithm to evaluate the performance of the model based on
historical observations.

4) The Impact of the Number of Fabrics on IASC Algorithm:
To verify the algorithm performance in complex environments,
in this experiments, we examine the number of fabrics on the
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Fig. 9. Algorithm running time under different number of fabrics.

Fig. 10. System processing latency under different number of fabrics.

algorithms. We set the number of models as m = 20, set
the number of fabrics as n = 5, 8, 10, 15, and divided them
into four groups of experiments for training. Each group of
experiments includes all of the comparison methods, and we
take the total latency and system average accuracy at the end
of the epoch as the result.

Fig. 9 shows the running times of different algorithms under
different situations. From the figure, we can see that the SAC
algorithm has the longest running time, followed by the IASC
algorithm. The running time of the DDPG-UCB scheme ranks
third because the decision time of the UCB algorithm is faster,
and its state dimension and action dimension are smaller than
those of the IASC scheme, which makes its running time better
than that of the IASC algorithm. Moreover, the fewer number
of fabrics, the faster the DDPG-UCB algorithm. The running
time of the TD3 algorithm ranks fourth. The random strategy
algorithm only randomly selects the strategy, so the running
time is the fastest.

The system processing latency varies with the number of
fabrics, as shown in the Fig. 10. From the figure, we can
see that the total processing latency of the five algorithms
increases with the increase in the number of fabrics. This is
because consider the limited computing and communication
resources of edge cloud, with the increase the number of
fabrics, the fabric agent reduces the computing resources
allocated to each model, which increases the communication

Fig. 11. System accuracy under different the number of fabrics.

transmission delay and computing delay. Moreover, the total
processing delay of the random strategy algorithm is the largest
in the five groups. When n = 10, the curve of the total
processing delay of the four algorithms (i.e., TD3 algorithm,
SAC algorithm, DDPG-UCB algorithm and IASC algorithm)
is relatively close. Moreover, the delay of SAC algorithm is
the highest, while the delay of IASC algorithm is the smallest.
After the number of fabrics n = 12, the system processing
delay of the TD3 algorithm is lower than that of the IASC
algorithm, indicating that after the number of fabrics increases,
the performance of the TD3 algorithm is better than that
of the IASC algorithm, while the total processing delay of
the SAC algorithm and the DDPG-UCB algorithm becomes
higher. In summary, the IASC algorithm has the best overall
performance in the system processing delay among the five
algorithms.

Fig. 11 shows the curve of the average accuracy of the
algorithm concerning the number of fabrics. It can be seen
that the average accuracy of the system decreases with the
increase the number of fabrics. This is because the algorithm
reduces the calculation amount of the DNN model by reducing
the sampling rate and density to balance the processing delay
and the accuracy. This leads to the accuracy of the model
processing decreasing. The random scheme algorithm has
the lowest average accuracy curve. The TD3 algorithm is
below the IASC algorithm and above the SAC algorithm, and
when n=15, the average accuracy of the system is reduced
to about 50%. This shows that the adjustment effect of the
TD3 algorithm on the average accuracy rate is poor. The SAC
algorithm is lower than that of the DDPG-UCB algorithm
before n = 11, and it is relatively higher after n=11. However,
when n = 15, the average accuracy of SAC and DDPG is
reduced to less than 50%, so neither of these two algorithms
is suitable for scenarios with a large number of users.

VI. CONCLUSION

In this paper, we first propose a 6G fabric computing net-
work which includes a fabric sensing layer, 6G communication
layer, and fabric agent layer. Then, taking fabric sampling
rate, sampling density, and model placement as variables,
we have formulated an optimization model with the goal of
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minimizing the user acquisition delay while ensuring accuracy.
To solve this model, we have designed the IASC scheme based
on the deep reinforcement learning algorithm. This scheme
can achieve the optimal control of the data by adjusting the
sampling rate and density of the fabric. By combining the
placement of the intelligent model, the user’s benefits can be
maximized. Finally, we have carried out experiments to verify
our algorithm’s effectiveness. The experimental results show
that compared with several baseline algorithms, our proposed
algorithm can minimize the delay and maximize the accuracy.
In future work, we will consider the energy consumption in
6G fabric computing.
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