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Abstract— Digital twin (DT)-assisted mobile edge network
can achieve energy-efficient task offloading by optimizing the
decision-making in real time. Although many DT-assisted task
offloading solutions in mobile edge networks have been designed,
stochastic asynchronizations between the DTs and physical enti-
ties are still ignored. In this paper, we investigate a task offloading
problem in a DT-assisted URLLC-enabled mobile edge network
which considered the uncertain deviation between DT estimated
values and physical actual values. Specifically, we formulate
a latency and energy consumption minimization problem by
optimizing task offloading, resource allocation, and power man-
agement. To solve this problem, we propose a DT-assisted robust
task offloading scheme (DTRTO) based on learning composed of
decision and deviation networks. The deviation network predicts
the worst-case deviations based on the pre-decision, and the
decision network optimize the decision considered the worst-case
deviation. The simulation results show that, compared to the
baseline algorithms, the DTRTO scheme can realize low latency
and energy consumption in task offloading while maintaining
high robustness.

Index Terms— Digital twin, mobile edge network, robust
combinatorial optimization.

I. INTRODUCTION

HE sixth generation (6G) networks integrates emerg-

ing technological advances in wireless communications,
to provide extremely high transmission rates and low latency,
satisfying promising services and applications. With the advent
of the 6G era, hundreds of billions of mobile devices will
be connected to wireless networks owing to the flexible,
convenient, and ubiquitous intelligent services provided by
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mobile networks [1]. However, smart services require intensive
computation tasks and persistent processing with low latency,
posing a challenge for mobile devices with limited computing
resources. Mobile edge computing (MEC) [2] reduces end-
to-end latency by offloading computing tasks to surrounding
base stations equipped with powerful computing resources.
Moreover, the massive amount of offloading tasks also requires
low latency and highly reliable communication transmissions.
For example, virtual reality health [3] is required to trans-
mit monitored body conditions of the patient continuously
in real time, and personalized diagnosis provided by deep
learning [4]. Thus, the low latency requirement is a major
challenge for 6G systems in providing high-quality services
for emerging intelligent applications.

The ultra-reliable low latency communication (URLLC) [5]
technology has emerged as a viable solution because it
establishes performance requirements for emerging latency-
sensitive applications in 6G networks, which are achieved
through the transmission of shorter data packets. Recently,
the URLLC-enabled mobile edge network has attracted much
attention. However, given the high-performance demands and
limited computing and transmission resources of the URLLC-
enabled mobile edge network, the challenges of designing
an optimal task offloading scheme with efficient resource
allocation increase significantly owing to the dynamics of the
networks.

Digital twin (DT) for mobile edge network attempts to
provide a comprehensive functional description for mobile
edge networks to reproduce the attributes, behaviors, and rules
of physical entities and directly optimize physical operations
via a real-time feedback control. Thus, DT has attracted
the attention from researchers and is expected to assist in
operational phases to optimize the decision-making of task
offloading and resource allocation in the URLLC-enabled
mobile edge networks. For example, a DT scheme of URLLC-
enabled mobile edge network was presented in [6] to address
the optimal problem of latency and reliability by optimiz-
ing various communication and computation variables. The
Lyapunov optimization method and actor-critic deep reinforce-
ment learning are leveraged in [7] to minimize the offloading
latency under the constraints of accumulated consumed service
migration cost during user mobility in DT edge networks.
To solve a practical end-to-end latency minimization prob-
lem in the DT-assisted mobile edge network, Tan et al. [8]
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Fig. 1.

iteratively optimize the transmission power of Internet-of-
Things (IoT) devices, user association, intelligent task offload-
ing, and estimated CPU processing rate of the devices. These
studies have effectively improved the quality of service of
mobile edge networks.

Considering the DT-assisted mobile edge network, the
URLLC model plays a significant role in ensuring ultra-
reliable and low latency transmission between DTs and phys-
ical entities. To achieve such a novel scenario, it is urgent to
reduce the latency and energy consumption of task offloading
and resource allocation. However, the existing DT-assisted
mobile edge networks focus only on the design and implemen-
tation of the network architecture, ignoring the stochastic asyn-
chronization between the DT and the physical entities, such
as the data deviations of task request and position of mobile
devices, especially ignoring that these deviations are dynami-
cally changing. Huynh et al. [6] considered the deviation of
processing frequency, but they designed the algorithm by
fixing the deviation. In fact, the deviation is uncertain and diffi-
cult to predict. Whether the constructed models and generated
decisions can effectively guide the real network is an uncertain
issue. Moreover, the task offloading problems are a difficult
problem to solve, especially when considering uncertain vari-
ables. Massive optimization iteration and complex processing
are required, leading to long decision-making latency, but DT
is expected to provide feedback on the optimistic result in
real time.

To address these problems, in this paper, we focus on the
uncertain deviation in DT-assisted URLLC-enabled mobile
edge networks and propose an effective DT-assisted robust task
offloading scheme (DTRTO) based on learning to minimize
the latency and energy consumption. Specifically, as shown in
Fig. 1, we consider a task offloading problem with uncertain
deviation and take the URLLC and DT into the mobile edge
network to realize the high Quality of Experience (QoE). In the
physical environment, various types of mobile devices transmit
tasks requests to the edge cloud server deployed on the base
station using URLLC. In the edge cloud server, twin models of
physical entities are constructed. The DTRTO is deployed in
the DT to predict the DT synchronization deviations, make the
corresponding decisions, and send the decisions to the physical
entities on time.

Digital Twin-assisted URLLC-enabled mobile edge network architecture.

In summary, the main contributions of this paper include:

e Uncertain deviation: Considering the task offloading in
the DT-assisted URLLC-enabled mobile edge network,
we model the uncertain deviation between the physical
entities and DT when DT monitors the network and
makes the task offloading decision in real time.

¢ DTRTO scheme: We formulate a robust optimization
problem and propose a novel DTRTO scheme based on
learning to minimize latency and energy consumption
with uncertain variables by optimizing the task offload-
ing, resource allocation, and power management.

o Extensive performance evaluation: To evaluate the
DTRTO scheme, we conduct extensive experiments. The
experimental results show that, compared to the other
algorithms, the DTRTO can significantly reduce task
offloading latency and energy consumption with uncertain
deviation.

The remainder of this paper is organized as follows.
In Section II, we introduce the related works of task offloading
for MEC and DT-assisted edge computing. In Section III,
we formulate a task offloading problem on minimizing latency
and energy consumption. In Section IV, we describe the
composition and algorithms of the proposed DTRTO. The
experimental comparisons are presented in Section V. Finally,
the conclusion is given in Section VI.

II. RELATED WORK

In this section, we introduce the related work from the
following two aspects: task offloading for MEC and DT-
assisted edge computing.

A. Task Offloading for Mobile Edge Computing

The MEC is one of the key technologies of 6G [9], which
can greatly reduce system latency by providing powerful
computing resources at the edge of the network. The MEC has
been extensively studied for edge intelligence tasks, including
analysis, prediction, and optimization.

As a fundamental technology in the MEC, computation
offloading compensates for the shortcomings of mobile devices
in terms of storage resources, computing capacity, and energy
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efficiency [10]. On one hand, computation offloading of task
requests not only relieves the communication pressure on the
core networks, but also reduces the delay caused by long-
distance data transmissions [11]. On the other hand, emerging
applications in 6G also rely on the computation offloading
technology for efficient service provisioning to users [12].
The computing and bandwidth capacity of edge servers and
wireless links between edge servers to users are both limited.

Service providers prefer to hand over tasks to the edge cloud
to improve the QoE of users due to a lower transmission delay.
Yan et al. [13] propose a price-based distributed method to
manage the offloaded tasks where each task can be arbitrarily
divided bitwise for partial offloading. Zhang et al. [14] con-
sider the heterogeneous energy harvesting MEC systems with
multiple mobile devices and multiple edge servers. The prob-
lem of multi-hop multi-task partial offloading has been studied
in [15] by considering the partial offloading among edge
devices. Li et al. [16] propose an incentive-based offloading
control framework for the MEC networks.

However, due to the dynamics of the networks, the obstacles
in creating effective task offloading schemes considerably
increase with high-performance demand with limited comput-
ing and transmission resources in mobile edge networks.

B. Digital Twin Assisted Edge Computing

In recent years, DT technology has attracted widespread
attention in academia and industry [17]. It is a digital copy
of a physical entity and maps real physical entities and
environments to a virtual space in real time [18]. Using
intelligent learning algorithms and combined with the DT, the
real-time data can help physical entities make more accurate
and timely offloading decisions, reducing users’ resource con-
sumption [19]. The integration of DT and MEC [20] provides
new possibilities for alleviating the resource constraints of DT
applications in 6G networks.

As an exact replica of the physical system, the DT builds a
bridge between the physical system and the digital space [21],
[22]. DT technology, as one of the most critical enabling
technologies in 6G communication, has been the subject of
many advanced studies on improving the performance of MEC
systems in edge networks [7]. Sun et al. [23] utilized DTs to
capture the dynamic state of the network, and used unmanned
aerial vehicle driven joint learning to realize the ground-air
network. Lu et al. [24] proposed a digital double-edge network
model, and developed a communication-efficient federated
learning to improve the operating efficiency of the model.
Li et al. [25] first proposes a double deep Q network algorithm
derived from a deep reinforcement learning to effectively solve
the problem of maximum transmission unit association and
mobile device trajectory. Then, closed-form expressions are
used to deal with the transmission power allocation problem,
and the computational power allocation problem is further
solved by an iterative algorithm.

Moreover, several studies have explored the use of DT
technology as an important auxiliary tool to improve the
performance of MEC systems. DTs are mostly used to carry
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TABLE I
THE SUMMARY TABLE OF IMPORTATION NOTATIONS

Notation Meaning
M The set of the mobile devices
DT}, The digital twin model of the mobile device m
DT*e The digital twin model of the edge cloud
Sm The data size of offloading task of the mobile device m
Cm The CPU cycle for unit data of offloading task of the mobile

device m
dm The distance from the mobile device m to the edge cloud

The DT estimated value of the task data size, the CPU cycle
for unit data, and the distance from the mobile device m to
the edge cloud

ds, Oc, Og The deviation between the real state and the estimated value

€s, €c, €4 The maximum range of the deviations

Fe The maximum computing frequency provided by the edge
cloud

- The allocated computing frequency to the mobile device m

floe The computing frequency of the mobile user m

par The maximum transmission power of the mobile device m

Pm The transmission power of the mobile device m

pran The minimum transmission power of the mobile device m

Bm The task offloading decision of the mobile device m

Rm The transmission rate of the mobile device m

hm The channel coefficient of the transmission channel between
the mobile device m and the edge cloud

Y(pm, s wm) The SINR of the mobile device m

Vi The channel dispersion of the transmission channel between
the mobile device m and the edge cloud

out large-scale computing tasks to optimize the resource
allocation and execution decisions for MEC and improve
service quality. However, only few studies have focused on the
data asynchronization and deviation between the DT network
and the real network, ignoring the small differences between
them [6], [7], [8], [23], such as the deviation of transmission
rate and calculation frequency, etc. Huynh et al. considered
the deviation of processing frequency, but they design the
algorithm by fixing the deviation. In fact, the deviation is
uncertain and difficult to predict [6]. Thus, we focus on the
uncertain deviation between physical entities and DT. Based
on the real data collected by the physical entities, we train the
agent model to predict the deviation, improve the robustness
of the decisions, and guide the physical entities to make
appropriate resource allocations.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we consider a task offloading problem
in a DT-assisted URLLC-enabled mobile edge network and
formulate an optimal problem for minimizing latency and
energy consumption.

A. System Overview

The system model is shown in Fig 2, which contains the
physical layer, the DT layer, and the URLLC model. It aims
to solve the problem of how to optimize the task offloading,
resource allocation, and power management for mobile devices
in the DT-assisted URLLC-enabled edge network with uncer-
tain deviations of physical entities and DTs. In the physical
world, mobile devices transmit tasks to the edge cloud by the
URLLC. On the edge cloud server, the DT communicate with
each other through the intra twin and the DT communicate
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with the physical base station with the help of inter twin. The We define the estimated channels as H :~[h1, ha,....h M]
DT makes the optimal decision and sends the decision result and channel estimation errors as H = [hy, ha,...,hps]. Let

to the physical entity in time.

In the physical layer, there is one edge cloud and M mobile
devices. We denote M = {1,2,---,m,--- M} as the set
of mobile devices, they request tasks for processing at the
edge cloud through URLLC. The task generated by the mobile
device m is represented by Q,, = {Sm, ¢m }. We denote the
data size of the computing task as s,,, in [bits] and the required
CPU cycles for one-bit data as ¢, in [cycles/bit] which is
related to the task complexity. Let 3, € [0,1] be the ratio of
the m-th offloaded task, where 3,, of the task is computed
on the edge cloud completely while (1 — 3,,) of the task is
computed on the local device. The main notations adopted in
this work are listed in Table I.

B. Communication Model

There are M mobile devices and one base station, each
device is equipped with a single antenna, and the base station is
equipped with L antennas. The mobile devices move in a way
that obeys the random direction movement model. The channel
vector between the m-th device and the base station, denoted
by hy € CL*!, can be modeled as h,, = /Gmhy. The
gm 1s the large-scale channel coefficient and can be expressed
as g, = 10PL@n)/10 where PL(d,,) is the passloss and
d., is the distance from the m-th mobile device to the edge
cloud. The h,, is the small-scale fading which follows the
Rayleigh fading model h,, ~ CN(0,1I7). Under a shared
wireless medium, the L x 1 received signal vector at the base
station can be expressed as

Yy = Z hm\/ﬁxm'i'Zm (D
meM
where p,, and z,, are the transmit power and unit-power
data symbol of the m-th device. z,, ~ CN(0,I) is the
additive white Gaussian noise (AWGN) with zero mean and
unit variance.

A be an £ x M linear detection matrix that is based on the
estimated channel H. By using the linear detection A, the
received signal can be processed as

yP = Afy 2)

In this paper, the base station treat the estimated channel as
the true channel, denote the a,,, as the m-th column of matrix
A, the SINR for the m-th device ~,, is given by

7(pma Qm) = Qmpm|afihm|2/( Z Qipimgﬁ”z
ieM\m

+ Y Qupilafihil® + [laml?) 3)
ieM
where €,,, € {0,1}, and ©,,, = 1 (or 0) means if the channel
from m-th mobile device to the base station is connected
(or not). By transmitting short packets, the wireless URLLC
systems can satisfy the stringent latency constraints. In this
paper, we assume that both devices and the base station have
perfect channel state information. The work in [26] gave the
conclusion that with a fixed block length N and a block
error probability not larger than ¢, the maximum coding rate
(in bits per channel use) of using an error-correcting code, can
be expressed as
R, = Cy — %Qil(eu) + O(IO]gVN) 4
where C, is the channel capacity, and V,,, denotes the channel
dispersion between the m-th device and the base station. V,
measures the stochastic variability of the channel relative to a
deterministic channel with the same capacity [27]. It can be
expressed as

‘/m =1- (1 + ’Y’m)72 (5)

Q~(-) represents the inverse Q-function, which can be
2 . .
expressed as Q(r) = \/#27 [¥ e~'=, and By, is the bandwidth
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of the m-th device. We denote w = >, Qy,/N. Then the
uplink URLLC coding rate in the finite block length regime
is obtained by:

Rm(pm, Qm) ~ (]— - W)Bm log (1 + ’Y(]%m Qm))

(1 - W)Vm(pma Qm)
- Bm\/ N

Q Hew) (6)

C. Digital Twin Model

The DT layer is placed on the edge cloud which repli-
cates the mobile devices, and edge cloud via a real-time
updating including time-variant state information, historical
data, offloading strategy, etc. By synchronizing the overall
situation including the mobile device position, task requests,
and wireless transmission capabilities, the DT layer decides
the optimal offloading strategies for the physical entity layer.
The DT consists of one edge cloud duplicate and M mobile
device duplicates, so it can be expressed as

DT = (DT¢, DT\, DT, --- , DT}) )

The DT duplicate of the edge cloud DT, is denoted as
DT = ®(F,) (®)

where F, is the maximum computing frequency of the
edge cloud. The m-th mobile device duplicate DT} can be
expressed as

DT = ®(3p, Cy i, ) 9)

where §,,,, ¢,, and dm are the estimated task data size, CPU
cycle for unit data, and distance from mobile device to the
edge cloud respectively, p;?* is the maximum transmission
power of the m-th mobile device.

The DT duplicates the state of the physical entity layer
over time. Because the DT layer is placed on the edge server,
it is relatively easy to obtain the most accurate estimated state
of the edge device. However, the location and task requests
of the mobile devices change constantly, so there may be
errors between the DT estimated value and the mobile entities.
Such uncertain and unpredictable errors between the physical
entities and the DT affect the system performance. Therefore,
we consider the twin model of the m-th mobile device with
an uncertain deviation ¢, and the real task data size, the CPU
cycle for unit data, and the distance can be expressed as

Sm:§m+5;na |5s‘§65
cm:ém+§¢7:n7 |6c|§€c
dm :dm_’_é;’ina |6d| <€

(10)

where dg, d., and d4 represent the deviation between the real
value and the estimated value, and ¢,, €. and €4 are the
maximum range of deviations.

D. System Latency Model

The communication contains the uplink for transmitting
the task data from mobile devices to the edge cloud and
the downlink for sending feedback results from the edge
cloud to mobile devices. But the downlink communication
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latency is much smaller than the uplink communication latency
because usually, the data size of the feedback results is much
smaller than the task data. So we only consider the uplink
communication latency in the system latency model. We can
get the uplink transmission rate R, of the m-th device from
(6). The transmission latency can be expressed as

T By Sy dyny 0™ = 5]’;8’” (11)

Then, the latency for computing task of the m-th mobile device
can be expressed as

mSmCm 1-— ) Srn Cmn,
Tﬁf(ﬁm,cm,sm,(sm) = 2 fe ( éflo)c (12)

where f is the edge cloud computing frequency providing
to the mobile device m and f'°¢ is the computing frequency
of the m-th mobile device. The allocated computing resources
cannot exceed the maximum computing frequency of the edge

cloud

M
> fh < F (13)
m=1
The average latency of all tasks is given by
1 = tr pr
Tag = 37 ;(Tm +T8) (14)

E. Energy Consumption Model

The energy consumption model of mobile device is divided
into transmission and computing energy consumptions. The
transmission energy consumption can be expressed as

For the m-th mobile device, its transmission power should be
less than the maximum transmission power p;»** and more

m N
min

than the received transmission power of base station pj»'™.

(16)

5)

P < pm < Pl
Then, the computing energy consumption can be expres-
sed as

Eﬁf(ﬁm’ Cm) = kﬂmcm( 717?6)2

where f1°¢ is the computing frequency of the m-th mobile
device and k is the unit computing energy consumption. So the
average energy consumption is expressed as

M

1

Eavg = M (Efv: + Eﬁ:)

m=1

a7

(18)

E. Problem Formulation

Due to the limited computing and transmission resources,
the DT decides the task offloading resource allocation, and
power management strategy for the optimal system perfor-
mance with an uncertain deviation. We denote the resources
decision provided to mobile devices as

ﬂ:{ﬂlaﬂ%”’ 75]\4}
fe:{flevféev“' 7f]?4}
p={p1,p2, - ,pm}

19)
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Then, we denote the estimated valuables of mobile devices as

§ = {51,582, ,8m}
¢ = {61,62,-“ ,éM} (20)
d:{d17d27"' 7dM}

Moreover, we denoted the uncertain deviation between esti-
mated and true of mobile device as

65 :{6;7533 76£W
Se = {61,062, oM 1)
5d:{6é75§7"' ’51,]24}

Thus, the objective of the DT-assisted URLLC edge network
is to minimize the latency and energy consumption of the
physical systems assisted by the DT. To avoid the unevenness
caused by the magnitude values of the latency or energy con-
sumption, we adjust the impact factors oy and ag according to
the actual situations. Formally, the optimization function can
be expressed as

P i, 5, Ve 02 @
subject to C1: 8, € [0,1],Vm € M (23)
M
C2: Y fm<F. (24)
m=1
C3:pmin < p,, <P ¥Yme M (25)
C4:|6] <e (26)

where § is the uncertain deviation between the physical entity
and the DT. Constraint C'1 means the offloading decision.
Constraint C2 represents the limitation of the computing
capability of the edge cloud and constraint C3 represents
the transmission power limitation of the mobile devices.
Constraint C4 means that § cannot exceed the range of the
uncertain set e.

Problem P; is a min-max problem with uncertain variables
which is hard to solve in general. One effective approach is
to use a traditional robust optimization method. However, the
conventional maximizer needs to be executed once for each
sampled decision in order to select the optimal robust decision
and the uncertain set is difficult to denote. Thus, we propose
a robust optimization network based on learning to solve the
optimal decision with uncertain deviation.

IV. LEARNING TO ROBUST OPTIMIZE

In this section, we propose a learning-based algorithm
DTRTO based on a robust combinatorial optimization. Specif-
ically, we first decompose the optimization problem P; into
two sub-problems, i) the minimization problem corresponding
to the optimization of task offloading, resource allocation
and power management, and ii) the maximization problem
corresponding to uncertain deviation. Then, we design two
novel learning networks to solve the subproblems.

3027
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Fig. 3. Decision network for DT-assisted task offloading.

A. Decision Network for DT-Assisted Task Offloading

First, according to (19) and (20), we define the estimated
variable as & = {4 &d} and the decision variable M
as a = {f,f° p}. Then the minimization problem can be
reformulated as

2 :Bn}in a1 To0g(Z,a) + a2 Equg (T, a) 27)
»F4p
subject to C1: 83, € [0,1],¥Ym € M (28)
M
C2: Y fm <F. (29)
m=1
C3: pgi“ < pm < p,Vme M (30)
We denote the optimization objective function as
F= CVlf-z—‘avg + a2Eaug 3D

The object Ps is to minimize F through optimal decision a,
but it only knows the estimated request information z.

To address this problem, we design a decision neural
network to estimate the probability of a decision, as shown
in Fig. 3. The decision network consists of an input layer,
a hidden layer, and an output layer. We set the estimated vector
Z as the input of the decision network whose size is (1,3M).
The input variables & = {§, €, a} are normalized according to
variable type respectively through the input layer. The output
layer consists of three paralleling activations to output the
probability of resource allocation by the edge cloud which
ensures that the result does not exceed the constraint due to
the limited resource. Thus, the output vector with the size of
(1,3M) can be given as

m(alt) = {mg, s, mp} (32)

The final decision variable a = {3, f®, p} can be calculated
by the output of the decision network, which is given by

B=mg
I(m):q f*=nsF, (33)
p — ,n_p(pmax _ pmln) + pmln

However, there are no true values to supervise the learning
of the neural networks in combinatorial optimization problems.
Therefore, the target function F is used to be the loss function
to supervise the parameter updating. Besides, in order to
adapt to the worst-case situations with deviation 9, the loss
consider the worst-case § which can be given by the maximum
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Fig. 4. Deviation network for the uncertain variable.

optimizer. So the decision network uses the output of the
deviation network to calculate the worst-case loss. Due to the
large variance of latency and energy consumption of different
requests, the network is difficult to converge. The uniform
allocation strategy is simple and normal situations, so it can
be a baseline to normalize the objective. Note that it is not the
optimal value or ground truth. We denote the uniform decision
as Gpaseline, SO W€ can normalize the target function by

f(@+46,a)
f(i‘, abaseline)
where § is the output of the deviation network. Then, we can
get the gradient of J(y) as
Vo d (@) = Vo f(@ + (2, Py(2)), @y (1))

where ® and ¢ represent the decision network and its param-
eters and © and 6 represent the deviation network and its
parameters. Moreover, the parameter updating is as follows:

(36)

J(p) = (34)

(35)

Yir1 = @i +mVyJ(v)

where 7); is the learning rate of the decision network.

The pseudocode of the decision network for DT-assisted
task offloading is given in Algorithm 1. There are two decision
networks in the DTRTO consisting of Z-decision network and
d-decision network, so the training process is divided into two
phases. In the first phase, we train the neural network to get the
®,., which is to predict the pre-decision probability of task
offloading. Then, using the ®_ to train the decision network
for the second time, we can get the @ ;.

B. Deviation Network for the Uncertain Variable

The purpose of the deviation network is to predict the error
between the estimated values and true values in the worst
scenario, and it is a maximization problem, which is given
by

Ps : maxd 1T gpg + aaEgyg (37)
‘s,ut/)’ject to C1: |0 <e (38)

We denote the optimization objective function as
G(0) = a1 Tavg + a2Equy (39)

As shown in Fig. 4, the deviation network consists of an
input layer with normalization, an MLP hidden layer with
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Algorithm 1 Decision Network for DT-Assisted Task Offload-
ing
Input: Training set of DT estimated valuables D,
Output: Network parameters that ¢; for Z-decision network
®,,. and s for d-decision network @,
1: Initialize network parameter (o of decision network.
2 Set Tuniform : {Tgm = ﬁ, Tfom = 0.5,Tpm
0.5,Vm € M}
: for episode in range(EPISODES) do
for i in range(EPOCHS) do
Random select £ = Dy random
Use decision network to output the probability of
decision a by 7(a|t) = @, (&) = {7, Tfe, Tp }

AN A

7: if episode = 0 then
8: Set6 =0
9: else
10: Use deviation network to output § = Og(z, a;)
11: end if
12: Calculate the latency Tpose = T'(&, Tuniform) and
energy consumption Epgse = E(&, Tuniform) by
uniform allocation decision Tyn; form
13: Normalize the latency and energy consumption by
output allocation decision a
T =T(2+6,7)/Trase
E' = E(%+6,7)/Epase
14: alculate loss function
J(pi) = 37 (T + asE')
15: Calculate the gradient of V,, J(¢;)
16: Update the parameter @;11 = @; + 11V, J (©;)

17:  end for

18:  if episode = O then

19: Save s = Ypatchsize for d-decision network @,
20:  end if

21:  Train the parameter 6 for deviation network Oy

22: end for

23: Save Y3 = Vpatchsize fOr T-decision network @,

the nodes of h, and an output layer. Because the objective
is related to the DT estimated value and the action, we set the
input of the deviation network as the uncertain variable and
the predictive decision probability, which can be expressed as

Imput : {&,7(a|Z)} (40)
The input variables & = {3, &, th} are normalized according
to variable type respectively through the input layer. Since
m(a|Z) is the output of decision network, it can be input
directly. Then, we output the deviation {ds,d,,,d4}. The
purpose of the deviation network is to predict the uncertain
deviation ¢ to maximize the objective G. The problem is that
we do not know the true deviation, so we can train the network
by G. However, the maximization problem is limited by the
uncertain set, thus a regular term is added to limit the range
of 4. The model is trained by adaptive moment estimation
(Adam) optimizer. The loss function is penalized positively by
the comparable magnitude of G, making the deviation network
develop in the direction of reducing . The formula of the loss
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Fig. 5. Digital twin robust learning task offloading (DTRTO) scheme.

Algorithm 2 Deviation Network for Uncertain Variable
Input: Training set of DT estimated request D,. Network
parameter ¢s of d-Decision network @,
Output: Network parameter 6 for deviation network ©y
1: for episode in range(EPISODES) do

2:  if episode=0 then

3 Set parameter ¢ = ;s for decision network ®;

4:  else

5: Set parameter ¢ = @3 for decision network @,

6: end if

7. for i in range(EPOCHS) do

8 Random select £ = D random

9 Use decision network to output the probability of
decision a by 7(a|t) = P, (&) = {73, Tfe, Tp }

10: Use deviation network to output § = Oy (&, )

11 Transfer 7 to a by I'(w)

12: Calculate average cost G(6) = —-(a1Tuug(d +
d, a) + Q2Eavg(£ + 4, a))

13: if [6|, > € then

14: Calculate loss function L(6;) = A(|d|, — ¢€)

15: else

16: Calculate loss function L(6;) = —G(9)

17: end if

18: Calculate the gradient Vg, L(0;)

19: Update the parameter of deviation network

Oiv1 = 06; + 12V, J(0;)
20:  end for
21:  Train the parameter ¢ for £-Decision network @
22: end for
23: Save 03 = Opgichsize for deviation network Oy

function is described as follows:

L(6) = {gw),w <e

A(3] = ©),18] > ¢ @b

where A > 0 is the additional penalty-weighted vector when
the solution § goes beyond e.

Vo J(0) = —VeG(0g(Z, Po(2)), Po(2)) (42)
Moreover, the parameter updating is as follows

where 7y is the learning rate of the deviation network.

The pseudocode of the deviation network for DT-assisted
task offloading is given in Algorithm 2. Because the input of
the deviation network is the estimated variables & and decision
m, the training process of the deviation network should first

Deviation | O 245
Network

|z
d-Decision | m
— —
Network

Tansfer | @
—
mTtoa

use the decision network to predict the decision. For the first
training phase, it uses the z-decision network and for the other
phase, it is trained using J-decision network.

C. The DT-Assisted Robust Learning Task Offloading Scheme

The DTRTO scheme consists of the decision network
and deviation network to solve the maximization problem
and minimization problem respectively. According to network
construction introduced before, the output decision a of the
decision network is the input of the deviation network, while
the output deviation ¢ is the key to calculating the loss J(y)
of the decision network. Thus, they are trained and updated
parameters alternately and support each other.

In the initial stage, the parameter gy and 6y which are
random initialized cause the network randomly direct the result
forward. If such untrained parameters are used to forward the
results and the results are used for another network, another
network will be trained to error direction at the starting point.
Therefore, to avoid disorientated training, we train the decision
network whose loss is not considered the deviation ¢, namely,
setting § = O in the first episode. After a batchsize training,
this decision pre-network could solve the minimization inde-
pendently. Then, the decision pre-network is used to train the
deviation network and they are trained alternately until to be
converged.

Three networks are used to solve the optimization problem,
as shown in Fig 5. The input is DT estimated variable & and the
output is the decision a with the worst-case predicted deviation
0. Specifically, the decision network outputs the pre-decision
apre = Py, (&) by input DT estimated Z. Then, the deviation
network outputs § = Oy(Z, apre) the deviation by pre-decision
apre and DT estimated £. We can get a decision ay,. at the
first step, but this decision does not consider ¢ adequately.
Thus, we input & + § into the pre-decision called §-decision
network which is trained at the first training phase. Note that
the parameters of d-decision network are different from -
decision network. Finally, we can obtain the final decision
a = @, (& + 9). The DTRTO is shown in Algorithm 3.

All the networks have the same construction except for
the number of hidden nodes. Both input and output are 31/
Given the number of hidden nodes h, the complexity of
each network is O(12nh2log(6n + h + 3nh). Therefore, the
network has a lower computing complexity when predicting
the decision. The main advantage of the proposed DTRTO is
that it can infer the optimal task offloading resource allocation
and power management scheme in DT when considering the
uncertain deviation between DT and physical entities. Thus,
the DTRTO improves the robustness of the DT-assisted mobile
edge network.
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Algorithm 3 Digital Twin-Assisted Robust Learning Task
Offloading Scheme
Input: DT estimated variables &
Output: Task offloading decision a
1: Using 2-decision network @, to predict the pre-decision
probability .. by estimated variables &7, = D, (Z).

2: Using deviation Network Oy to predict the uncertain
deviation by estimated variables and pre-probability: 6 =
O (i' ) 7T)

3: Using decision Network to predict the final-decision prob-
ability by estimated variables and predicted deviation
T+6 =, (L+0)

4: Transfer the 7 to a: a = I'(m)

5: Output task offloading decision a

V. PERFORMANCE EVALUATION

In this section, we evaluate the proposed DTRTO scheme.
To perform large-scale performance analysis, we establish a
parameter scheme based on real application scenarios and
build a simulation system to verify the system performance.

A. Experimental Setting

We consider a DT-assisted edge network topology with one
edge cloud and M mobile devices which are randomly active
in an area of 1000m x 1000m. The distance d is generated
by a random movement model with different speeds ranging
from 15m/s to 20m/s. For the offloading scenario, we assume
that the user M € (10, 50) requests task with the datasize and
CPU cycle/unit in the range of [100,1000] MB and [0, 100]
cycle/MB respectively. We randomly generate requests for M
mobile devices with data size and CPU cycle/unit in the range
of [0, Smax] and [0, cimax], respectively [28]. In order to verify
the robustness with uncertain deviations, we add the deviations
by error ratio to the dataset which are generated by a normal
distribution with mean and variance in the range of (0,0.1)
and (0,0.05) respectively.

For the computing parameters, we set the computer fre-
quency of the mobile device to f'°¢ = 500 MHz [8], and
the maximum computer resource of the edge cloud is in the
range of F, = [15,60] GHz. For the transmission parameters,
we set the maximum uplink transmission power of mobile
devices to p™®* = 200 dBm, the bandwidth is B = 5 Mbps,
the noise is Ny = —174 dBm/Hz, and PL(d,,) = —35.3 —
37.6log,y dr, [29]. The URLLC decoding error probability is
set to e, = 1077. The object effect vector is a; = 0.5 and
ag = 0.5. A neural network consists of linear layers and an
activation function with 128 hidden nodes. The learning rate
is {1072,1073,10%,5 x 1075}. We set the maximum range
of deviation € = (0.01,0.1) and X is adjusted by e.

To evaluate the performance of the scheme, we use the
final optimization indicators which consists of average latency,
average energy consumption, and average cost of mobile
devices. Because uncertain deviations arose between the DT
and physical entities, we employed a randomize deviation ratio
in the test set to verify the robustness of the scheme.
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Fig. 6. The learning curve of §-decision network.

B. Comparison Algorithms

Four benchmark algorithms are used to evaluate the pro-
posed DTRTO algorithm: 1) Random: The task offloading
and resource allocation strategy are generated randomly from
[0,1]. 2) Uniform: The uniform task offloading and resource
allocation strategy that is defined as muniform : {mgm =
a7 Tfom = 0.5, m = 0.5,¥m € M} 3) LRCO: A robust
learning algorithm that only uses a minimizer network to pre-
dict decisions in the prediction phase [30]. 4) Fixed deviation:
Pre-estimate a deviation between the DT and physical entities,
it has the same structure as the decision network but fixes the
estimated deviation [6].

C. Experimental Performance

1) DTRTO Scheme Convergence Analysis: The number of
hidden nodes and learning rate are the primary coefficients
of the decision network and the deviation network. We test
the convergence with different coefficient settings in order
to find the optimal configuration. Fig. 6 shows the learning
curve of the d-decision network which is trained at the first
stage. It indicates the loss in each epoch with various learning
rates 1 and hidden size h. Note that the loss decreases with
fluctuation, so we smooth the curve by moving an average
of window length 5 in order to observe the obvious trends.
We can see that the network has converged after 1000 epochs
except 7 = 0.0001 and higher learning rates accelerate the
convergence speed. For the fixed learning rate, as the hidden
sizes increase, the convergence speed up and the convergence
value decreases. Thus, in the experiments, we chose n =
0.0001, h = 512 as the decision network’s parameter to obtain
the fastest convergence and the best result.

Fig. 7 shows the learning curve of the deviation network,
which indicates the loss in each epoch with different learning
rates. For the regular terms’ deviation loss function, large
differences occurred in the loss curves. It can be seen that
the curve of 5x 107°, 10~%, 10~3 converge after 500 epochs,
but the curve of 1072 does not converge because the regular
term is difficult to limit the development in the case of high
learning rate. Thus, in the experiments, we set 7o = 0.0001 as
the optimal learning rate.

Fig. 8 shows the learning curve of the Z-decision network
trained at the third stage. It indicates the two methods to train
the network, relearning and based. Relearning means that the
network randomly initializes the parameters and relearning.
Based means that the network updates the parameter based
on the d-decision network. We can find that the based training

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on November 01,2023 at 19:01:00 UTC from IEEE Xplore. Restrictions apply.



HAO et al.: DT-ASSISTED URLLC-ENABLED TASK OFFLOADING IN MOBILE EDGE NETWORK

I
-1.0 :\ i PN i iyt R S 4
-11 \
3 T
S T
-1.2 I

¥ n=0.00005,h=128
~e- 1=0.0001h=128
-1.31 —+ 1=0.0001,h=256
n=0.001,h=128

0 100 200 300 400 500 600 700 800 900 1000

Epoch
Fig. 7. The learning curve of deviation network.
1.2 v *-- n=0.005,Relearning
i —e- n=0.001,Relearning
1.1 | +- n=0.01,Dased
b4 n=0.001,Dased
0 1.0 + n=0.0001,Dased
o i
—
0.91 |
0.8
R s T
0.7
0 100 200 300 400 500 600 700 800 900 1000
Epoch
Fig. 8. The learning curve of Z-decision network.
50 Uniform ]
--- LRCO
40 Fix 6=0.01
Fix 6=0.05
. 30{ — DTRTO
& :
s} /
20 7/
/
]
10 f
I
0
20 30 40 50 60 70

Average latency

Fig. 9. The cumulative distribution function of task offloading average latency
under five schemes.

network shows lower convergence values and that the learning
curve mildly decreased. Moreover, it can be seen that the
curve with 7 = 0.0001 is lower than 7 = 0.001. Thus, a lower
learning rate is associated with optimal performance. Because
the Z-decision is trained based on the §-decision network, they
are set to the same construct and hidden size of 512.

2) The CDF of Five Algorithms on the Average Latency,
Average Energy Consumption, and Average Cost: Fig. 9-11
shows the cumulative distribution function (CDF) distribution
of latency, energy consumption, and cost under different
algorithms. It can be clearly seen that the performances of
DTRTO whether measured by latency, energy consumption
or cost are significantly better than that of other algorithms.
Specifically, when comparing DTRTO to the fixed deviation
scheme, DTRTO can better adapt to the situation with uncer-
tain deviation. Furthermore, DTRTO is distributed in the lower
region, meaning that DTRTO can obtain superior performance
in the majority of cases.

3) The Impact of Different Parameters on Algorithms
Performance: To verify the generalization of DTRTO,
we simulate a variety of scenarios of task offloading consisting
of different maximum datasize and required CPU cycles of
mobile devices. Fig. 12-14 show the impact of maximum task
data size s™%*, the maximum CPU cycle/unit ¢"*** and the
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Fig. 10. The cumulative distribution function of task offloading average
energy consumption under five schemes.
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Fig. 11. The cumulative distribution function of task offloading average cost
under five schemes.
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cost.

maximum computing resources of edge cloud F, on system
average cost. Fig. 12 shows that the cost of DTRTO is the
lowest. As the maximum task datasize increases, the average
system cost increases because a larger data size requires more
resources to offload. As shown in Fig. 13, the cost increases as
the maximum unit CPU cycle increases and the DTRTO tends
to be stable after 60 cycles compared to other schemes. The
reason is that large CPU cycle requires a long computing time
so the latency becomes the main factor of the task offloading
scheme. Thus, DTRTO has a better stability when there are lots
of complex tasks compared to other schemes. When changing
the maximum computing frequency of the edge cloud, the
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Fig. 15. The impact of mobile device number on the system average cost.
average cost shows a slight fluctuation in Fig. 14. The reason is
that the maximum frequency influences the computing latency,
but the transmission latency and energy consumption influence
the cost in terms of a higher weight.

4) The Impact of the Number of Mobile Devices on Algo-
rithms Performance: Since the input size of the network
is (1,3M), the size of input sequences is decided by the
number of mobile devices. So we construct some experiments
in the case of various input sequences, as shown in Fig. 15,
we assess the average energy, latency, and cost of five schemes.
‘We find that in the case of different numbers of mobile devices,
DTRTO shows lower average latency, energy consumption,
and cost. Because we use different datasets of varied input
sizes, the performance of the three groups reflect differences.

In summary, compared to other schemes, the DTRTO can
reduce the latency and energy consumption in various sce-
narios when there are uncertain deviations. Thus, the DTRTO
can improve the robustness of decision-making and address
the stochastic asynchronization between the DT and physical
entities.

VI. CONCLUSION

In this paper, we proposed a DT-assisted URLLC-enabled
mobile edge network in 6G environment. To minimize the
system latency and energy consumption, we formulated a
task offloading problem considering the uncertain deviation
between the DT and the physical entity. Moreover, we
designed a DTRTO algorithm that includes decision networks
and deviation network. We carried out extensive simulations
to calculate the latency and energy consumption in various
cases to verify the optimization performance of the system
with deviation. The experimental results demonstrated that
with system deviation, the DTRTO scheme can provide an
effective offloading strategy with low latency and energy
consumption.
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