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Abstract— With the growth of participating clients, the cen-
tralized parameter server (PS) will seriously limit the scale
and efficiency of Federated Learning (FL). A straightforward
approach to scale up the FL system is to construct a Parallel
FL (PFL) system with multiple parallel PSes. However, it is
unclear whether PFL can really accelerate FL or reduce the
training time of FL. Even if the answer is yes, it is non-
trivial to design a highly efficient parameter average algorithm
for a PFL system. In this paper, we propose a completely
parallelizable FL algorithm called P-FedAvg under the PFL
architecture. P-FedAvg extends the well-known FedAvg algorithm
by allowing multiple PSes to cooperate and train a learning
model together. In P-FedAvg, each PS is only responsible for
a fraction of total clients, but PSes can mix model parameters
in a dedicatedly designed way so that the FL model can well
converge. Different from heuristic-based algorithms, P-FedAvg
is with theoretical guarantees. To be rigorous, we theoretically
analyze the convergence rate of P-FedAvg in terms of the number
of conducted iterations, the communication cost of each global
iteration and the optimal weights for each PS to mix parameters
with its neighbors. Based on theoretical analysis, we conduct a
case study on five typical overlay topolgoies formed by PSes to
further examine the communication efficiency under different
topologies, and investigate how the overlay topology affects
the convergence rate, communication cost and robustness of a
PFL system. Lastly, we perform extensive experiments with real
datasets to verify our analysis and demonstrate that P-FedAvg

Manuscript received August 17, 2021; revised December 19, 2021; accepted
March 29, 2022; approved by IEEE/ACM TRANSACTIONS ON NETWORKING

Editor G. Joshi. This work was supported in part by the National Natural Sci-
ence Foundation of China under Grant U1911201 and Grant U2001209, in part
by the Science and Technology Planning Project of Guangdong Province
under Grant 2021A0505110008, in part by the Program for Guangdong
Introducing Innovative and Entrepreneurial Teams under Grant 2017ZT07 ×
355, and in part by the Pearl River Talent Recruitment Program under
Grant 2017GC010465. This is an extended version of a paper that appeared
in the IEEE International Conference on Computer Communications (INFO-
COM 2021) [DOI: 10.1109/INFOCOM42981.2021.9488877]. (Corresponding
author: Di Wu.)

Xuezheng Liu, Di Wu, and Xu Chen are with the School of Computer
Science and Engineering, Sun Yat-sen University, Guangzhou 510275, China,
and also with the Guangdong Key Laboratory of Big Data Analysis and
Processing, Guangzhou 510006, China (e-mail: lxuezh@mail2.sysu.edu.cn;
wudi27@mail.sysu.edu.cn; chenxu35@mail.sysu.edu.cn).

Zhicong Zhong is with the Department of Computer Science and Engineer-
ing, Chinese University of Hong Kong, Hong Kong 999077, China (e-mail:
zhiczhong3@mail2.sysu.edu.cn).

Yipeng Zhou and Quan Z. Sheng are with the Faculty of Science and Engi-
neering, School of Computing, Macquarie University, Sydney, NSW 2109,
Australia (e-mail: yipeng.zhou@mq.edu.au; michael.sheng@mq.edu.au).

Min Chen is with the School of Computer Science and Technology,
Huazhong University of Science and Technology, Wuhan 430074, China
(e-mail: minchen@ieee.org).

This article has supplementary downloadable material available at
https://doi.org/10.1109/TNET.2022.3168939, provided by the authors.

Digital Object Identifier 10.1109/TNET.2022.3168939

can significantly speed up FL than traditional FedAvg and other
competitive baselines. We believe that our work can help to lay
a theoretical foundation for building more efficient PFL systems.

Index Terms— Parallel federated learning, convergence rate,
network topology, mixing matrix.

I. INTRODUCTION

THE past decade has witnessed the tremendous success
achieved by machine learning. However, an arising con-

cern threatening the advances of machine learning is the poten-
tial leakage of user privacy because data samples collected
to train machine learning models may contain end users’
sensitive and confidential information [2]–[4]. To reconcile the
concern on data privacy leakage, the Federated Learning (FL)
framework is devised. In a typical FL system, a centralized
parameter server (PS) is deployed to coordinate the learning
process for a number of decentralized clients. Instead of
collecting original data samples from clients, only interme-
diate computations (e.g., model parameters) are gathered from
clients via the Internet. To facilitate the collaboration of mul-
tiple clients, various model average algorithms are designed,
such as the FedAvg algorithm [5].

In vanilla FL, a single centralized PS is responsible for
coordinating clients. For a large-scale FL system, it turns
out that the communication between multiple decentralized
clients and the single PS would be the bottleneck and the
learning process can be retarded considerably due to the
following two reasons [6], [7]. Firstly, for clients located in
different geographic areas, it is difficult to establish a fast
network to connect all of them with a single PS. Secondly,
the communication capacity of a single PS is limited while
the client population can be a huge number [8]. Thereby, the
single PS can only interact with a small portion of all clients in
each global iteration, and hence the overall learning efficiency
can be low.

To overcome the bottleneck of a single PS in FL, a straight-
forward solution is to build a parallel FL (PFL) system by
deploying multiple decentralized and parallel PSes in the
system. Fig. 1 shows a simple PFL system with clients
distributed in three cities. By deploying three PSes such as
edge servers in different cities, the PFL system can cover all
clients completely and exclusively. Meanwhile, PSes exchange
model parameters with each other so that the model can finally
converge. However, constructing an efficient PFL faces quite
a few challenges: 1) In theory, it is unclear whether PFL will
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Fig. 1. A simple PFL system with three PSes located in three different cities
to serve their clients.

converge or lower the convergence rate than the traditional
FL; 2) Even if PFL can converge, a highly efficient model
average algorithm is still unknown for PFL; 3) To speed up the
convergence, what is the optimal network topology to connect
these PSes? 4) How should a PS mix parameters exchanged
with its neighbor PSes?

In this paper, we propose a parallel FL algorithm called
P-FedAvg for the PFL system, which is an extension of the
FedAvg algorithm [1]. 1 The P-FedAvg algorithm works as
follows. Each client conducts a number of local iterations
before its model parameters are uploaded to its PS. After
collecting model parameters from selected clients, each PS
conducts a round of global iteration by aggregating model
parameters uploaded from its clients and then mixing model
parameters with its neighbors. Then, each PS distributes the
mixed model parameters to its covered clients to kick off a
new round of global iteration.

To prove the feasibility of PFL, we formally prove the
convergence of P-FedAvg in terms of the number of iterations.
By taking the communication time cost of each global iteration
into account, we prove that PFL can accelerate FL or reduce
the training time of FL when communication is the bottleneck
of the FL system. The reason lies in that our method can
distribute the communication load of a single PS in traditional
FL to multiple parallel PSes in PFL. Furthermore, we continue
to optimize the weights for PSes to mix their parameters with
neighbor PSes so as to maximize the final model accuracy.
We also explore how the overlay topology connecting PSes
affects the convergence rate, the system robustness and the
communication cost through case study with five typical over-
lay topologies. Finally, extensive experiments are conducted by
using the MNIST, FEMNIST [9] and CIFAR10 [10] datasets,
and the experimental results demonstrate that P-FedAvg can
significantly outperform the original FedAvg and other com-
petitive baselines.

The rest of the paper is organized as follows. The related
work is discussed in Sec. II. The P-FedAvg algorithm is
designed in Sec. III. Its convergence rates are derived in
Sec. IV. Its communication cost is analyzed in Sec. V. The
influence of the overlay topology and the algorithm to optimize

1Our initial work has been published in IEEE INFOCOM 2021. The current
version has significantly extended our initial work by completing the proof
of theorems, conducting analysis of communication cost, revising case study
and extending experiments.

the mixing matrix are presented in Sec. VI. The experiments
are reported in Sec. VII before our paper is concluded in
Sec. VIII.

II. RELATED WORK

In this section, we briefly review the literature related to
our study, including federated learning, decentralized parallel
learning, and communications in FL.

A. Federated Learning

The FL framework was originally proposed by [5] to
preserve privacy for users without uploading data samples.
However, no theoretical results on the effectiveness of FedAvg
were provided. Later, Stich [11] and Yu et al. [12] theoret-
ically derived the convergence rates of FedAvg for convex
and non-convex loss functions respectively, by assuming iid
samples and full participation mode. However, it is more
common that samples on FL clients are non-iid. In light of
this, the convergence rate of FedAvg with non-iid samples
was studied in [13]–[16]. Since clients need to communicate
with the PS via the Internet, a number of works studied how to
improve the convergence rate of FedAvg with heterogeneous
and limited resources [17]–[19]. For most previous works,
they commonly assumed that there existed a single centralized
PS, which was responsible for the communication with all
clients. The bottleneck caused by the single PS in FL has
been largely overlooked by these works.

B. Decentralized Parallel Learning

To overcome the shortcoming of a single PS, decentralized
parallel learning (e.g., distributed SGD) has been extensively
studied in recent years. In the distributed SGD framework,
multiple workers execute computation and communication
tasks independently. Lian et al. [7] proposed a synchronized
decentralized parallel SGD algorithm, in which all workers
computed local gradients in parallel and then exchanged gradi-
ents with neighbors synchronously, and later proposed an asyn-
chronous distributed SGD algorithm that can achieve a faster
convergence rate by assuming iid samples in [20]. Wang and
Joshi [21] extended the analysis of the above distributed SGD
algorithm by allowing each client to execute multiple iterations
before synchronization. The convergence rate analysis with
non-iid samples was provided in [22]. Koloskova et al. [23]
investigated the relation between the convergence rate of
decentralized SGD algorithms and the connectivity of the
graph formed by workers. The above algorithms are applicable
for a computing cluster in which workers can communicate
with each other efficiently. However, due to the unreliable
client-to-client communication, the communication overhead
is too high if all FL clients communicate with each other via
the Internet.

C. Communications in FL

Vanhaesebrouck et al. [6] pointed out that it is almost
impossible to deploy an always-on reliable PS in practice.
Communication congestion occurs frequently if there is a
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single PS in FL [7]. Some previous works studied how to
reduce communication traffic of the PS in FL. Li et al. [24]
proposed a gradient sparsification technique to reduce the
size of transmitted data. Reisizadeh et al. [25] synthetically
adopted methods of quantized message-passing, periodic aver-
aging and partial participation to address the communications
and scalability challenges in FL. Liu et al. [26] proposed
a hierarchical FL, in which a three-level tree was formed
among PSes and clients. However, such kind of architecture
was not flexible and the root node was still a communication
bottleneck. Lian et al. [7], [20] showed that the decentralized
learning algorithms can outperform the centralized algorithms
when communication conditions were poor. Wang et al. [27]
develops a network-aware distributed learning methodology to
improve network resource utilization across a network of fog
devices.

Different from these works, our contribution lies in propos-
ing a flexible PFL framework that can distribute the commu-
nication traffic among multiple PSes. In addition, theoretical
analysis is provided to guarantee fast convergence of PFL.

III. DESIGN OF PARALLEL FL ALGORITHM

In this section, we first introduce the system model of PFL
and then describe the design of parallel learning algorithm
(namely, P-FedAvg) for PFL.

A. System Model of PFL

In a parallel FL system, suppose that there are M PSes.
For PS i, it covers a set of clients denoted by Ni with
cardinality Ni. Meanwhile, N = ∪M

i=1Ni and Ni ∩ Ni� = φ.
The M PSes are connected, and the formed topology can be
captured by a matrix L. The dimension of L is M ×M . If PS
i and PS i� are connected, we have Lii� = 1. 2 Otherwise
Lii� = 0. Note that we only consider an undirected scenario
which implies that Lii� = Li�i.

Data samples are distributed on clients. For client j, it owns
a set of samples, Dj . The objective of these clients is to train
a common machine learning model which can be expressed
by a loss function f̃(x). Here, x with dimension d is the
set of parameters to be determined by the learning algorithm.
Formally, f̃(x) can be defined by samples on clients as
follows:

f̃(x) =
M∑
i=1

∑
j∈Ni

pj f̃j(x). (1)

Here, f̃j is the portion of the loss function contributed by
client j, f̃j : R

d → R, ∀j ∈ N , pj = Dj�
M
i=1
�

j∈Ni
Dj

,

Dj is the cardinality of Dj . It can be defined as f̃j(x) =
Eξj∈Dj f̃(x; ξj), ∀j ∈ N . f̃(x; ξj) is the loss function
defined with a single sample ξj . The learning objective is
to find x∗ that can achieve the minimized loss function,
i.e., f̃∗ := f̃(x∗) = min f̃(x). If fj(x) = MNipj f̃j(x), f̃(x)

2In our study, Lii = 1.

can be re-defined by

f(x) =
M∑
i=1

1
M

∑
j∈Ni

1
Ni

fj(x). (2)

Assuming that M , Ni and pj are all constant in the process
of training, minimizing f and f̃ are equivalent. Note that we
will use fj as the loss function contributed by client j in the
following.

As described in Fig. 1, the parallel FL works as follows:
1) Each PS i distributes the set of model parameters 3 x

to a number of selected clients in Ni to start a round of
global iteration.

2) Each client conducts E rounds of local iterations and
returns the updated x to its PS.

3) Each PS i aggregates model parameters returned from
its clients, and then mixes the model parameters with its
neighbor PSes.

4) If the termination conditions are not satisfied, go back
to Step 1.

B. P-FedAvg Algorithm

We first define xj as the parameter vector maintained by
client j. The intermediate parameter vector vi = 1

Ki

∑
j∈Ki

xj

for PS i represents the model parameters obtained by aggre-
gating parameters from clients in Ki with cardinality Ki. xi is
the parameter vector after exchanging intermediate parameter
vectors between PSes. We further define the mixing vector
wi = (wi1, wi2, . . . , wiM )T where wii� ≥ 0 with 1 ≤ i� ≤ M
and

∑M
i�=1 wii� = 1. wi represents the weights for PS i to

exchange model parameters with its neighbors. In other words,
if PS i exchanges its model parameters with its neighbors, xi

is updated as xi = Vwi where V = (v1, . . . ,vM ). Similarly,
we define the mixing matrix W as W = (w1, . . . ,wM ). W
can be determined based on the topology matrix L, which will
be further discussed later.

Let ∇f(x,B) denote the gradient of the loss function
obtained with the sample batch set B with cardinality B.
Specifically, it is ∇f(x,B) = 1

B

∑
∀ξ∈B ∇f(x, ξ) where

∇f(x, ξ) is the gradient of the loss function obtained with a
particular sample ξ. Let η denote the learning rate. By extend-
ing the FedAvg algorithm proposed in the seminal work [5],
we design the Parallel FedAvg (P-FedAvg) algorithm in
Alg. 1.

In Alg. 1, each client executes E rounds of local iterations
before its parameters are returned to PS. r is the index for
global iterations while tr is the index for local iterations. rE+
tr is the index for the total number of iterations including
both global and local iterations. Ki(t) implies that the selected
clients are different in round r for a fixed cardinality Ki.

In comparison with the original FedAvg algorithm, each PS
in P-FedAvg conducts FedAvg in parallel. Note that, to make
these PSes reach a consensus, in each round of global iteration,
each PS not only aggregates parameters from its covered
clients (i.e., line 8 in Alg. 1), but also exchanges model
parameters with its neighbors (i.e., line 10 in Alg. 1).

3x can be randomly generated for the first round of global iteration.
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Algorithm 1 Parallel Federated Averaging (P-FedAvg).
Input: learning rate ηt, mixing matrix W, initialized parame-

ters x0, number of iterations of each round E
Output: model parameter x

Server(x0):
1: Initialize model parameter x with x0

2: for each round r = 1, 2, . . . , T
E do

3: for each PS i = 1..M parallel do
4: Ki = A random set of Ni selected by PS i
5: for each client j ∈ Ki(r) parallel do
6: xj = Client(xi)
7: end for
8: vi = 1

Ki

∑
j∈Ki(t)

xj

9: Exchange model parameters with neighbor PSes
10: xi = Vwi

11: end for
12: end for

Client(x):
13: for tr=1,2..,E do
14: B(tr) = A batch of samples selected from local data
15: x = x − ηrE+tr

1
|B|

∑
∀ξ∈B(tr) ∇f(x, ξ)

16: end for
17: return x

C. Communication Topology and Mixing Matrix

Intuitively, to make the P-FedAvg algorithm converge as
fast as possible, PSes should form a fully connected graph.
However, it is well known that the communication cost via
the Internet is expensive. This implies that it is impractical
to construct a fully connected graph for M PSes. Thus, it is
more reasonable to assume that M PSes form a connected
graph with a limited number of edges.

In this work, we assume that the topology formed by PSes
is fixed which is determined by system operators. Given the
topology matrix L, we have wii� > 0 only if Lii� = 1. Next
the problem is to determine the mixing matrix W based on L
so that the P-FedAvg algorithm can converge with the fastest
rate.

We defer the determination of W after the analysis of the
convergence rate. Here, we temporarily assume that W is
known so that we can derive the converge rate of P-FedAvg
first. Note that W is a doubly stochastic symmetric matrix
with W1 = 1, 1TW = 1T and W = WT .

IV. CONVERGENCE ANALYSIS

In this section, we provide the convergence analysis of
the P-FedAvg algorithm under non-iid data distribution. Our
analysis will show that the converge rate is determined by the
total number of conducted iterations, the number of PSes and
the mixing matrix W.

A. Notation and Definition

Let t denote the index of the total number of conducted
iterations, which implies that r = 
 t

E � and tr = t mod E.

To facilitate our analysis, we define a number of variables as
follows. Based on vi(t) and xi(t), we define

v̄(t) =
1
M

M∑
i=1

vi(t), (3)

x̄(t) =
1
M

M∑
i=1

xi(t) =
M∑
i=1

∑
j∈Ki(t)

1
MKi

xj(t). (4)

In fact, v̄(t) and x̄(t) are virtual variables representing the
global consensus obtained by aggregating parameters across
all PSes. We use them to prove that each xi(t) will converge
to x̄(t) finally. For simplicity, we define the parameter matrix
after iteration t as

X(t) = [x1(t),x2(t), . . . ,xM (t)]. (5)

Similarly, the virtual parameter matrix is defined as

X̄(t) = [x̄(t), x̄(t), . . . , x̄(t)] = X(t)
1
M

11T . (6)

Here 11T represents a M × M matrix with all elements of
value 1.

To derive the evaluation of X(t), we define the gradient
of PS i as ∇fi(xi(t)) = 1

Ki

∑
j∈Ki(t)

∇f(xj(t),Bj) where
∇f(xj(t),Bj) is the gradient obtained with batch samples of
client j. The gradient matrix is denoted by

∂f(X(t)) = [∇f1(x1(t)),∇f2(x2(t)), . . . ,∇fM (xM (t))].
(7)

Let ηt be the learning rate at iteration t. From a logical
view, when t mod E �= 0, the update of client j’s parameters
would be xj(t) = xj(t − 1) − ηt∇f(xj(t),Bj). Otherwise if
t mod E = 0, the parameters will be aggregated. In summary,
the relationship between x and v can be expressed as:

V(t) = X(t − 1) − ηt∂f(X(t)), (8)

X(t) =

{
V(t) t mod E �= 0,

V(t)W t mod E = 0,
(9)

where W is the mixing matrix and V is the intermediate
computation before PSes exchange parameters with each other.

B. Assumptions

Similar to previous work [7], [13], [23], we make a few
necessary assumptions to facilitate our analysis.

Assumption 1: (L-smoothness) The loss function, fj :
R

d → R, j ∈ N , is differentiable and there exists a constant L
such that for all x,x� ∈ R

d:  ∇fj(x,Dj)−∇fj(x�,Dj) ≤
L  x − x� .

Assumption 2: (μ-convex) The loss function, fj : R
d →

R, ∀j ∈ N , is μ-convex which means that there exists a
constant μ such that for all x,x� ∈ R

d:fj(x) − fj(x�) + μ
2 

x − x� 2≤ �∇fj(x,Dj), (x − x�)�.
Assumption 3: (Bounding Stochastic Gradient) For client j,

ξj(t) represents the data sampled from the local data of the
client j at time t. The stochastic gradients are uniformly
bounded by G: E  ∇fj(xj(t), ξj(t)) 2≤ G2, ∀j ∈ N .
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TABLE I

SUMMARY OF MAIN NOTATIONS

Assumption 4: (Bounding the variance) For client j, given
a parameter vector xj and a sample ξj randomly collected
from Dj , the variance of stochastic gradients is bounded by:
E  ∇fj(xj ; ξj) −∇fj(xj ,Dj) 2≤ σ2

j , ∀j ∈ N .
Assumption 5: (Expected Consensus Rate) The mixing

matrix, W, is a symmetric stochastic matrix, i.e., WT = W,
1TW = 1T and W1 = 1. There exists a constant 0 < p ≤
1 such that ∀X ∈ R

d×M ,  XW − X 1
M 11T 2

F≤ (1 − p) 
X − X 1

M 11T 2
F .

Here, X 1
M 11T is the global average parameter matrix

across all PSes, while XW is one step of iteration by exchang-
ing parameters between PSes. Assumption 5 guarantees that
the gap between X and X 1

M 11T becomes smaller through
one step iteration, and finally X converges to X 1

M 11T .
According to [28], 1−p is the spectral radius of the matrix

W − 1
M 11T . p is a critical parameter that will affect the

convergence rate significantly. W should be determined to
maximize p. More details will be discussed in the next section.

1) Non-iid Data Assumption: It is well known that the
sample distribution in FL is non-iid. Let f∗ and f∗

j , ∀j ∈ N
denote the minimum values of f and fj respectively.

Assumption 6: (Non-iid degree) There exists a constant Γ
that quantifies the degree of non-iid as follows: Γ = f∗ −∑M

i=1

∑
j∈Ni

1
MNi

f∗
j , where

∑M
i=1

∑
j∈Ni

qj = 1.

The non-iid degree Γ is originally proposed in [13] to
measure the distance between the minimum value of the
global loss function and the average minimum value of local
loss functions and has been widely used in existing studies
(e.g., [29]–[31]). If the sample distribution is iid, it implies
f∗ = f∗

j , ∀j and Γ goes to zero as the number of samples
grows. Otherwise, Γ > 0 captures the degree of heterogeneity
if the sample distribution is heterogeneous on clients.

C. Convergence Rates

In this section, we present the convergence rate analy-
sis of the P-FedAvg algorithm under both full and partial

participation modes. In addition, we will discuss the impli-
cations of the convergence rates by comparing them with that
of the centralized mode presented in the work [13].

1) Full Participation Mode: For the full participation mode,
each server i involves all clients in Ni as the selected clients in
the set Ki for each round of global iteration. In this scenario,
by leveraging the assumptions listed in the last subsection,
we can derive the convergence rate of P-FedAvg as below.

Theorem 1: In the full participation mode, if Assumptions 1
to 6 hold and let ηt = 4

μ(a+t) , a = max{16k, 2E}, k = L
μ ,

and the P-FedAvg algorithm will cease after T iterations, then

f(xavg(T )) − f∗

≤ μa3

T 3
 x̄(0) − x∗ 2 +

8(2a + T )
μT 2

(
8E2G2 + 6LΓ

+
64E2G2

p
(
2
p

+ 1) +
∑
j∈N

q2
j

σ2
j

Bj

)
, (10)

where xavg(T ) = 1
ST

∑T
t=0 stx̄(t), ST =

∑T
t=0 st, st = (a +

t)2 and qj = 1
MNi

if j ∈ Ni.
In Theorem 1, we prove the convergence of xavg(T ) which

is defined as the average of x̄(t) over T iterations. Meanwhile
Assumption 5 guarantees that xi(t) will converge to x̄(t) as
long as x̄(t) can converge. qj is the weight of client j. Through
comparing the convergence rate derived in Theorem 1 and the
convergence rate of the centralized scenario derived in the
work [13], we can observe that:

• The asymptotic convergence rate of P-FedAvg is

O
(

1
T

(
E2G2 + LΓ + E2G2

p2 + E2G2

p +
∑

j∈N q2
j

σ2
j

Bj

))
.

In comparison, the asymptotic conver-
gence rate of the FedAvg algorithm is

O
(

1
T

(
E2G2 + LΓ +

∑
j∈N q2

j
σ2

j

Bj

))
according to [13].

Apparently, the decentralized organization of PSes will
bring extra cost to the algorithm.

• For P-FedAvg, p is a crucial parameter that heavily
determines the convergence rate. If p can be regarded
as a constant, the convergence rate of P-FedAvg is
asymptotically the same as that of FedAvg. p is affected
by the topology matrix L and the mixing matrix W.
We will further investigate the algorithm to maximize p
in Sec. VI.

For a centralized FL, the communication expense for sup-
porting all users is very large. Although P-FedAvg has a
slower theoretical convergence rate, it could reduce the large
communication expense through decentralized PSes.

2) Partial Participation Mode: In practice, it is more com-
mon that only a portion of clients can be engaged in each
round of global iterations due to the limited communication
resource. Thus, we can further assume that each PS i randomly
selects Ki clients with replacement from the set Ni for a round
of global iteration.

Theorem 2: In the partial participation mode, if Assump-
tions 1 to 6 hold and let ηt = 4

μ(a+t) , a = max{16k, 2E},
k = L

μ and the P-FedAvg algorithm will cease after T
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iterations, then

f(xavg(T )) − f∗

≤ μa3

T 3
 x̄(0) − x∗  +

8(2a + T )
μT 2

(
8E2G2 + 6LΓ

+
64E2G2

p
(
2
p

+ 1) +
∑
j∈N

q2
j

σ2
j

Bj
+

M∑
i=1

4E2G2

M2Ki

)
, (11)

where xavg(T ) = 1
ST

∑T
t=0 stx̄(t), ST =

∑T
t=0 st, st = (a +

t)2 and qj = 1
MNi

if j ∈ Ni.
The convergence rate in Theorem 2 is very similar to that in
Theorem 1. Through comparing the convergence rate under
partial participation in Theorem 2 with that of the centralized
FedAvg in [13], we can observe that:

• For simplicity, let Λ = E2G2 + LΓ +
∑

j∈N q2
j

σ2
j

Bj
.

The asymptotic convergence rate of P-FedAvg is
O

(
1
T

(
Λ + E2G2

p2 + E2G2

p +
∑M

i=1
E2G2

M2Ki

))
. In compar-

ison, the asymptotic convergence rate of the FedAvg

algorithm is O
(

1
T

(
Λ + E2G2

K

))
according to [13].

• By temporarily ignoring the impact of p, the convergence
rate of P-FedAvg heavily depends on the value of Ki’s.
If

∑M
i=1 Ki = K , it is easy to verify that

∑M
i=1

E2G2

M2Ki
≥

E2G2

K . Thus the centralized algorithm can asymptotically
achieve a better convergence rate when selecting the same
number of clients.

• However, with M decentralized PSes, it is reasonable to
assume that

∑M
i=1 Ki � K . By abusing notations a

little bit, we assume K is the number of participating
clients in each global iteration in FedAvg. Therefore,
in practice P-FedAvg can possibly achieve a much better
convergence rate through involving more participating
clients.

Other than the potential benefit to improve the convergence
rate under the partial participation mode, it is more important
that P-FedAvg can distribute the communication traffic from
a single centralized PS to a number of decentralized PSes.
Hence, P-FedAvg is more efficient in communications and
robust because the collapse of a single PS will not affect the
entire system significantly.

D. Proof Outline

Due to limited space, we can only briefly sketch the proof
outline of Theorem 1 and Theorem 2 in our paper. 4

1) Proof Outline of Theorem 1: Since Assumption 5 has
guaranteed that xi(t) will converge to x̄(t), we only need to
prove that x̄(t) will converge to x∗ in P-FedAvg. We first
show the per step convergence as follows.

Lemma 1: (Per step speed of P-FedAvg) If Assumptions 1- 6
hold, and ηt = 4

μ(a+t) , a = max{16k, 2E}, k = L
μ , then

EB1(t)...BN (t)  x̄(t + 1) − x∗ 
≤ (1 − μηt)  x̄(t) − x∗ 2 +2

M∑
i=1

(
1
M

 x̄(t)

4The detailed proof is provided in submitted supplementary files.

−xi(t) 2 +
∑
j∈Ni

1
MNi

 xi(t) − xj(t) 2)

− 3
4
ηt(f(x̄(t)) − f∗) + η2

t (6LΓ +
M∑
i=1

∑
j∈Ni

σ2
j

M2N2
i Bj

)

(12)

Here B1(t), . . . ,BN(t) represent sample batches randomly
selected by clients for the training at iteration t. It is clear
from (12) that we need to further bound the terms

∑M
i=1

1
M 

x̄(t) − x̄i(t) 2 and
∑M

i=1

∑
j∈Ni

1
MNi

 xj(t) − xi(t) 2).
Lemma 2: (Bounding the divergence among PSes) If

Assumption 3 and 5 hold, and ηt = 4
μ(a+t) , a =

max{16k, 2E}, k = L
μ , then

 X(t) − X̄(t) 2
F≤

32
p

(1 +
2
p
)E2MG2η2

t . (13)

Lemma 3: (Bounding the divergence between PSes and
clients) If Assumption 3 holds and ηt = 4

μ(a+t) , a =
max{16k, 2E}, k = L

μ , then

∑
j∈Ni

1
MNi

 xi(t) − xj(t) 2≤ 4
M

E2η2
t G2. (14)

We can substitute (13) and (14) into (12) to refine the bound
in Lemma 1. Then, we can finally prove the convergence rate
in Theorem 1 with the refined bound.

Let et = 3
4 (f(x̄(t)) − f∗) denote the gap between the loss

function at iteration t and the minimum loss function. We fur-

ther define A = 8E2G2(4+p
p )2+6LΓ+

∑M
i=1

∑
j∈Ni

σ2
j

M2N2
i Bj

and rt = x̄(t)− x∗ 2. Through (12), (13) and (14), we can
prove the following essential inequality: rt+1 ≤ (1−μηt)rt −
ηtet + η2

t A. Based on this inequality, we could recursively
derive that 1

ST

∑T−1
t=0 stet ≤ μa3

4ST
r0 + 2T (2a+T )

μST
A, where ST

and st are defined in Theorem 1. Then, through rearranging
the equation, we can obtain the convergence rate in Theorem 1.

2) Proof Outline of Theorem 2: To prove the convergence
rate in Theorem 2, we use a trick by assuming that all clients
will be activated by PSes to update. But in the aggregation
step, PSes just aggregate those selected clients. Although it is
different from the reality, the evolution of parameters on PSes
is identical to that in the original P-FedAvg algorithm.

We divide the measure of the convergence rate into two
parts: i) the convergence rate of all clients and ii) the deviation
between selected clients and all clients. The proof of the first
part is almost the same as the proof of Theorem 1, and thus
we focus on bounding the second part. To derive the bound,
we first show that the expectation of the average parameters
from selected clients is equal to that of all clients for every
global iteration.

Lemma 4: (Unbiased sampling scheme) If t is divisible by
E and PSes randomly select clients with replacement, then

EK(t)(x̄(t)) = v̄(t), (15)

where K(t) = ∪M
i=1Ki(t) represents all selected clients.

Then, we further prove that the parameter variance between
selected clients and all clients.

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on May 10,2022 at 21:03:44 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: ACCELERATING FL VIA PARALLEL SERVERS: THEORETICALLY GUARANTEED APPROACH 7

TABLE II

THE COMMNICATION TRAFFIC OF P-FEDAVG AND FEDAVG IN
A COMMUNICATION ROUND

Lemma 5: (Bounding the variance of x̄(t)) If Assumption 3
holds and ηt = 4

μ(a+t) , a = max{16k, 2E}, k = L
μ , then

 x̄(t) − v̄(t) 2≤
M∑
i=1

4E2G2η2
t

M2Ki
. (16)

The proof of Theorem 2 can be completed by expanding
EB1(t)...Bn(t)  x̄(t)−x∗ 2 as E  v̄(t)−x∗ 2 +E  x̄(t)−
v̄(t) 2 +2 E < x̄(t) − v̄(t), v̄(t) − x∗ >. Here < x,x� > is
the inner product of vectors x and x�.

The first term E  v̄(t) − x∗ 2 can be bounded with
the similar method used to prove Theorem 1. According to
Lemma 4, we have 2E < x̄(t) − v̄(t), v̄(t) − x∗ >= 0.
According to Lemma 5, the term E  x̄(t)−v̄(t) 2 is bounded
by

∑M
i=1

4E2G2η2
t

M2Ki
. Finally, by putting these bounds together,

we can derive the convergence rate in Theorem 2.

V. COMMUNICATION COST ANALYSIS

The convergence rate analysis presented in the last section
can only evaluate the learning performance in terms of the
number of iterations. However, the cost to conduct each
global iteration is very different between PFL and FL from
the communication perspective. In this section, we compare
the communication cost in terms of communication traffic
and communication time between PFL and FL to demonstrate
the advantages of P-FedAvg.

A. Communication Traffic Analysis

Firstly, we compare the total communication traffic of each
global iteration. Let s denote the model size. For FL, both
the uplink and downlink communication traffic is Ks in
each global iteration since the PS needs to exchange model
parameters with K participating clients. Hence, the total
incurred communication traffic size is 2Ks in each global
iteration by FL. In contrast, PS i only communicates with
Ki participating clients, and thus the incurred communication
traffic between PS i and its clients is 2Kis. Meanwhile, each
PS needs to mix its model parameters with neighbors which
incurs 2(Ki+Li0−1)s communication traffic in each global
iteration by PS i. Here Li denotes the neighbor PSes of PS i.

The comparison of communication traffic is presented in
Table II. We let

∑M
i=1 Ki = K to conduct a fair com-

parison. It is interesting to note that P-FedAvg incurs addi-
tional L − I0 s communication traffic. However, the peak
communication traffic of P-FedAvg is max1<i<=M 2(Ki +
Li0 − 1)s, which is much less than that of FedAvg as
long as K participating clients are scattered in different PSes.
It is not difficult to interpret this result. If clients from a
particular PS dominate participating clients in P-FedAvg, the

communication of this PS will become the bottleneck of the
PFL system such that PFL cannot outperform FL.

B. Communication Time Analysis

To compare PFL and FL in a finer granularity, we take the
topology influence into account by comparing the communi-
cation time cost.

We employ two classical network models (namely, edge-
capacitated and node-capacitated network models) to analyze
the communication time cost of FL and PFL. The difference
between them lies in the bottleneck of the communication net-
work. Edge-capacitated and node-capacitated network models
put restrictions on the capacity of overlay links and terminal
nodes, respectively [32]. Peer-to-Peer (P2P) Network is a
representative node-capacitated network. Typically, multicast
network is edge-capacitated because data replication is per-
formed on network nodes (e.g., routers).

P-FedAvg runs in a synchronous manner. Each PS halts until
receiving model parameters of adjacent PSes before entering
the next global iteration. We characterize the communication
time cost between PSes as follows. For any two adjacent PSes
i and i� in the overlay topology, the communication time cost is
defined as the time interval between the time point of starting
a global iteration for PS i and the time point of receiving
parameters from PS i by PS i�. The time interval consists of
two parts: 1) transmission delay, which is determined by the
model size and the communication capacity of links between
PSes and clients; 2) computation delay accounting for E local
iterations in clients. 5

Let dii� denote the consumed time for communication
between two PSes i and i� in a global iteration. Then,

dii� = max
j∈Ki

{Tij + EZj} + Tii� , (17)

where Tij (or Tii� ) represents the transmission delay between
PS i and the participating client j (or PS i�), and Zj denotes
the computation delay of one local iteration by client j.
We assume that the computation time cost per local iteration
by client j is a random variable obeying Zj ∼ FZ .

We model Tij and Tii� as random variables to account for
the random communication capacity between PSes and clients.
Let bi denote the capacity of PS i to communicate with its
clients and bj denote the uplink capacity of client j, then the
time cost of transmitting a model with size s taken by PS
i and client j can be defined as Y 1

i = s
bi

and Y 2
j = s

bj
,

respectively. Without loss of generality, we assume that Y 1
i ∼

FY 1 and Y 2
j ∼ FY 2 are random variables. Then, Tij is a

random variable which is expressed as

Tij = KiY
1
i + Y 2

j .

Assume that each PS equally allocates the communication
capacity among its clients. Let Bi denote the communication
capacity between PS i and its neighbor PSes, which is inher-
ently random as well. Similarly, the PS equally allocates the

5To simplify our analysis, we ignore the time cost of the simple aggregation
operation in PSes.
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communication capacity among its neighbor PSes. Then Tii�

is defined as

Tii� = s

/
min

{
Bi

Li0 − 1
,

Bi�

Li�0 − 1
, Aii�

}
, (18)

which is a random variable assumed to obey Tii� ∼ FT . Here
s is the model size. Li0 is the number of i’s neighbours
in matrix L and Aii� is the available bandwidth along the
link between PS i and i�. For node-capacitated networks, the
communication bottleneck lies in Bi

�Li�0−1 or Bi�
�Li��0−1 , while

for edge-capacitated networks, the communication bottleneck
lies in Aii� .

Based on dii� , the delay matrix is defined as D = (dii� ).
The communication time cost is determined by the largest dii� .

Definition 5.1: Given the overlay network L associated
with the delay matrix D = (dii� ), the time cost of each global
iteration is α = max∀(i,i�):Lii�=1 dii� .

Since the communication and computation are indepen-
dently conducted on different clients and PSes, we can
naturally assume that Y 1

i ’s, Y 2
j ’s, Zj’s and Tii� ’s are iid

(independent and identically distributed) random variables.
The expected time cost of each global iteration, i.e. α, can
be computed as follows.

Theorem 3: Let all the participating clients set K =⋃
1�i�M Ki and PSes communicate in the overlay network

L, we have

E [α] ≤ max
1�i�M

KiE

[
Y1

(M)

]
+ E

[
Y2

(K)

]
+ EE

[
Z(K)

]
+ E

[
T(�L−I�0)

]
, (19)

where Y1
(M) = max

1�i�M
Y 1

i , Y2
(K) = max

j∈K
Y 2

j , Z(K) = max
j∈K

Zj

and T(�L−I�0)
= max

∀(i,i�):Lii�=1
Tii� denoting the highest order

statistic of M , K , K and L − I0 iid random variables,
respectively [33].

The proof of Theorem 3 is straightforward. Since max is
a convex function, the expectation of α can be bounded by
the sum of expectations of Tij , Tii� and EZj . Tij measures
the time cost to communicate with client j by PS i, and thus
Tij = KiY

1
i + Y 2

j . The communication time cost of Tii� can
also be analyzed under two cases: edge-capacitated and node-
capacitated network models. Computation cost is the product
of local iterations E and Zj .

To explicitly demonstrate the benefit brought by P-FedAvg,
we define the speed-up metric SM of P-FedAvg over FedAvg
with M PSes as the expected time cost of each global iteration
of FedAvg over P-FedAvg.

SM

=
KE

[
Y1

(1)

]
+E

[
Y2

(K)

]
+EE

[
Z(K)

]
max

1�i�M
KiE

[
Y1

(M)

]
+E

[
Y2

(K)

]
+EE

[
Z(K)

]
+E

[
T(�L−I�0)

] .

(20)

Here each PS coordinates Ki clients with K =
∑M

i=1 Ki.
From Theorem 3 and Eq. (20), we have the following

insights:
1) From Eq. (20), we can observe that P-FedAvg can

significantly speed up FL if communication capacity of

Fig. 2. The speed-up of P-FedAvg by distributing K participating clients
among M = 5 PSes with different local iterations E on clients. β refers to
the ratio of computation to communication time cost.

the PS is the bottleneck. The advantage of P-FedAvg
lies in reducing the term KE

[
Y1

(1)

]
in FedAvg to the

term max
1�i�M

KiE

[
Y1

(M)

]
in P-FedAvg. If KE

[
Y1

(1)

]
dominates the time cost of FedAvg, P-FedAvg can speed
up FL by a factor of K

max Ki
. However, if the bottleneck

lies in clients, e.g., the time cost is dominated by the
computation cost EE

[
Z(K)

]
, P-FedAvg cannot really

speed up FL.
2) If participating clients are dominated by clients from

a particular PS, P-FedAvg cannot really accelerate the
convergence since maxKi ≈ K and P-FedAvg con-
sumes additional E

[
T(�L−I�0)

]
time to mix parameters

with other PSes.
3) It is worth mentioning the difference between

edge-capacitated networks and node-capacitated
networks. For edge-capacitated networks, adding
more links in L is highly likely to reduce the
communication time cost E

[
T(�L−I�0)

]
. In contrast,

for node-capacitated networks, the communication
time cost could be inflated if adding more links since
both Bi

�Li�0−1 and Bi�
�Li��0−1 in Tii� can be reduced

with denser connections. This result indicates the
complication to optimize PFL in practice. From
Theorems 1 and 2, the convergence rate is higher if the
connection is denser because p is larger. Whereas, the
convergence rate analysis in Theorems 1 and 2 ignores
the communication cost, which however increases with
more links in the overlay network L.

C. Runtime Analysis

According to our analysis, P-FedAvg can significantly out-
perform FedAvg when communication capacity is the system
bottleneck. To further illustrate this point, we investigate how
the speed-up metric SM defined in Eq. (20) is affected by
system parameters. We numerically plot the change of SM

(computed according to Eq. (20)) in two scenarios in Fig. 2.
Here, we set Y 1

i , Y 2
j , Tii� , Zj ∼ Exponential(1) with mean

value equal to 1. To observe the influence of computation
capacity relative to communication capacity, we define β =
E [Zj ]

/
E

[
Y 1

i

]
. We set M = 5 PSes, and each of them

coordinates K
M clients where K ranges from 50 to 1,000.

In Fig. 2(a), the value of SM becomes higher as the number
of clients in the system increases. The reason is that the
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communication traffic becomes heavier with the increase of
client population. In Fig. 2(b), we tune the computation capac-
ity such that the ratio β of computation to communication
time cost ranges from 1 to 50. SM gradually diminishes with
the increase of β. The reason is that the computation time
cost becomes the bottleneck of the system with the increase
of β, while P-FedAvg can effectively speed up FL when
communication is the system bottleneck. It is worth noting
that SM is also affected by the parameter E. If E is smaller,
it implies that clients need to communicate more frequently
with the PS, and thus P-FedAvg can better speed up FL. But
no matter what the value of E is, we can always find cases in
which P-FedAvg can significantly speed up FL.

VI. IMPACTS OF PS OVERLAY TOPOLOGY

AND MIXING MATRIX

According to the results derived in the previous section,
p can heavily affect the convergence rates for both full and
partial participation modes. In this section, we proceed to
discuss the algorithm to maximize p given a topology matrix
L. Then, we conduct a case study with five specific scenarios
to illustrate how p is determined by L.

A. Optimization of Mixing Matrix

Recall that L describes the overlay topology formed by PSes
with Lii� = 1 if PS i is connected with PS i� while W is
the mixing matrix which is constructed based on L. In other
words, we can assign wii� > 0 only if Lii�=1. Otherwise,
wii� must be 0. On the other hand, W is a set of important
parameters in the P-FedAvg algorithm because W determines
the value of p.

In fact, maximizing p for a general case is a non-convex
optimization problem. Fortunately, we study an undirected
network topology, which implies that L is a symmetric matrix.
Therefore, we let W be symmetric matrix as well to simplify
our analysis. At the same time, W must be a stochastic matrix
to make sure that PSes can reach a consensus after a certain
number of iterations.

Theorem 4: If W is a symmetric stochastic matrix, i.e.,
WT = W, 1TW = 1T and W1 = 1, we can let 1 − p =
W − 11T

M 2
2 such that Assumption 5 holds.

Proof: We prove this theorem briefly by assuming that X
is an arbitrary M × M matrix to further gain the insights to
construct efficient networks. Then

 XW − X
1
M

11T 2
F =  (X − X

1
M

11T )W 2
F ,

=  (X − X
1
M

11T )(W − 1
M

11T ) 2
F ,

≤  X − X
1
M

11T 2
F W − 1

M
11T 2

2,

= (1 − p)  X− X
1
M

11T 2
F .

From Theorem 4, we can conclude that maximizing p is
equivalent to minimizing  W − 11T

M 2. The optimization
problem can be formally defined as follows:

minW  W − 11T

M
2,

Fig. 3. The figure to show the topologies of complete, ring, 2d-torus, balanced
tree and barbell.

s.t. W = WT ,

W1 = 1,

wii� ≤ Lii� , ∀i, i� ∈ [1 . . .M ].

Note that  W − 11T

M 2≤ γ iff (W − 11T

M )T (W − 11T

M ) �
γ2I, ∀γ ≥ 0. Thus, the above optimization problem could
be further converted to a semi-definite programming (SDP)
problem which is formally defined as follows:

min γ,

s.t. W = WT ,

−γI � (W − 11T

M
) � γI,

W1 = 1,

wii� ≤ Lii� , ∀i, i� ∈ [1 . . .M ]. (21)

The SDP problem is similar to the Markov chain fastest mixing
problem [34], [35] and gossip matrix fastest convergence
problem [28], [36], which can be solved by the interior point
method [37]. It is worth mentioning that a similar result was
derived in [38], but the proposed approach based on Laplacian
matrix is based on the assumption that the weights contributed
by one’s neighbours are equal, which is not required in our
analysis.

B. Case Study

To answer how to construct efficient overlay networks to
connect PSes, we study five specific cases.

Figures 3(a)-3(e) show five topologies formed by PSes.
Each dot represents an PS and each edge indicates that two
connected PSes can communicate with each other. The five
cases are very popular and have been extensively investigated
by previous works. Therefore, we use them for our case study.

• Complete: Complete topology is a special case of mesh
topology, which provides redundant data paths between
nodes and is often used in large backbone networks to
ensure reliability. In Fig. 3(a), nodes are fully connected.

• 2d-Torus: Torus topology is also a commonly used
topology in parallel computer systems [39]. Nodes are
arranged in a high-dimensional linear array. As shown in
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TABLE III

THE COMPARISON UNDER DIFFERENT PS OVERLAY TOPOLOGIES WITH M PSES AND K PARTICIPATING CLIENTS

Fig. 3(b), PSes are connected to their nearest neighbors
in each axis, and the corresponding PSes on the opposite
side of the array are also connected.

• Ring: In the ring topology, each PS is connected with two
other PSes to form a ring as shown in Fig. 3(c).

• Balanced tree: In the balance tree topology, PSes are
arranged in a hierarchical manner, as shown in Fig. 3(d).

• Barbell: Barbell topology is commonly used to simulate
congestion control [40] and it consists of two cliques
(each with m1 nodes) connected by a path (m2 nodes).
Fig. 3(e) shows a barbell topology with m1=3 and m2=3.

Recall that the number of neighbor PSes of a particular PS
i is Li0 − 1. For the case study, we simply assign wii� =

1
max{�Li�0−1,�Li��0−1})+1 if Lii� = and i �= i�, and wii =
1 − ∑

i� �=i wii� . This assignment of wii� can ensure that W
satisfies Assumption 5 and it is easy to compute the value p
for each case [41]. The computed p is listed in Table III.

To examine the pros and cons of each topology, we compare
the performance of P-FedAvg in these topologies in Table III,
which are also explained as follows.

1) Comparison of Convergence Rates: According to The-
orems 1 and 2, the convergence rate of the P-FedAvg algo-
rithm has two terms absent from that of FedAvg, which are
O

(
E2G2

p2

)
and O

(∑M
i=1

E2G2

M2Ki

)
. To ease our comparison,

we name the former one as the Convergence to Consensus
(C2C) and the latter one as the Parallel Engagement (PE)
hereafter.

• Complete: Complete topology has the fastest convergence
rate because p = 1. For this case, the C2C term
O

(
1
T E2G2

)
is irrelevant to the number of PSes M .

• 2d-Torus: There is a tradeoff between the C2C term and
the PE term. The C2C term O

(
1
T M2E2G2

)
increases

with the square of the number of PSes M while the PE
term O

(∑M
i=1

E2G2

M2Ki

)
decreases because more PSes can

engage more clients into each round of iteration.
• Ring: It is obvious that the C2C term of the ring topology

is O
(

1
T M4E2G2

)
, and its convergence rate is low for a

PFL system with a large number of PSes.
• Balanced tree: For the balanced tree topology we can

also observe that the C2C term O
(

1
T M2E2G2

)
increases

with the number of PSes, though its growth rate with M
is much lower than that of ring.

• Barbell: It is notable that the C2C term of barbell is
O

(
1
T M9E2G2

)
indicating that its convergence rate will

be low with a large number of PSes.
2) Comparison of Communication Traffic: The communica-

tion traffic includes the communication traffic between PSes,

and between each PS and its clients. Supposing that N clients
are equally distributed across M PSes, the peak and total
communication traffic of different topologies in P-FedAvg are
listed in Table III, from which we can observe:

• The communication traffic of the complete topology is
the heaviest. Its peak communication traffic and the total
communication traffic are proportional to M and M2,
respectively. This result manifests that complete topology
may not be the best one in practice due to its heavy
communication traffic.

• Ring, 2d-torus and balanced tree have lighter com-
munication traffic because their sparser connections
between PSes. The peak communication traffic is only
proportional to O( K

M ) indicating that they can effec-
tively improve the training efficiency if being deployed
properly.

• For the barbell topology, its communication traffic
depends on the value of m1 where 2m1 + m2 = M .
Since the peak communication traffic is proportional to
O( K

M + m1), its communication traffic is comparable to
that of 2d-torus, balanced tree and ring if m1 is small.
Otherwise, it is similar to complete topology.

3) Comparison of Communication Time: We further com-
pare the communication time cost of each topology by lever-
aging Theorem 3 and using a node-capacitated network model.
The comparison using edge-capacitated network model can be
conducted in a similar way.

We assume that clients and PSes are homogeneous in the
PFL system. The communication capacity of each client (or
PS) is b (or B) to simplify the comparison of the communi-
cation time cost.

From this comparison, we can find that the communication
time cost of the complete topology is the highest because of its
heavy communication traffic among PSes. The communication
time cost of each global iteration for ring, 2d-torus and bal-
anced tree is much lower. Again, the communication time cost
of the barbell topology depends on m1. If m1 approaches M ,
it is similiar to complete topology with heavy communication
time cost, otherwise if m1 approaches 0, its communication
time cost becomes low.

4) Comparison of Robustness: In reality, it is possible that
a PS may crash down and cannot provide aggregation service
any more or the links between a few PSes are disconnected.
A system is robust if it can still work when some PSes
leave the system. We define the disconnection tolerance as
the number of links that can be removed without making the
network disconnected. The disconnection tolerance of each
topology is listed in Table III.

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on May 10,2022 at 21:03:44 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LIU et al.: ACCELERATING FL VIA PARALLEL SERVERS: THEORETICALLY GUARANTEED APPROACH 11

From the comparison of disconnection tolerance, we can
observe that complete topology is the most robust one,
in which PSes are still connected if a large portion of links
are removed from the system. 2d-torus is the second-best one
for tolerating the removal of links. PSes in 2d-torus are still
connected if at most 4 links are removed from the system.
Thus, 2d-torus is better than other topologies, which is still
connected if more than 2 links are removed.

In summary, the PS overlay topology design for a PFL
system should jointly consider convergence rate, communi-
cation traffic, communication time and robustness. System
designers should consider how to balance these factors. Based
on our case study, 2d-torus is the best topology for implement-
ing the PFL system achieving the best overall performance.
Dislike complete, 2d-torus will not incur significant commu-
nication traffic between PSes. Therefore, its communication
traffic and communication time cost are comparable to other
topologies. Meanwhile, its convergence rate in terms of the
number of iterations and its robustness are better than other
topologies.

VII. EXPERIMENTS

In this section, we conduct experiments to verify our theo-
retical analysis.

A. Experimental Settings

1) Datasets: We use three datasets for our experiments.
• MNIST [42] dataset, which contains 69,035 handwritten

digital images of 0-9, and the data is divided among
1000 clients. In order to simulate a non-iid setting, each
client can only own samples of only 2 digits.

• FEMNIST dataset is the federated version [43] of
EMNIST [9], which consists of 805,263 samples of
digits and English characters (62 classes in total). The
dataset is split among 3,550 unbalanced clients based
on character writers. The different writing styles across
clients guarantee the non-iid distribution of samples.

• CIFAR10 dataset [10], which consists of 60,000 color
images in 10 classes. We distribute the data among
200 clients in an non-iid manner where each client owns
images with only 2 classes.

2) Models: We implement a multi-layer perceptron (MLP)
to perform classification tasks on the MNIST. The MLP model
contains 1 hidden layer with 512 units. CNN models are
implemented to classify images in FEMNIST and CIFAR10.
The CNN model contains two layers followed by a pooling
layer and a final dense layer. The models we adopt are the
same as the one used in [43] and [42] for FEMNIST and
CIFAR10, respectively. The details of model parameters are
listed in Table IV.

We tune the algorithm hyperparameters through grid search
on different datasets. And we set the batch size for local
iterations as 32 when comparing with baseline algorithms. The
number of local iterations E is set as 20 for the models. The
learning rate is set as a decreasing function with the number
of iterations being ηt = η0

1+t/10 .

TABLE IV

MODEL DETAILS. THE AVERAGE COMPUTATION TIME IS OBTAINED ON
NVIDIA TESLA V100 FOR 100 ITERATIONS

3) Baseline Algorithms: We compare our algorithm with the
following baseline algorithms:

• FedAvg, which in fact is a special case of our P-FedAvg
when deploying a single PS in PFL [5]. In our experi-
ments, we set E = 20 and K = 36 in FedAvg.

• HierFAVG [44], which is a three-level FL training algo-
rithm. The root is a single PS and the leaves are
clients. The middle layer is constructed by a number of
intermediate servers. In each round, intermediate servers
activate K clients to perform E1 local iterations before
a partial aggregation. The root node performs a global
aggregation after every E2 partial aggregation. In our
experiments, to ensure the same number of local iterations
and activated clients, we use 9 intermediate servers and
set E1 = 10, E2 = 2 and K = 9.

• DPSGD [7], which takes all clients as PSes. Clients can
directly communicate with their neighbors to exchange
parameters. In each round, each client performs 20 local
iterations, and then exchanges model parameters with
neighbor clients.

4) Clients and PSes: In our experiments, we implement five
topologies. To conduct a fair comparison, we deploy 9 PSes for
PFL and each PS activates 4 clients for each global iteration.
Moreover, we consider heterogeneous computation resources
among clients, dynamic network connections between PS and
clients and different PS overlay network models. The settings
are summarized as follows:

• Heterogeneous Clients: we use GPU benchmarks data 6

to measure the relative difference of clients’ computation
performance. The reference computation time is obtained
by training models on NVIDIA Tesla V100 and for each
client the time is randomly expanded or reduced.

• Network Connections between PS and Clients: We use the
4G network traces in [45] to simulate network bandwidth
between PS and its clients. To communicate with multi-
ple clients simultaneously, orthogonal frequency-division
multiple access (OFDMA) is adopted and each OFDM
subcarrier is 15kHz.

• Network Connections between PSes: We generate the
overlay topology of PSes based on the method used
in [46] for simulating edge-capacitated (Géant) and
node-capacitated (Exodus) networks, respectively. In the
edge-capacitated network, the upload and download com-
munication capacity between each PS is 1Gbps while
the average communication capacity between PSes is
100Mbps. In contrast, for the node-capacitated network,
the capacity for upload and download between PSes is

6https://lambdalabs.com/gpu-benchmarks
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Fig. 4. The comparison of model accuracy over the number of conducted
global iterations for P-FedAvg under different topologies.

100Mbps. The communication capacity between PSes is
820Mbps. Our settings are consistent with the measure-
ment results reported in [47].

B. Experimental Results

1) Evaluating Convergence Rates: In Theorems 1 and 2,
we have proved that p can significantly influence the conver-
gence rate of P-FedAvg. To verify this point, we implement
the P-FedAvg algorithm in five topologies to evaluate its con-
vergence rate in terms of the number of conducted iterations.
According to Assumption 5, the values of p are 1.0, 0.84, 0.29,
0.12 and 0.08 for the complete, 2d-torus, ring, balanced tree
and barbell topologies, respectively.

We conduct experiments on the MNIST and CIFAR10
datasets and the results are presented in Fig. 4. From the
experiment results, we can observe that the convergence rate
is different with the overlay network topology indicating that
p can influence the final model accuracy of FL. It is worth
noting that both complete topology and 2d-torus can achieve
faster convergence than other topologies. Barbell is the slowest
one and its model accuracy is much worse than that of other
topologies.

We compare the convergence rate of P-FedAvg with other
baselines in terms of the number of conducted iterations in
Fig. 5. We use the FEMNIST and CIFAR10 datasets for
this experiment, and adopt the 2d-torus and ring topology
for P-FedAvg and DPSGD, respectively. As we can see from
Fig. 5, the convergence rate of P-FedAvg is very close to that
of FedAvg. DPSGD is the worst one due to the following
reasons: 1) The data distributed on clients is non-iid and highly
divergent; 2) Each client only exchanges parameters with a few
number of adjacent clients (e.g., 2 in the ring topology) with
no aggregation in the PS. Thus its convergence rate is very
slow.

If algorithms are merely evaluated in terms of the number
of iterations, FedAvg is the best one because P-FedAvg and
other parallel algorithms consume additional cost to mix para-
meters on different PSes. However, P-FedAvg is only slightly
influenced since the gap between P-FedAvg and FedAvg is
very small when 2d-torus is adopted.

2) Evaluating Performance Over Time: In practice, it is
more reasonable to compare the performance of different
algorithms over the training time because time cost of each
global iteration can be various for different algorithms. There-
fore, we further compare P-FedAvg with other baselines in

Fig. 5. The comparison of convergence rate versus global iterations of
different algorithms.

Fig. 6. The comparison of model accuracy over training time for different
algorithms on FEMNIST and CIFAR10 under the node-capacitated network.

TABLE V

THE COMPARISON OF TIME COST (MILLISECOND) OF DIFFERENT

ALGORITHMS IN A GLOBAL ITERATION

Fig. 6. Again, we use the FEMNIST and CIFAR10 datasets
for this experiment, and adopt 2d-torus and ring topology
for P-FedAvg and DPSGD, respectively. In Fig. 6, x-axis
represents the consumed training time while y-axis represents
the model accuracy on the test dataset.

In Fig. 6, it is observed that P-FedAvg achieves the highest
model accuracy and the fastest convergence. The reason is
that P-FedAvg can effectively reduce the time cost of each
global iteration by distributing the communication traffic from
a centralized PS to multiple parallel PSes.

3) Evaluating Time Cost per Global Iteration: To further
demonstrate the advantage of P-FedAvg, we compare the time
cost of a global iteration for different algorithms in Table V.
For P-FedAvg and HierFAVG, we implement two kinds of
network models, namely edge-capacitated network (Géant)
and node-capacitated network (Exodus).

As we can see from Table V, the time cost of DPSGD is
the lowest. However, without a PS aggregating parameters,
the model accuracy of DPSGD is the worst. The time cost of
P-FedAvg is much lower than that of other algorithms for both
datasets under both kinds of networks because of its parallel
communication mode. Although its time cost is higher than
that of DPSGD, its convergence rate has been guaranteed by
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Fig. 7. Training time for reaching the expected test accuracy (80%) of
P-FedAvg on the MNIST dataset under different network models.

our Theorems 1 and 2. and thus P-FedAvg can finally achieve
the highest model accuracy.

4) Evaluating Topologies: To evaluate the performance of
each topology, we conduct experiments to compare the con-
sumed time to reach the target model accuracy (80%) on the
MNIST dataset in order to explore which topology should
be adopted in practice. In Fig. 7(a), we vary the average
link capacity, i.e., A(i, i�), from 1Mbps to 100Mbps; while
in Fig. 7(b), the communication capacity of each PS is varied
from 1Mbps to 100Mbps.

From the results presented in Fig. 7(a) and Fig. 7(b), we can
observe that 2d-torus is almost the best in all cases that can
reach the target model accuracy with a low time cost, which
is consistent with our insights of the case study in Sec. VI.
It is worth mentioning that the complete topology performs
very well in the edge-capacitated network because its p value
is 1 and more links can always lower the communication time
cost in the edge-capacitated network as we have analyzed in
Theorem 3. However, the complete topology cannot be used
in node-capacitated networks due to too heavy communication
traffic. In contrast, barbell is always the worst one in all cases.
The p value of barbell is the lowest. The result implies that
the extremely low value of p can always severely compromise
the final model accuracy.

5) Evaluating Mixing Weights: We empirically study the
influence of the mixing matrix by using a randomly generated
topology according to the previous work [48]. We set the
sampling probability to 0.5 for each edge, and the average
degree of the generated matrix is 4. We compare three mixing
matrices: optimal, uniform and random. The optimal weights
are determined by (21). For uniform (or random), each PS
evenly (or randomly) allocates mixing weights among its
neighbors. Given the three mixing matrices, we can compute
their p values, which are 0.4036 for optimal, 0.2418 for
uniform and 0.0288 for random respectively. According to
our analysis, the convergence is faster if the p value is larger.
Therefore, the optimal one should be the best one achieving
the highest convergence rate.

We conduct experiments in Fig. 8 using the MNIST and
CIFAR10 datasets with batch size of 32. The results indeed
verify our analysis that the optimal one always achieves the
highest convergence rates on different datasets. In contrast,
the convergence rate of random is the worst one. Uniform is
a good sub-optimal choice, and its convergence performance
is rather close to that of optimal.

Fig. 8. Comparison of convergence rates with different mixing matrices.

VIII. CONCLUSION

To overcome the bottleneck of the centralized PS in tra-
ditional FL, we proposed the PFL framework by deploy-
ing a number of decentralized PSes with a newly designed
P-FedAvg algorithm. We proved the convergence rate of
P-FedAvg with non-iid samples under both full and partial
client participation modes. We also analyzed the communica-
tion traffic and the communication time cost in theory between
FL and PFL. The influence of overlay topology formed
by PSes on model accuracy was explored, and the optimal
mixing weights were determined through solving a convex
optimization problem to achieve the highest convergence rate.
Through a case study, we illustrated that PFL can significantly
accelerate the convergence rate, especially when the system
scales in terms of client population is large. In the end,
we conducted extensive experiments on MNIST, FEMNIST
and CIFAR10 datasets to verify our analysis. In the future,
we will study the influence of dynamic network topology on
the convergence rate by theoretical analysis and experiments.
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