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Abstract—With the widespread application of artificial in-
telligence and the Internet of Things, the intellectualization
of the industrial Internet of Things (IIoT) has received more
and more attention. However, in the application scenario
with numerous sensors, the contradiction between mas-
sive requests of computing tasks and high requirements of
inference quality affects the operation efficiency and ser-
vice reliability. Moreover, due to the heterogeneity of com-
puting resources and the randomness of communication
environments of the cloud-edge system, how to compute
and deploy deep learning models in a cloud-edge collab-
orative environment has also become a challenging prob-
lem. Therefore, this article presents a collaborative cloud-
edge service cognitive framework for deep neural network
(DNN) model service configuration to provide dynamic and
flexible computing services. In order to adapt to different
service requirements, we explored the tradeoffs between
accuracy, latency, and energy consumption indicators, and
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a revenue target is established, which considers the quality
of service experience and the system energy consumption
to improve resource utilization efficiency. By transforming
the optimization of the revenue target into a partially ob-
servable DNN configuration reinforcement learning prob-
lem, a dueling deep Q-learning network-based self-adaptive
DNN configuration algorithm is proposed. Experimental re-
sults show that the proposed mechanism can effectively
learn from external experience, adapt to the dynamic net-
work environment, and reduce delay and energy consump-
tion while meeting the service requirements.

Index Terms—Cloud-edge collaboration, deep neural
network (DNN) configuration, deep learning model, indus-
trial Internet of Things (IIoT).

I. INTRODUCTION

THE next generation of IIoT requires integrating sensors
or controllers with perceptual capabilities into industrial

production processes and then using intelligent analysis al-
gorithms to achieve industrial automation, thereby improving
manufacturing efficiency. Among them, one of the most critical
links is to utilize deep learning models and intelligent algorithms
to analyze industrial data to support automated production
lines and industrial control. Therefore, how to deploy artificial
intelligence algorithm is one of the key problems to realize
the landing of Internet of Things (IoT) terminal to intelligent
application.

Nowadays, deep neural network (DNN) has been widely
applied in many fields, including computer vision [1], speech
recognition [2], and natural language processing [3]. In the
intelligent service, a well-trained DNN model deployed on the
server uses the data from the user as the model input and then
returns the inference results to the user. However, for industrial
IoT application scenarios, ultra-large-scale AI services mean
massive data transmission and frequent model reasoning, which
will lead to higher-standard resource requirements and more
flexible service configuration.

Cloud computing technology with sufficient resources can
support the parallel reasoning and intensive computation of
multiple servers [4]. The existing cloud-based system research
has achieved excellent works, such as the optimization of net-
work management [5] and DNN computing [6] to improve
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the efficiency and reliability. Nevertheless, even though cloud
technology provides an outstanding computational paradigm for
perceiving, analyzing, and communicating the terminal data, the
ultra-high data transmission causes immense traffic pressure [7].
At the same time, edge computing migrates some computing
services and functions to the locations closer to the terminal,
providing computing, storage, network, and communication
resources at the edge of the network. In Wi-Fi and LTE networks,
edge computing platforms can significantly improve the latency
of interactive applications [8], [9], which can solve the prob-
lems of resource constraints and excessive time delay in cloud
computing. However, the limited computing and storage ability
of edge nodes cannot support the demand for high-precision
reasoning continuously.

For fully utilizing cloud servers and edge servers, this arti-
cle proposes a novel deep learning model and service deploy-
ment solution, that is collaborative cloud-edge service cognition
framework (CoCE-SC). The DNN models are efficiently loaded
between cloud center and edge nodes to provide dynamic and
elastic storage and computing services in this framework.

In addition, to ensure that the edge cloud network can cover
each IoT node, a large number of edge cloud servers need
to be deployed. Therefore, the heterogeneity and complexity
of cloud and multiedge cloud computing environments con-
tribute to DNN model computation and deployment difficulty.
Furthermore, considering the requirements for response delay
and reasoning accuracy of different users, this article analyzes
the DNN configuration model in the collaborative cloud-edge
computing environment. In order to maximize the revenue
target, we apply the dueling deep Q-learning network (DQN)
algorithm and propose a self-adaptive DNN configuration algo-
rithm. In a word, the main contributions of this article are as
follows.

1) This article presents a collaborative cloud-edge service
cognition framework, which integrates the hierarchi-
cal structure of cloud-edge collaboration into industrial-
grade AI application services.

2) This article considers the accuracy, latency, and energy
consumption indicators, and the DNN service configu-
ration model of the CoCE-SC framework is established
where the target is described as finding the tradeoffs
between the quality of service experience and the system
energy consumption.

3) This article transforms the optimization of the revenue
target into a partially observable DNN configuration
reinforcement learning problem, and a dueling DQN-
based self-adaptive DNN configuration algorithm is
proposed.

The rest of this article is organized as follows. Section II
discusses different computing paradigms, and then intro-
duces collaborative cloud-edge service cognition framework. In
Section III, the DNN configuration model of the CoCE-SC
framework is established and analyzed. Section IV introduces
the design process of dueiling-DQN-based self-adaptive DNN
configuration algorithm. Section V elaborates experiment results
and analysis. Finally, Section VI concludes this article.

II. SYSTEM ARCHITECTURE AND DESCRIPTION

A. Service Senior in IIoT

The intelligent applications of existing IoT systems rely on
offline data processing and analysis modes. In order to establish
a reliable application architecture, it is necessary to consider
issues including communication methods, data processing, and
model selection. For the deep learning model, cloud computing
can provide a good computing platform. And edge computing
can directly process and respond to IoT requests, and has the
characteristics of low latency and high energy efficiency. Col-
laborative cloud-edge computing can make full use of resources
and establish a more reliable AI service model. In this section,
we discuss different computing paradigms for intelligent appli-
cation scenarios of IoT.

Cloud Service Senior: Is a traditional machine learning ser-
vice architecture, that is, the reasoning process of DNN model is
carried out on the cloud. When the device terminal needs reason-
ing service, the device transmits the industrial data from the IoT
device to the cloud for analysis. In this case, sufficient computing
and storage resources on the cloud can realize the training of
computing intensive tasks with high reasoning accuracy.

On-Edge Service Senior: Places the DNN model from the
cloud to the edge. When a user requests a service, the data will
be sent to the edge node, and then the data will be input to the
edge model to predict and get the inference result, and finally
quickly return to the user. On-edge reasoning is an effective
solution for delay-sensitive IoT applications. The edge end with
limited resources must be equipped with a GPU processor, and
this greatly increases the cost of edge intelligence.

Collaborative Cloud-Edge Service Senior: Refers to a multi-
level service execution environment integrating edge and cloud.
DNN model is deployed in the scene of collaborative edge and
cloud, rather than limited to only cloud server or only edge
server. This scenario can make full use of the available resources
of edge and cloud, and optimize DNN reasoning service system.
A collaborative cloud-edge service architecture means that the
model does not infer completely on the edge or cloud, but is
executed in cloud or edge system dynamically.

B. CoCE-SC Architecture

The proposed CoCE-SC framework mainly includes two
parts, a perception engine and a control engine, as shown in
Fig. 1. The perception engine observes and perceives various
resources (communication methods, network traffic, business
requests, DNN models, and other environmental parameters) of
the cloud center and edge servers, and then feeds back global
resource information to the control engine. The control engine
uses intelligent algorithms to realize the dynamic scheduling and
allocation of system resources and optimize business processing
strategies.

The CoCE-SC framework provides AI-as-a-service function,
that is DNN models are used as a requestable service. The exe-
cution environment of AI services is deployed on the cloud and
edge servers, including resource configuration and deep learning
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Fig. 1. Architecture of collaborative cloud-edge service cognition framework.

mirroring. In industrial tasks, when the IoT device detects the
target object, the system will request DNN reasoning services
from the service providers. In this process, The perception en-
gine first perceives the request of the DNN model. These requests
have different requirements for latency, reliability, and flexibil-
ity. Then, the control engine uses machine learning and deep
learning algorithms to analyze the current resource distribution
and real-time requests of users. The perception engine will report
dynamic resource information to the control engine. Then, the
control engine dynamically decides the model configuration
according to the comprehensive revenue target, including model
version and calculation location.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In the CoCE-SC framework, the DNN model is an available
resource that can be requested in the cloud or edge server. When
the DNN reasoning service is executed, it will take up a lot
of computing resources and generate high computing costs. In
addition, the size of the data sample is sensitive to the impact
of communication costs under immense requests. Taking into
the heterogeneity of cloud-edge resources and the diversity of
service requests, the CoCE-SC framework designs the DNN
models with different network versions (such as different model
compression ratios) and different data versions (such as different
sample resolutions). The configuration of different model ver-
sions can provide a greater optimization space and meet different
inference requests. Under the configuration with adaptive DNN
models, this section discusses the tradeoffs between accuracy,
latency, and energy consumption indicators, and describes the
DNN service configuration model of the CoCE-SC framework.

The symbol meaning in this model is defined as follows.
Assume that M , U , E, and C represent DNN model set, users

set, edge-server set, and remote cloud, respectively; and let I be
the number of network version and J be the number of input
version. The number of users and edge-server are denoted as H
and F , respectively.

A. Model Version Selection

Assume that the system is an inference service provider for
a certain type of DNN model. This DNN inference service
contains multiple model versions, denoted as M = {mi,j |i ∈
I, j ∈ J}, mi,j denotes the DNN model with the ith network
version and the jth data version, where the number of network
versions is I and the number of data versions is J . And oi,j
denotes the data size of the mi,j , si,j denotes the accuracy of
the model mi,j in the public dataset, which is used to evaluate
the inference performance of a DNN model. Meanwhile, the
batch calculation bits per second of mi,j at the cloud and edge
with a batch size of one is vi,j and ui,j , respectively.

Besides, the DNN model must be instantiated on a container
or virtual machine before executing inference tasks, the cost of
model instantiation is denoted as ci,j . The location where the
model can be instantiated includes the cloud server C or the
edge server E (denoted as w ∈ {0, 1}). If w = 0, it means that
the DNN model is executed in the cloud; otherwise, it means
that the DNN model is executed in the edge cloud of the base
station to which the user belongs. In our scenario, every base
station deploys one edge server.

B. DNN Inference Service Model

IoT terminals device are users who request services from
the system. In each service request, the user can specify the
performance requirements of the service time delay and model
accuracy. Since this is an industrial-level service request, in a

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on July 15,2022 at 00:05:44 UTC from IEEE Xplore.  Restrictions apply. 



XIAO et al.: COLLABORATIVE CLOUD-EDGE SERVICE COGNITION FRAMEWORK FOR DNN CONFIGURATION TOWARD SMART IIOT 7041

period of time, most of the requested IP addresses are from the
same geographic area where their performance requirements are
the same. Therefore, we regard such a set of service requests as
the same set of requests.

Assume that there are users U = {1, . . . , H} who request
services in the system, correspondingly, there are edge clouds
E = {1, . . . , F}. Each edge cloud only receives a request
from one user in a time period, that is, H = F . The rf,h =
{af,h, tf,h, gf,h} represents the service request of user h under
the edge server f . af,h denotes the requirements for inference
accuracy, that is, the request rf,h needs to select the accuracy
rate not less than af,h. tf,h denotes that the inference time cannot
exceed tf,h. And gf,h denotes the number of samples that need
to be used to reason. In the CoCE-SC framework, once the task
is completed, the agent will send the inference result back to
the user. Therefore, the selection result of model version and
placement location for each user is expressed as xw

f,h,i,j .

C. Analysis of Time Delay and Energy Consumption

Edge Sever Layer: If the DNN model decides to execute
DNN inference tasks on the edge server, the industrial data
from IoT device needs to be transmitted to the edge server
through the uplink channel. So, the total end-to-end delay of the
system mainly includes the transmission delay of data upload
and the computing delay of DNN inference service. In the
wireless network environment, the bandwidth of the base station
is Be = {bef |f ∈ E}. Thus, the data transmission delay te→u

f,h,i,j

from the edge cloud f to the user h is expressed as

te→u
f,h,i,j =

gf,h ∗ oi,j
bef

. (1)

At the same time, the computing delay of DNN inference on
edge server is denoted as tef,h,i,j , and calculated as tef,h,i,j =
gf,h ∗ vi,j . If the agent chooses the model version mi,j , the time
delay is def,h,i,j = te→u

f,h,i,j + tef,h,i,j . Thus, the total delay for
user h to perform the DNN inference task on the edge server is
expressed as

def,h =

I∑
i

J∑
j

x0
f,h,i,jd

e
f,h,i,j . (2)

The system energy consumption includes communication and
computing energy consumption. Assume that the transmission
power from user to the edge server is P e = {pef |f ∈ E}, and
computing power is Γe = {ςef |f ∈ E}. Therefore, the commu-
nication energy consumption of data transmission is expressed
as εe→u

f,h,i,j = te→u
f,h,i,j ∗ pef . In the same way, the computing energy

consumption is expressed as εef,h,i,j = tef,h,i,j∗ef . For the service
request of user h, the energy consumption of performing DNN
inference tasks on the edge server iskef,h,i,j = εef,h,i,j + εe→u

f,h,i,j .
Thus, assume that ci,j is the energy consumption of the DNN
model instantiated on the edge server, the total energy consump-
tion kef,h is calculated as follows:

kef,h =

I∑
i

J∑
j

x0
f,h,i,j(k

e
f,h,i,j + ci,j). (3)

Cloud Sever Layer: If the DNN model is executed on the
cloud server, the user device h will upload data to the cloud
through the 5G core network. Ignoring the network connec-
tion time, the communication time from the user to the cloud
is proportional to the data size, and bc represents the cloud
transmission rate. tc→u

f,h,i,j represents the data transmission delay
from users to the cloud, denoted as tc→u

f,h,i,j = bc(gf,h ∗ oi,j).
Assume that tcf,h,i,j represents the computing delay on the cloud,
and its expression is tcf,h,i,j = gf,h ∗ ui,j . Compared with edge
servers, cloud server has more sufficient computing and storage
resources and parallel computing capabilities [10], where mul-
tiple DNN models can be executed at the same time. Thus, for
the process of computing the DNN model mi,j on the cloud,
the time delay is dcf,h,i,j = tc→u

f,h,i,j + tcf,h,i,j . dcf,h denotes the
total delay of user h executing inference service on the cloud,
as follows:

dcf,h =

I∑
i

J∑
j

x1
f,h,i,jd

c
f,h,i,j . (4)

The cloud server configuration is clustered GPU equipments
with definite computing power. Assume that ςc denotes the
computing power of the cloud server, which is calculated accord-
ing to the preconfigured GPU parameters [11]. The computing
energy consumption of executing the DNN model on the cloud is
εcf,h,i,j = tcf,h,i,j ∗ ςc. Assume that pc represents the transmis-
sion power of the communication channel from users to the cloud
server. For the process of computing the DNN modelmi,j on the
cloud, the communication energy consumption is expressed as
εc→u
f,h,i,j = tc→u

f,h,i,j ∗ pc. Thus, the total energy consumption kcf,h
is expressed as

kcf,h =
I∑
i

J∑
j

x1
f,h,i,jk

c
f,h,i,j . (5)

D. System Revenue Target Model

When the users request DNN inference service, the agent will
comprehensively consider the system cost and quality of service
to determine the model version and placement of DNNs. Based
on the abovementioned modeling, assume that the decision vari-
ables of this system are xw

f,h,i,j , the system energy consumption
cost Genergy is expressed as follows:

Genergy(x) =
F∑

f=1

H∑
h=1

I∑
i=1

J∑
j=1

(x0
f,h,i,j(k

e
f,h,i,j + ci,j) + x1

f,h,i,jk
1
f,h,i,j).

(6)

And the inference performance of the system is expressed as
Gservice, as follows:

Gservice(x) =
F∑

f=1

H∑
h=1

I∑
i=1

J∑
j=1

x0
f,h,i,jsi,j + x1

f,h,i,jsi,j (7)

where x = {xw
f,h,i,j |w ∈ {0, 1}, f ∈ E, h ∈ U, i ∈ I, j ∈ J}.

And if x0
f,h,i,j = 1, it means model mi,j is executed on the edge

server, and when x1
f,h,i,j = 1, the agent chooses the model mi,j

to execute on the cloud platform.
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Fig. 2. Dueling-DQN-based model selection mechanism of the CoCE-SC framework.

In other words, the expected goal is to minimize the energy
consumption of the system min{Gservice} and maximize the qual-
ity of experience of users max{Genergy}. Thus, this article makes
a tradeoff between the system cost and inference accuracy, the
overall revenue goal of the system is

max
x

{G} = max{ε1 ∗Genergy(x)− ε2 ∗Gservice(x)} (8)

subject to

F∑
f

H∑
h

I∑
i

J∑
j

x1
f,h,i,j

≤ N , f ∈ E, h ∈ U, i ∈ I, j ∈ J

I∑
i

J∑
j

(
x0
f,h,i,j + x1

f,h,i,j

)
= 1

I∑
i

J∑
j

(
x0
f,h,i,jd

e
f,h,i,j + x1

f,h,i,jd
c
f,h,i,j

)
≤ tf,h

I∑
i

J∑
j

(
x0
f,h,i,jsi,j + x1

f,h,i,jsi,j
)
≥ af,h (9)

where, ε1 and ε2 are weight coefficients; constraint.1 limits
the number of DNN models executed in the cloud. In the above-
mentioned selection and placement problem of DNN model,
resources of cloud server are limited, and users will compete to
use them. constraint.2 ensures that every request is processed.
constraint.3 and constraint.4, respectively, ensure that the
model selection deployment scheme meets the inference perfor-
mance requirements of users.

According to the abovementioned analysis, the objective op-
timization problem of DNN configuration with 0–1 variables
is a mixed integer nonlinear programming problem, which is
a NP-hard problem. When the scale of users is N , the agent
needs to iteratively explore the optimal solution in a 2N decision

space. And the variable dimension N increases linearly, and
the time and energy consumption cost for finding the optimal
solution will increase exponentially. Especially in IIoT scenar-
ios with large-scale service requests, it is difficult to handle
the randomness of link states and computing resources, and
quickly obtain superior decision-making solutions using tradi-
tional optimization methods [12]. Thus, we consider feasible
deep reinforcement learning methods to solve this problem.

IV. DUEILING-DQN-BASED SELF-ADAPTIVE DNN
CONFIGURATION DECISION

In our case, the system environment will continue to change
over time, so massive memory and computing resources will be
consumed to analyze such dynamic information. Deep reinforce-
ment learning combines the intelligent perception capabilities
of deep learning and the real-time decision-making capabilities
of reinforcement learning, which can generate decisions in a
dynamic IoT context. Thus, this article establishes a reinforce-
ment learning solution to solve the problem (8). And the DNN
model configuration of the CoCE-SC framework is described
from a partially observable Markov decision process (MDP).
Especially, the decision of DNN configuration is described by
state space S = {st, t ∈ T}, action set A = {at, t ∈ T}, and
reward function R. Then, dueiling-DQN algorithm, as strategy
optimization mechanism, utilizes the reward signal to update
the parameters θDQN of DQN. Fig. 2 shows the Dueling-DQN-
based model selection mechanism of the CoCE-SC framework.

A. MDP Observation Space

MDP observation space consists of four elements, denoted as
M = {S,A,P,R}, whereS = {st, t ∈ T} represents the state
space. At time t, the decision to select the model version and
placement location is set to the current state value st = {sit, i ∈
H}. The action space is represented asA = {at, t ∈ T}, and the
action value at is an |M | ∗ (|E|+ |C|)-dimensional vector. And
P represents the transition probability from sit to sit+1. The R
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denotes the reward value after performing an action. The reward
value is the revenue value of the decision-making of the agent.
In this problem, this revenue value is a tradeoff between the
revenue of system energy consumption and the revenue of users
inference performance. At time-step t, DRL agent observes the
current state of the environment st and choose an available action
at. After the action is executed, the environment of MDP makes
a transition from state st to st+1 with a transition probability
p(st+1|st, at) ∈ P . Then, the agent calculates the current reward
value rt ∈ R based on the observed new state st+1. The specific
settings of the elements are as follows.

State Space S: In our problem, each state component st is
a 2-D matrix of size H ×M , sit represents the state value of
the i user in the time-step t state value, which is the i column
vector in st. After continuous exploration by the agent, the state
space S will include all possible decision-making solutions. If
sit = {0, · · · }, it represents that the DNN model of the user i
is deployed in the cloud. Otherwise, this model is executed on
edge server.

Action Set A: This article defines the actions of each step as
a decision of model version and placement location. When the
agent selects a solution for each user, that is, to determine the
model version and placement location, a round of exploration
process is completed. During every round of exploration, the
processing order of users is random. Dynamic optimization
strategy is used for action selection, and the selected action will
make the current state transfer to the new state with the maximum
transition probability.

Reward FunctionR: an appropriate reward function is the key
to the application of reinforcement learning algorithms. In our
problem, the reward function is jointly determined by inference
performance and energy consumption of the system, denoted as
re and rs, respectively. Σ = wsrs − wrre represents the overall
benefits of the system, wr and ws are the weighting factors of
the two returns in the target function. In summary, the reward
function is set to (10). And Ω is a constant, which is used to
ensure that the reward value is always positive. ST represents
the end state of the system.

rt+1(st, at) =

{
Ω+ Σ, if st+1 is ST

0, others
. (10)

B. Strategy Optimization Mechanism

The task of agent is to select the appropriate model version and
placement location. However, in industrial-grade DNN model
inference services, the state space and action set will expand
rapidly, and it will increase the difficulty of solving. Therefore,
we choose DQN [13] to store the state space and action set of
the system. Moreover, a DQN model with a dueling structure is
built to obtain a more effective decision-making plan.

DQN Exploration Network: DQN uses the neural network that
replaces the traditional Q-table to record the states and actions.
This is composed of a main network and a target network,
which are used to select and estimate actions, respectively.
When the agent receives a service request, the agent will use
the main network to select the action with the maximum Q
value, and this decision will also be stored as an experience

sample (st, at, r, st+1) in the experience replay. If the samples
in experience replay reach a certain number, he will randomly
take out a certain number of samples for training. This random
sampling scheme solves the problems of sample correlation
and nonstatic distribution, and improves the stability of model
performance.

Dueling Decision Strategy: in the network evaluation process,
we use the dueling Q-network algorithm [14] to select an action.
This framework has two networks for state estimation and action
selection, respectively, called the state estimation network and
the action selection network. The dueling Q-network enables
that the network converges faster than the single network, espe-
cially when there is numerous industrial data.

Our goal is to obtain a decision strategy for model selection
and service placement, ρθh : Sh ×Ah � {0, 1} to find an op-
timal compromise strategy, that is reducing the system delay
and improving the inference accuracy. And θh is the strategy
parameter of the user h. The expected reward Qρ

θh (sh, ah) rep-
resents the discount reward expectation accumulated from the
initial state s0

h, and s0
h obeys the original distribution: s0

h ∼ κ0
h.

Thus, the expected reward is expressed as follows:

Q
ρ
θh

t

(
sht , a

h
t ; θ, α, β

)
= V

(
sht ; θ, β

)
+A

(
sht , a

h
t ; θ, α

)
= V

(
sht ; θ, β

)
+

(
A− 1

A

∑
A
(
sht , a

h+1
t ; θ, α

))
(11)

where A(sht , a
h
t ; θ, α) function as the action selection network

is used to select action, V(st; θ, β) represents the state estima-
tion network. And discount factor is denoted as γ ∈ [0, 1], the
V(sht ; θ, β) is defined as

V
(
sht ; θ, β

)
= E

(
t→��∑

0

γtr
h
t+1 | sh0 = sh, ρθh , ρθh−1

)
. (12)

And the action strategy of A(sht , a
h
t ; θ, α) refers to the envi-

ronmental state of historical decisions and gives the probability
of feasible action decisions that meet the task requirements of
the current user. The evaluation strategy ofV(sht ; θ, β) generates
the state of the next round by observing the current environment,
and then combines the output of the action strategy and the
corresponding estimated reward to evaluate the action strategy.
In the stage of a user’s action selection, the agent must consider
the global environment before making action decision. So there
is a dedicated data pool to store historical sample information
related to the current user. Because the strategy optimization
mechanism learns in a continuous sequence of samples, batch
samples, and timing difference [15] are utilized for the loss
function of state estimation strategy

Lh
(
ωh
)
=

1
|G|
∑
σ∈G

((
rhσ

+ γVσh

(
sh′

σ
− Vσh

(shσ
)
))2

.

(13)

Different from the randomizing the samples sequence in
Q-learning method, our DNN service configuration mechanism
requires policy learning on an ordered sample set. Thus, this
article uses an external memory method to effectively learn
continuous input samples. Moreover, according to (9), there are
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Algorithm 1: Dueiling-DQN-Based Self-Adaptive DNN
Configuration Algorithm.

Input: Experience Sample D(S,A);
Network Exploration T ;
Experience Replay Capacity B;

Output: Selected Action Set X
1: Initialize:

the Qeval with random weights θeval;
the Qtarget with random weights θtarget = θeval;
Create the reply memory pool M;

2: For step = 1 to T Do:
3: Set step = 0 and Initialize the state space S0;
4: While Ture Do:
5: Calculate the transition probability value p;
6: Decide the model version and placement location of

DNN model based on ε-greedy strategy;
7: Select at = argmax

x
Q(st, a; θ);

8: Calculate the reward rt+1 and observe the new state
st+1;

9: Store transition sample (st, at, rt+1, st+1) in M;
10: Sample random minibatches of transitions

(si, ai, ri+1, si+1) from M;

11: Set yi =

{
ri+1, if st+1 is terminal state
Yi, otherwise

12: If step mod Δ = 0 Then
13: Update θtarget, θtarget = θeval;
14: End For

some constraints in the target function. If these constraints are
defined as the penalty item and is set to a negative reward value,
this will cause the loss function to oscillate sharply. Therefore,
no penalty term is established in the reward function. Instead, we
select a set of actions Δa of the current state, which meets these
restrictions. In the decision-making process, only select a ∈ Δa.
Through the abovementioned strategy design, the agent first
continuously learns experience in a dynamic environment. After
many iterations, the network parameters are updated. The pro-
posed strategy is shown in Algorithm 1: Dueiling-DQN-based
self-adaptive DNN configuration algorithm.

V. EXPERIMENTS AND ANALYSIS

In this section, we evaluate the proposed DNN configuration
mechanism. In order to perform large-scale performance anal-
ysis, this article establishes a parameter scheme based on real
application scenarios, and builds a simulation system to verify
system performance.

A. Experiment Setting

In order to analyze the influence of network and data version
on inference accuracy and computational consumption, we do
performance measurements on representative VGG networks.
The task of crowd prediction, as an important research topic in
smart cities, is a typical application of IoT. Thus, this article

Fig. 3. Inference accuracy of the VGG network under different data
versions (from 256@256 to 32@32) and different compression ratios (from
100% to 40%).

Fig. 4. System performance comparison of the DDQN self-adaptive
strategy, greedy decision strategy, and random selection strategy.

uses the crowd counting task as an application case of this ex-
periment. Especially, we use autoMC framework [16] to remove
unimportant parts of DNN models, including filters, weight
parameters, and channel. And four different compression ratios
are used to generate different network versions of DNN models,
which are 100%, 80%, 60%, and 40%. For the dataset, we select
ShanghaiTech [17]. And there are eight data versions (input
image size), ranging from 256@256 to 32@32 with a step length
of 32@32. The measurement result is shown in Fig. 3. As the
data size decrease, the accuracy rate will decrease significantly.
On the other hand, when the compression ratio is 80% or 60%,
the accuracy of DNNs decreases slightly. And if the compression
ratio is 40%, the accuracy of the model is reduced by about 15%.

For other parameter settings, assume that the cloud computing
bandwidth bc is 1M , and the transmission power and computing
power are, respectively, pc and ςc. The transmission power of
edge computing is pe and the computing power is ςe. In addition,
for the service request rf,h, the accuracy requirements and
sample size are all generated using random probability distribu-
tions. In addition, the number of network version I is 4, and the
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Fig. 5. System performance comparison of the self-adaptive strategy, greedy selection strategy, and random selection strategy. (a) System energy
consumption changes with the number of IoT device requests. (b) Users QoS changes with the number of IoT device requests.

Fig. 6. Relationship between the capacity of the service requests pool and the total delay during the DNN model inference service.

number of input version J is 8. And we set bc to 1M , ςc to 0.9W ,
and εc→u

f,h,i,j to 1.3W . Meanwhile, the Gaussian channel noise
(ι2) is set to 10−9W and the channel power gain (�nh) is 10−5.

B. Comparison of Configuration Algorithms

This section compares the random-selection algorithm [18],
the greedy-decision algorithm [19], and the proposed dueiling-
DQN-based self-adaptive algorithm (termed as DDQN self-
adaptive algorithm).

Random-Selection Algorithm: for each request rf,h, the agent
first randomly selects a model version mt in M for service
inference. Then, a value is randomly generated. if the value
is an odd number, use cloud resources to perform inference
services; otherwise, the model mt is executed on the edge
server.

Greedy-Decision Algorithm: the agent chooses the model ver-
sion and placement location of DNN with the goal of maximizing
the revenue target G(x) of the current service request rf,h, that
is the request in request pools makes decisions one-by-one, and
the revenue goal of each decision is G(x), H = 1.

DDQN Self-Adaptive Algorithm: it considers the tradeoffs
between accuracy, latency, and energy consumption indicators.
This strategy transforms the optimization of the revenue target
into a partially observable DNN configuration reinforcement
learning problem to decide the model version and placement
location.

It can be seen that the greedy-decision algorithm pays more
attention to short-term revenues, and the random-selection
algorithm focuses on the diversity of decision-making. As shown
in Fig. 4, the configuration strategy proposed in this article
is superior to other configuration schemes. The reason is that
the greedy-decision algorithm only focuses on the revenue of
the current service request and does not consider the overall
revenue, and the configuration scheme of the random-selection
algorithm is random. And neither of these two algorithms con-
siders the configuration of heterogeneous computing resources
and random communication environment. Thus, the DDQN
self-adaptive algorithm has the better performance. In addition,
with the increase in the number of service requests, the revenue
difference between our strategy and other algorithms is greater.
At this time, the advantages of this algorithm are more obvious.
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Fig. 7. Relationship between the capacity of the service request pool and the average delay during the DNN model inference service.

This also shows that the algorithm can well adapt to the environ-
ment of ultra-large-scale service requests in industrial scenarios.

C. Analysis of System Performance

Fig. 5 discusses the relationship between the number of
service requests and the system energy consumption and the
QoS of inference performance. As shown in the two figures,
compared with the random selection algorithm, our algorithm
can reduce system energy consumption by 50% and maintain
superior inference performance. Compared with the greedy-
decision algorithm, the DDQN self-adaptive algorithm proposed
in this article can reduce system energy consumption by 30%
and increase the overall inference accuracy by 20%.

Fig. 6 shows the relationship between the capacity of the
service request pool and the total delay during the DNN model
inference service. The abscissas of Fig. 6(a) and (b) represents
the capacity of the service request pool. Fig. 6(a) shows the delay
of inference services on the edge cloud. As the capacity of the
service request pool increases, the delay in the whole inference
process will also become longer. The reason is that the larger the
capacity of service request pool, the more the requests that need
to be processed in a round. Thus, it will take longer to complete
all inference computing tasks, and the system will consume more
energy. And Fig. 6(b) shows the delay of inference services on
the cloud server. Unlike on the edge cloud, as the number of
service requests increases, the time to perform inference tasks
on the cloud decreases. The main reason is that the increase of
base stations means that the resources of edge servers increase,
and more reasoning service task can be placed on the edge. This
result also reveals that the addition of more edge clouds can
increase the robustness of the system.

Fig. 7(a) discusses the influence of the number of service
requests on the average delay of the system. The abscissa of this
figure still represents the capacity of the service request pool.
In Fig. 7(b), the total delay of edge server and the cloud are
calculated asDe

total =
∑F

f

∑H
h def,h andDc

total =
∑F

f

∑H
h dcf,h,

respectively. Thus, the average delay of edge server and the cloud
are De

ave =
1
NDe

total and Dc
ave =

1
NDc

total, respectively. It can be
seen that at the beginning, as the number of service requests

increase, the delay in executing inference service in the edge
service increases linearly; in the later stages, the average delay
is around a stable value. Therefore, it can be seen that with the
expansion of industrial scale, the CoCE-SC framework can avoid
the problem of dimensional disasters.

VI. CONCLUSION

This article proposed a collaborative cloud-edge service cog-
nition framework for industrial IoT scenarios. Considering the
requirements for response delay and reasoning accuracy of
different users, the CoCE-SC framework designed the DNN
models with different network versions (such as different model
compression ratios) and different data versions (such as dif-
ferent sample resolutions). In order to solve the heterogeneity
of computing resources and the randomness of communication
environments of the cloud-edge system, we established the DNN
service configuration model of the CoCE-SC framework. Then, a
dueling DQN-based self-adaptive DNN configuration algorithm
was proposed to optimize DNN-configuration decision.
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