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Abstract—Mobile edge computing (MEC) is a key technology that enables the deployment of applications (or services) at the proximity
of mobile users. However, the performance of mobile edge computing is sensitive to the quality and availability of underlying
connection links. It is still unclear to what extent intermittent connectivity affects the performance of mobile edge computing. In this
paper, we make the first attempt to quantify the influence of intermittent connectivity on mobile edge computing from a theoretical
perspective. Specifically, we propose an analytical framework based on discrete-time Markov chain and derive a closed-form
expression of the task processing time under different network conditions. Our model can be further extended to account for the case
with group task arrivals. We also conduct extensive simulations to examine the accuracy of our proposed analytical models with both
synthetic and real-world user mobility traces. The results show that our model can well capture the influence of intermittent connectivity
on MEC. Our model sheds important insights into the impact of intermittent connectivity on task processing in MEC, which we believe

should be taken into account when designing future MEC systems.

Index Terms—Intermittent connectivity, mobile edge computing, task processing time

1 INTRODUCTION

MOBILE edge computing (MEC) is a new form of network
architecture that brings cloud computing capabilities to
the edge of a cellular network [1], [2], [3]. In MEC, local cellu-
lar base stations are equipped with abundant computing and
storage resources, and allow offloading of tasks from end
devices. With the support of MEC, in addition to performing
computations on remote cloud servers, a fraction of computa-
tion tasks can be handled locally at nearby base stations.
Thus, MEC can significantly reduce the burden on resource-
constrained end devices (e.g., smart phones, pads) in terms of
computing power, storage and battery life, and can also
achieve much lower latency compared with the traditional
cloud computing paradigm. Note that MEC can be adopted
to support both latency-sensitive applications (e.g., aug-
mented reality [4], [5], video streaming [6], [7], online gam-
ing [8], [9]) and delay-tolerant applications (e.g., connected
vehicles [10], [11], Internet of things [12], [13], tactical network
[14], [15]). In this paper, we focus on the delay-tolerant MEC
service scenario, in which the remote cloud access is
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unavailable (e.g., data processing in the battlefield) and only
edge servers in the proximity can provide services to users.

In an MEC system, applications on end devices can be split
into a set of small tasks, among which some are processed at
the edge cloud servers (or base stations) to reduce processing
latency. However, the performance of MEC is sensitive to the
quality and availability of underlying connection links. As
we know, the phenomenon of intermittent connectivity pre-
vails in a mobile network. Due to signal interference or user
mobility, the communication link between an end device and
an edge cloud server may not be always available. The qual-
ity and availability of MEC service exhibit a time-varying
nature. Moreover, when the network is congested by traffic,
the service capability of an MEC system is also significantly
deteriorated. Thus, it is essential to fully understand how the
change of underlying link conditions affects the performance
of MEC and to what extent the impact is.

To answer the above questions, one approach is to con-
duct extensive experiments under various mobility patterns
and investigate the performance of MEC from hand-on expe-
riences. The major drawback of such an approach is that it is
too time-consuming. Another approach is to develop an ana-
lytical model of an MEC system, which takes the impact of
intermittent connectivity into account. The analytical model
also allows us to examine extreme scenarios that cannot be
covered by small-scale experiments. However, the develop-
ment of such an analytical model for MEC is challenging.
The reasons are multi-fold: First, the communication link
becomes intermittent with user movement. It is challenging
to accurately model the effects of intermittent connectivity
in the MEC environment. Second, different task generation
patterns will result in various levels of network traffic load,
which in turn affect the performance of MEC. We need to
consider the effect of network traffic load in the model. Third,
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due to the limited capacity of edge servers, an offloaded task
may not be processed immediately upon arrival. It needs to
wait until the completion of previously queued tasks. The
delay in the waiting queue should also be considered when
developing the model of MEC.

In this paper, we attempt to understand the influence of
intermittent connectivity on the performance of MEC from a
theoretical perspective. Towards this purpose, we develop an
analytical model of an MEC system, which captures the
effects of intermittent connectivity on processing time of off-
loaded tasks. The complete task processing procedure can be
divided into multiple stages, including task generation, task
offloading, task queueing, task execution, and task result
retrieval. Our model allows us to derive a closed-form expres-
sion for the expected task processing time. By utilizing a
discrete-time Markov chain, we can derive the distribution of
task queueing time at the edge cloud, based on which we can
obtain the variance (or worst-case) of task waiting time. In
addition, our model can be generalized to the case with group
task arrivals. Our proposed model provides a tractable analyt-
ical framework for an MEC system, which can help design
efficient task offloading algorithms.

The contributions of this paper can be summarized as
follows:

e To the authors’ best knowledge, this is the first work
that develops an analytical model to understand the
influence of intermittent connectivity on the perfor-
mance of MEC. We model the whole procedure of
task processing in MEC, which includes task genera-
tion, task offloading, task queueing, task execution
and task result retrieval.

e We derive a closed-form expression for task process-
ing time in an MEC system under various conditions
with intermittent connectivity and random task gen-
eration. Specifically, our model takes intermittent
connectivity and various levels of network load into
account. We also obtain the distribution of task
queueing time in the MEC system.

e We verify the accuracy of our model by perform-
ing extensive simulations with both synthetic and
real-world user mobility traces. The results indi-
cate that the proposed model can well capture the
influence of intermittent connectivity on the per-
formance of MEC. Based on our results, we also
discuss potential improvements of existing task
offloading algorithms.

The remainder of this paper is organized as follows.
Section 2 presents the related work. The system model and
definitions are introduced in Section 3. Section 4 builds ana-
lytical models for task processing time on MEC systems.
Experimental results for the analytical models are presented
in Section 5, where we also discuss the potential applications
of our proposed analytical models. Section 6 concludes this
paper and suggests several future research directions.

2 RELATED WORK

In recent years, mobile edge computing has received signifi-
cant attention from both academia and industry. Previous
works mostly focused on how to efficiently perform task
offloading in MEC systems (e.g., [16], [17], [18], [19], [20],

[21]). These studies assumed that edge cloud servers are
always available to the users, which does not always hold
due to dynamic user movement and limited edge process-
ing capacity.

The intermittent connectivity could cause a serious per-
formance degradation on the quality and availability of edge
service in both task offloading and result retrieval [22], [23],
[24]. To reveal the influence of intermittent connectivity on
MEC performance, Li et al. [25] assumed that mobility infor-
mation of users can be known a prior, which is not reasonable
in real MEC systems. As a practical solution, Shi et al. [26]
modeled the intermittent connectivity as the received signal
strength fluctuation to overcome the network uncertainty
caused by variable connectivity. However, the measured sig-
nal strength cannot directly reveal the potential MEC perfor-
mance with intermittent connectivity. Zhang et al. [27]
defined the edge cloud service availability as a constant ratio
of the task processing time and the average user contact time
within the target edge cloud. But the average contact dura-
tion also cannot effectively describe the intermittent connec-
tivity properties. By field measurements, it is observed that
the random link connection can be statistically modeled [28],
[29], [30]. Nevertheless, how these fitted distribution results
affect the MEC performance (e.g., task offloading time and
result retrieving time) is still unclear.

The limited edge processing capacity also affects the
availability of an MEC system, especially on task queueing
at the edge cloud servers. Wang et al. [31], [32] exploited the
contact patterns regulated by the device mobility patterns;
however, task queueing at the edge cloud server was not
taken into consideration. There also exist several research
works on evaluating MEC performance in terms of service
access probability, task success rate, task execution speed
and so on. Li et al. [33] showed that the edge cloud access
probability can be evaluated by the link connection time
between mobile users and the edge cloud. Again, the bal-
ance between the random task generation and limited edge
processing capacity is not highlighted in the modeling.

In addition, it is also essential to consider task execution
time in the modeling of MEC performance. Champati et al.
[34] stated that the processing time required by a task is
generally unknown prior to the processing action and later
derived a closed-form expression for the task processing
time. Their derivation is based on the assumption that an
MEC system is perfectly connected, without considering
existence of intermittent connectivity. Recent studies [35],
[36], [37] proposed learning-driven methods to predict the
task execution time given some practical assumptions. But
these studies did not explore the influence of task execution
property on MEC performance.

Different from the above works, our study aims to quan-
tify the influence of conditions (i.e., intermittent connectiv-
ity and random task generation) on MEC performance by
modeling the complete task processing stages (e.g., task
generation, task offloading, task queueing, task execution,
and task result retrieval).

3 SysTEM MODEL

3.1 Overview of an MEC System

We first describe the model of a typical MEC system, which
contains mobile users, edge cloud servers and communication
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Fig. 1. A typical MEC system with pure edge cloud servers.
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links. The whole MEC system is illustrated in Fig. 1. In such
an MEC system, edge cloud servers are installed on the base
stations to provide computing services to resource-
constrained end devices (e.g., smart phones, pads). Note that
the MEC system can be composed of either pure edge cloud
servers or hybrid edge/cloud servers [38]. In our model, we
consider an MEC system with pure edge cloud servers, which
is especially useful in mission-critical scenarios (e.g., battle-
field, wild rescue). Anyway, our model can be easily
extended to the scenario with hybrid edge/cloud servers.

In our model, the task processing procedure can be briefly
described as below. After a task is generated by a user, it waits
for the establishment of a link connection to an MEC server.
Once the communication link is initialized, the task is off-
loaded to the edge cloud server. If no other tasks are currently
being processed at the same edge cloud server, it will directly
be executed; otherwise, it enters into the queueing state until
the completion of previous tasks. After the task result has
been generated, the edge cloud server waits the establishment
of a link connection to the task initiator and sends it back.

The user movement can cause intermittent connectivity,
where the user might lose the wireless connection to the
edge cloud servers (e.g., the disconnected area in Fig. 1).
Due to the problem of intermittent connection, a task may
need to wait for a while until the task initiator moves into
the transmission range of a base station. In other words, a
link disconnection can delay task offloading and result
retrieval. Besides, the edge cloud servers have limited
resources to serve all the users in the system. For example,
user 2's task generation can affect the offloading process
and the task execution process for tasks generated by user 1
at the edge cloud servers.

In this paper, we consider a simplified scenario in which
each edge cloud server handles offloaded tasks indepen-
dently. Specifically, when a user offloads a task to one edge
cloud server, the user should also retrieve the results from
the same edge cloud server. In case that the results cannot
be retrieved within a timeout period 7 (e.g., due to connec-
tivity problem), the user has to re-send the task request to
another edge cloud server. For the initial responsible edge
cloud server, it will also drop the results after .

Next, we explore the influence of the intermittent connec-
tivity on a general MEC system.

3.2 Timeline of Task Processing in MEC

Fig. 2 illustrates the timeline of task processing procedures,
which can be divided into multiple stages, including task

(Generatc and ofﬂoad] (Queue}[ Execution ][ Retrieval ]
4 3\ N Y

4 Y4

i A ELL
% IS LR | R T .\ b e e
N . - /
discoringcted . %
Pogie )

[] task
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Fig. 2. Timeline of task processing in MEC.

generation, task offloading, task queueing, task execution, and
task result retrieval. To ease our presentation, we formally
define a set of terminologies to be used in our analysis.

e Task offloading time (TOT), which is defined as the
interval between the time point of task generation
and the time point of accessing the MEC system.

e Task queueing time (TQT), which is defined as the
queueing time for a task before its execution at the
edge cloud servers after its access of the MEC
system.

o  Task execution time (TET), which is the time taken by
the execution of a task at the edge cloud server.

e  Task retrieval time (TRT), which is the time needed to
retrieve all the execution results of a task.

As shown in the example (see Fig. 2), tg') denotes the gen-
eration time for task i, and t;@ denotes the time to access the
edge cloud server. Let TU(” denote the TOT for task 7, and
we have Téi’) = tf;’) — tg) , where the connection establish-
ment time is much lower than 7, and can be ignored.

TOT is mainly determined by the intermittent connectiv-
ity. To describe user mobility patterns, we define the link
connection period as the continuous connection interval
between a user and an edge cloud server. Similarly, we
define the link disconnection period as the continuous link
breakage time interval. We model the link connection and
disconnection periods as exponential random variables
with parameters 1 and 6, respectively. Such an assumption
has been widely used in previous studies [28], [29], [30]. We
also conduct studies on real-world traces in Section 5 to ver-
ify that the assumption is reasonable.

After a task has been offloaded to an edge cloud server, it
might not be processed immediately, which is determined
by the task scheduling scheme. Suppose that the First In,
First Out (FIFO) scheduling algorithm is used, which simply
queues tasks in the order that they arrive in the queue. That
is, a task may need to wait until the completion of execution
for tasks that have been offloaded to the edge cloud server
previously. Let t{" denote the time to start the execution of
task i at the edge cloud server. Let Téi) denote TQT for task
i, and we have Téi) = _ 40,

TQT is mainly affected by the network load (i.e., the task
generation patterns). The task generation interval can be fit-
ted with a specific distribution, and the Poisson distribution
is assumed to follow the assumptions made in previous
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TABLE 1
Defined Symbols

Symbol Definition
A the computation task arrival rate
n the connected period rate
0 the disconnected period rate
7 the task service rate at the edge cloud
tg) the generation time for the ith task
{0 the time for task ¢ accessing the edge cloud
) the time executing task ¢ at the edge cloud
£ the time completing task i at the edge cloud
() the time retrieving task 7 from the edge cloud
T the offloading time for task ¢
Tp the queueing time at edge for task ¢
Te(’) the execution time at edge for task ¢
Te the average TET at the edge cloud server
7 the task result retrieval delay for task i
pC prob. that user is connected with edge cloud
Pp prob. that user is disconnected with edge cloud
L the number of tasks queued at the edge cloud
D; the probability of state ¢, ¢ € {0,1}
AR the residual disconnection time

the consecutive tasks’ generation interval
T the every other tasks” generation interval
N, the number of divided queueing delay states
€ the defined queueing delay state interval
S; the ith queueing delay state
P the transition prob. matrlx for TQT state
ap the probab111ty that T m e S;
T the maximum queuemg delay threshold
Ds the edge serviceability
Ds the estimated edge serviceability
G the number of generated tasks in one time

studies [39], [40]. The modeling methodology can be further
extended to other task generation patterns. Let A denote the
task arrlval rate, and the average task arrival interval is 1/,
ie, Bt — 4V =1/A

We defme the task waiting time (TWT) as the waiting time
for a task to be executed at the edge cloud server after its
generation. TWT equals to the sum of TOT and TQT. Let
T\ denote the TWT for task i,
T + T,

Once the task is allocated with resources, it will be exe-
cuted immediately. Let t!) denote the time that task i is
completed at the edge cloud server. Let T denote TET for
task 7, and we have 7" = () — ¢\,

TET is dominant and non—negligible in the edge comput-
ing scenario, and different task execution patterns will affect
its value. For example, in the scenario where a user accumu-
lates a certain amount of tasks before offloading them to the
edge cloud, 7. is identically distributed. In the practical sce-
narios, 7, can be modeled with more general distributions.
In the following analysis, let u denote the task execution
rate at the edge cloud, and let 7, denote the average task
execution time. Then we have 7. = 1/p.

After the completion of task processing at the edge cloud,
the result needs to be retrieved back to the user that generates

then we have T =

the task. Let ¢{" denote the time that task i is retrieved back to
the user, and 77 denote TRT for task i. Then we have
T = () — 0. Similar to TOT, TRT is more relevant to the
intermittent connection. In other words, this value is mainly
determined by the user mobility pattern.

Overall, the symbols used in this paper are summarized

in Table 1.

4 ANALYSIS OF MEC PERFORMANCE WITH
INTERMITTENT CONNECTIVITY

In this section, we conduct theoretical analysis on the per-
formance of MEC with intermittent connectivity.

4.1 Modeling Intermittent Connectivity in MEC

For the tractability of the following analysis, we assume that
the characteristics of link connections for different tasks are
independent with each other. Namely, the offloading delay
T, is identically distributed for each generated task. There-
fo(r)e, we have the cumulative distribution function (CDF) of
T," as

PI‘{T(EL> S O} == PI‘{TO = t[)} =1- Po
Pr{T\) <t} =1 —po+po Pr{Z <t —ty}, fort > t.
1)

where tj is the initialization time incurred for offloading
link construction, py denotes the probability that the link is
disconnected at any given time, and Z; represents the time
the communication link continuously being at the discon-
nection state. According to the characteristics of exponential
distribution, Z; also follows an exponential distribution
with parameter 0, i.e., Pr{Z; <t} =1 —e % ¢t > 0. Then we
have

Pr{T® <t} =1—pee® t>0. (2)

Proposition 1. Let p;;(t) denote the probability of the link con-
nection that belongs to state j at time t given the initial state i
at time 0, where i, j € {0,1}. Then we have

p1o(t) = poo(t) = n/(n +6), 3)

and

pui(t) = poi(t) = 0/(n +6). “

Proof. Let N;;(t) denote the number of visits to state j in
(tg,ty +t) given that the system enters state ¢ at time ¢,,
then N;;(t) does not depend on the start time. Let ¥;;(t)
denote the expectation of N;;(t), and we have [41]

Vi (1) / Vo1 (t — x)dC(x) (5a)

b0 = [ 1490, - a1, 5b)
where C(-) denotes the CDF of the connected period, and
1(-) denotes the CDF of the disconnected period.
Equations (5a) and (5b) can be used to determine v,
and v¥,;. One way to accomplish this is to take the
Laplace-Stieltjes transform of (5) [41], [42]. For v;;(t), let

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on April 24,2022 at 00:01:36 UTC from IEEE Xplore. Restrictions apply.



HU ET AL.: QUANTIFYING THE INFLUENCE OF INTERMITTENT CONNECTIVITY ON MOBILE EDGE COMPUTING 623

task arrival rate service rate

[ Initiator]— )\jl server ]:ll 1T

buffered task results
- radio link ~<

T racio ik }—{ nitator
a8 P e

connected disconnected
—_—— 1
1/n <—mean—> 1/6

Fig. 3. An illustration of the queueing modeling concept for the task
processing time derivation.
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W;;(s) denote the Laplace-Stieltjes transform, and we
have

\I’H(S) = \P[]I(S)C(S), (63)

Woi(s) = I(s) + Wy (s)I(s). (6h)

Combining (6a) and (6b), we have

1(s)
\1,01(5) = 1— C(S)I(S) )
and
_ C(s)I(s)
Yl =T e

Similarly, we can solve ¥1((s) and Wy (s) in terms of C(s)
and I(s). Note that

1, if St)=1
Nyp(t) — Nyi(t) = {0 othe(r\)zvise.

Therefore, we have

Pio(t) = E[Nio(t) = Nuu(8)] = ¥i(t) = ¥u (),

(7
pu(t) =1 —pio(t).

Similarly, we have pgi(t) = ¥, (t) — Yo (t) and poo(t) =

L — poi(t).

In general, the Laplace-Stieltjes transforms are diffi-
cult to invert. However, it is possible to describe the
behavior under large t using asymptotic formulas [42]. In
particular, we have

B t ~1/n 12
ol =17, 1/n+1/9+2(1/n+1/9)2+0(1)’
t 12
Y (t) “Untije 1 +W+ o(1),

where /@ denotes the second moment of H, and we have
H(t) = f; I(t — z)dC(x). Then we can obtain

P1o(t) = poo(t) = n/(n +6),
and
pu(t) = po(t) = 6/(n+6).
This completes the proof of Proposition 1. 0

Corollary 1. To quarantee that the MEC system is stable, i.e., its
long run averages exist, we require that

1

AE(T,) < ——.
(T.) 1+n/6

®

Proof. Let pc and pp denote the fraction of time that the
edge cloud is connected and disconnected with the task
initiator, respectively. Then we have

1/n 1
f— = 9
Pe =T m 1/ 1+ /6 ©
and
1
pD——1+9/n. (10)

We require that A/ < p¢ to guarantee that the queue-
ing system is stable. That is, we require that

1

AE(T)) < ———.
(Z.) 1+n/6

This completes the proof of Corollary 1. 0

A model of an unstable system must use protocols to
accommodate the effects of the instability. In the following
analysis, we determine the task processing performance in
a stable MEC system.

4.2 Analayis of Task Processing in MEC

Recall that T, = T, + Ti,, where T, is mainly affected by the
user mobility and T, is influenced by conditions, e.g., the
intermittent connectivity and the task generation pattern.
We consider a general MEC task processing model as
shown in Fig. 3. Then we have the following proposition.

Proposition 2. Suppose that each task in the queue at the edge
cloud server has a mean execution time E(T), then we have

E(T.) +pp/6

an

Proof. Assume that an arriving task finds E(L) tasks on aver-
age in the queue and each of them has a mean execution
time E(T;). With probability pp, the edge cloud server is
already disconnected on arrival, in which case the task has
an extra mean delay of 1/0. Then we have [43]

B(T.) = B(T,) + E(T,) = po 5 + (B(L) + DE(T.),

——

Part I Part II

(12)

where Part I represents the disconnection time on arrival
at the edge cloud, and Part II represents the execution
time for the offloaded task at the edge cloud. Then, with
the Little’s law (i.e., E(L) = AE(T\,)), we have

_ E(Te) + pD/ 0
This completes the proof of Proposition 2. 0
From Proposition 2, we have the following corollary.

Corollary 2. The expected queueing time at the edge cloud server
can be obtained as
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E(Ty) = ——~ =7 — Po/b. (13)

1— \E(T.)

In the previous analysis, the expected task waiting time
E(T) and the expected task queueing time E(7}) are given
as closed-form expressions. However, in most practical task
offloading scenarios, the distribution can provide more
insights on the MEC performance, which will be analyzed
in the following.

4.3 Analysis on Distribution of Task Queueing Time
We propose a discrete-time Markov chain (DTMC) model to
derive the distribution of the task queueing time at the edge
cloud server as follows. The modeling contains two steps:
first we discuss the dependence between continuously gen-
erated tasks, and then we build a DTMC model to model
the changing of TQT with time.

4.3.1 Dependence on Continuously Generated Tasks

Tasks are numbered sequentially as {0,1,...,n,n+1,...}
according to the order of their generation time. Overall, the
delay for task i to be executed at the edge cloud server is the
sum of the offloading delay T\ and the queueing delay
Tq where the queueing delay is defined as
1) + 79,

T(Y’) = maX{O,ty*l) —

(14)
where t(7 b — + T( B + T(E"’*l) +1.. When a task
accesses a idle edge cloud server, it does not need to queue
and Tc(l’» = 0; otherwise, when the previously arrived task at
the edge cloud server has not been completed, the newly
arrived task need to queue at the edge cloud server and
IO = ) _ 0 4 7],

Let T' denote the generation time interval between two
consecutive tasks, and (14) can be rewritten as

(i) — (i—1) _
T3 = max{0,Ty" " + 7,

T+ T -1y,

o

(15)
where 7' = té) - tgz Y. That is, the queueing at the edge
cloud server has cumulative effect.

Given the queueing delay 7"V for task (i — 1), we have
the CDF of the queueing delay for task ¢ at the edge cloud
server as
T—T9 + T <t} (16)

Pr{T\) <t} = Pr{T\") + 7. —

where t > 0.

To study the factors affecting the queueing delay, we
illustrate timelines of two consecutive tasks (i — 1) and i as

shown in Fig. 4. In Fig. 4a, we can see that tﬁi) = tyfl). That
is, task i’s computation start time depends on the previous
task (i — 1)’s completion. Fig. 4b shows the state transition
probability g;; for the generation time interval between two
consecutive tasks, where the current task’s generation time
lies in state ¢ while the following one transfers to state j.
That is, {SU"V =1i,S" = j}, 4,5 € {0,1}, where S repre-
sents the communication link state for task 4. Let ¢;; denote
the probability of the corresponding communication link
state combination. Recall that the connection and disconnec-
tion durations are both exponentially distributed and the
two states are independent, we have ¢;; = pip;, 1,7 € {0, 1}.
Let T denote the queueing delay difference between two
consecutlve tasks i and (i — 1), and we have

1) =T — TV, an

q

Based on Téi) defined in (15), we have the CDF of TX') as

Fot) =

(@)
70) pPr{T,” <t}

Pr{T (7 V<)
= Pr{T+TO> ~ T >, —t}
=quPr{T > 1. —t}+qoPr{T+ 2, — Zy > 7. — t}
+qoPr{T+2 >t -t} +quPr{T - Zy > 7. — t}
=qu [l — Fr(te —t)] + quo [l = Fp, (e — 1)]
Part [
+qo1 [1 — Fp, (e —

Part I1I

(18)

Part 11
)] + qoo [1 — Fp,(te — 1)],
Part IV

where Dl :T+Z1, DQ T— Zz, and D3 T+Zl Z2
The distributions of these variables are derived in the
following.

For Part I, we have the probability density function (pdf)
of T'as fr(t.) = Aexp(—At,), where T' = tgH) - tg).

For Part II, we have Dy = T'+ Z;, and its pdf as

Ip,(t) = { oA(eM —

For Part III, D, follows a distribution of the difference
of two exponentially distributed variables (D, =T — Z,).
Based on the independence assumption, the joint pdf of T
and Z, can be represented as

?te’, if o=\
e /(6 — )\), otherwise.

frz,(t1,t2) = A0 exp(—At1)exp(—6ts).

Then we have the pdf of D, as

X[
A+6 e M,

The derivation of Fp,(t) is divided into two cases. When
t <0, we have

ift<0

fpy(2) = if ¢ > 0.

et <.

Fp,(t) = Pr{D; <t} =3
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Fig. 5. The queueing delay is represented by N, states with equal interval
e and one state with infinite length.

Otherwise, whent > 0,

00 t1—t
FD2 (t) =1- / / /\967)\#1 eiaththtl
t 0
B 0

—1-

-\t
> 0.
At6°

For Part IV, we have D3 =T + Z; — Zy = Dy — Z,. Simi-
lar to the derivation in part III, we have the joint pdf of T
and Zs as fp, z,(t1,t2) = fp, (t1) fz,(t2). We have

2he=M e
-2 2(0-2)°
021t o ot
02Xz 200-))

ift>0
st(t) =

otherwise.

4.3.2 CDF and pdf of Task Queueing Time

Following (18), we can obtain the dependence on Téi)
between continuously generated tasks. Based on this model-
ing, we propose a DTMC based analytical framework to
derive the distribution of the task queueing time at the edge
cloud server.

As illustrated in Fig. 5, we divide the possible queueing
delay into N, + 1 states. The first IV, states S; (i =1,2,...,
N;) with the same length € (e = t/N;) belong to interval
[( — 1)e, i€]. State Sy,+1 represents that the queueing delay
value is greater than 7. The edge service is denied when the
queueing delay falls into the state Sy,11, which is named as
denied state and the other states are normal states. The transi-
tions between states are illustrated in Fig. 6. Let 7}" denote
the probability that the queueing delay lies in state .S; after
m tasks arrival. Initially, 7 represents the probability of ini-
tial queueing delay state and we have 7} = Pr{T") € §,}.
Then we have 7/"*! = 7"P, where P denotes the state transi-
tion probability matrix. Let 7} denote the convergent proba-
bility that the queueing delay stays in the state .S;, then we
can achieve the results of CDF and pdf of task queueing
time in the following proposition.

Proposition 3. The CDF of task queueing time is obtained as

Pr{Té“ <t}=1- ﬂjj\/r+l’ (19)
and the pdf of the task queueing time can be obtained as
Pf{Tq(li) =T =N 1~ T (20)

Proof. Recall that 7} denotes the convergent probability that
the queueing delay stays in the state S;, which satisfies
that

n; =P (21)
Based on (21), we have r}; ,, denote the probability
that the task queueing time is greater than 7. In comple-

mentary, we have the CDF of task queueing time as

and the pdf of the task queueing time as

Pr{T\) = 1} = Pr{T\V <7} - Pr{T) <7-1}
=(1- ”7V,+1) -(1- ﬂR’,,lJrl)

_ * _ *
=N, +1 T TN

This completes the derivation of Proposition 3. 0

With the distribution in Proposition 3, we can further
derive the variance of (or worst-case) task waiting time, e.g.,
we can estimate the variance of task queueing time as

WNﬂJ—QAWdl—F&Wh—</xﬂ—FhDM>a

0
(22)

where F(t) = Pr{T; < t}. The CDF and pdf of task queue-
ing time need the results of the convergent probability =},
which depends the state transition probability matrix P as
in (21). In the following, we derive the state transition prob-
ability for Proposition 3.

4.3.3 State Transition Probability

In the state transition probability matrix P, each element p;;
represents the probability that the queueing delay changes
from the state S; to the state S; between two consecutive
task arrivals. When i, j < N,, we have

Pr{T\) € STV € 3}
=Pr{(j— De < T < je|(i —1)e < TV < ie}

» je riE
/ / fro (y — w)dz | dy.
(j—De | J(i—-1)e ~A

From the definition of the queueing delay difference in (17),
we can conclude that the transition probability p;; is not
affected by the current state S;. Instead, p;; is determined by
the interval between the states S; and Sj, that is, we have
Dij = Pmn When j — i =n —m holds. Therefore, we can esti-
mate p;; as

Pij

(23)

(j—i+1)e
Pij = / Lo (B)dt
(j—1i)e A

= Fyo [(G—i+1)e — Fr (G — 9)el.

(24)

Two special cases should be highlighted in deriving p;;
when i # N; + 1, which include:
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e Wheni < N;and j = N; + 1, we have

Pij = PI’{TLY) S S]|TL(1771) S Sl}

= Pr{T") > Nee|(i — 1)e < T\ < i€} (25)
=1-F (7).

A

e When i < N; and j = 1, the derivation of p;; can be
split into two sub-cases:
- The queueing delay for the next step is greater
than zero but less than ¢, and we have

Pl =Pr{0 < T\ < €|(i — 1)e < TV < ie}
= F0l2=9)d = Bl —i)d.

- In another sub-case, the task i will not need to be
queued at the edge cloud, and we have

Py = Pr{TV = 0|(i — 1)e < T{"V < ie}
FTX) [(1 — Z)E]

With these two sub-cases, we have p;; = p}; + p}.

When the queueing delay state for task ¢ stays in Sy, 1,
the aforementioned method might not be directly applica-
ble. This is because task i will not access the edge service
when it stays in the denied state. Assume that tasks (i — 1),
i, and (i + 1) belong to state S;, Sy,+1, and S}, separately.
Following our defined strategy, task ¢ will be denied to
access the edge cloud since its queueing delay is greater
than 7. The transition from the denied state to a normal state
cannot be easily estimated since no such “queueing delay”
metric can be defined for task i. As a solution, the state for
the previous state should be referred when task 7 is denied
service, and the transition probability can be re-written as

Ne
D i1 DiNetd " DiNet1,

s (26)
ZZN:H Di,Ne+1

PNi+1,5 =

where p; n,+1,; denotes the transition probability from state
Si to Sy, 41 to Sj, where i, j € {1,2,..., N;}. The summation
operation is to clarify the state transmitted before the denied
state S, 41, which is needed to calculate the transition prob-
ability from the denied state to a normal state. Following
the principle in (23)-(4.3.3), and with the queueing delay dif-
ference characteristic derived in (28), we have

FLil2—1)e, j=1
24
DiNe+1,j = 17FT(7')(f)a ]:N-r+1

24
F o|(G—i+ 1) — F »[(j— i)e], otherwise,

T T
(27)

where Té?l) denotes the queueing delay difference for tasks

(t—1) and (¢ + 1), where task 7 is denied with the edge ser-
vice, that is, Téi) > 1. We have the CDF of the queueing
delay difference Tézﬂ) as

Pr{Tyy" <t} = Pr{T(*) — T~V < ¢}

q
_ Pr{T' + ) _pli=1) 5 o t} (28)
- o o = e ’

where T” denotes the time interval between every other
tasks, e.g., tasks (i —1) and (i +1). That is, T" =T + T,
where T’ and 75 represent the task generation time interval
between the three consecutive tasks (i — 1), n and (i + 1) as
shown in Fig. 4. As the summation of two independent and
identically exponentially distributed variables, 7" is Gamma
distributed and we have Fp(t) =1—e ™ — Xe ™. Simi-
larly, we can obtain the CDF and pdf expressions for the
. . (i+1)
queueing delay difference 7, .
With the derivations in (23), (24), (25), (26), (27), and (28),
we can achieve tractable results on state transition probabil-
ity Dij in P.

4.3.4 Analysis of Edge Serviceability

Besides the task processing time, we also define the edge
serviceability to show the processing performance of the
edge cloud server.

Definition 1. Edge serviceability is defined as the probability
that a newly arrived task’s queueing time at the edge cloud is
less than t, where t denotes the queueing delay threshold above
which the task is unable to finish in time.

Let ps denote the edge serviceability, and we have

pS:Pr{Téi) <th Vne{m" ,m"+1,---} (29)
where m* represents the task index when the queueing delay
at the edge cloud server is convergent.

Then we can estimate the edge serviceability by

Nz
P =Pr{T{") <7} = . (30)
i=1

When a node with computation tasks to be offloaded
connects with an edge cloud server, the edge serviceability
metric can help make the task offloading decision.

4.4 Extension to MEC with Group Task Arrival

In a practical MEC system, computation tasks generated by
users may arrive at the edge cloud server in groups. Sup-
pose that the arrival of group tasks follows a Poisson pro-
cess with rate A\. The group size is denoted by the random
variable G with probability distribution

g =Pr{G=k}, k=0,1,2,---. 31)
Note that we also allow zero-size groups to arrive. As an

extension of Proposition 2, we have the following proposition.

Proposition 4. In a stable MEC system with group arrived
tasks, we have the average task waiting time as

_ pp/0 + )‘)‘y///“2 + )‘g/(ZIL)

BTw) T— W\ /u

. (32)

Proof. Let r;, denote the probability that the task is the kth
task served in his group. To find r;, we first determine the
probability h,, that the task is a member of a group of size
n. Since it is more likely that the target task belongs to a
large group than to a small one, it follows that &, is pro-
portional to the group size n as well as the frequency of
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such groups. Thus we have
hy = anTh (33)

where C'is a constant to normalize this distribution as

C™' =Y ng. =EG (34)
n=1
Hence
ngn
hn: ) :1a27"'a
() n (35)

Given that the target task is a member of a group of size
n, it will be with probability 1/n the kth task in its group
going into service (n > k). Then we have

o0 1 o0
:Zhn —G);gn

n==k

(36)

S|

Then, we have the expected task waiting time at the
edge cloud server as

B() =pp-t + (p+ BUNB(T) + Y rifh— BT,
k=1

——

Part 1 Part I

Part I11

(37

where p is the server utilization, so p = AE(G)E(T,);
Part I denotes the disconnected time period between the
task initiator and the edge cloud; Part II corresponds to
the mean waiting time of the whole group; Part III repre-
sents the mean waiting time due to the servicing of mem-
bers in his own group, and we have

2 (k= DB(T) = 5y D > alk -
:E(TP):X, n o
FORE"TY
_ E(T) -1
=50 ;571(2 —1)
_ [B(G*) - E(Q)E(T)
2E(G)
Using Little’s law (i.e., E(L) = AE(G)E(Ty,)), we have
E(T)
_ po/0+ ME(G)[E(T)] + [E(G?)/E(G) — 1E(T.)/2
N 1 — \E(G)E(T,) '
(39)

Recall that the group size is Poisson distributed, i.e.,
gr = Aje %9 /k!, where ), denotes the average group size.
Moreover since E(T,) = 1/u, we have

Pp/0+ M\ /11 + A(;/(2/0

BT = 1=/

This completes the proof for Proposition 4. 0

5 EXPERIMENTAL VALIDATION

In this section, we perform a series of simulations to vali-
date the efficiency of our analytical models.

5.1 Experiment Settings
For the purpose of model validation, we build a discrete-event
simulator to simulate the scenarios of MEC with various net-
work conditions. The generation of computation tasks is
assumed to follow a Poisson distribution with parameter ),
which is set to 0.001 event per second according to [44]. In our
experiments, the capacity of each edge cloud server is set as 1
Giga CPU cycles per second, and each task has the computa-
tion requirement of ten to fifty Giga CPU cycles. Each user can
generate at most one active task of any application in a slot,
and each edge cloud server can host at most one application
task in any slot in the simulation. Further, a user does not off-
load its task to the edge cloud server that has buffered tasks to
be executed, in order to improve the processing efficiency on
the computation resource limited scenarios. We repeat each
experiment multiple times and calculate the average value to
increase the confidence interval.

In the following, we verify the performance of the pro-
posed analytical models on both synthetic and real-world
user mobility traces.

5.2 Validation on Synthetic Traces

We first consider a setting with synthetic user movements,
where the MEC service links are synthetically generated.
Similar to the assumptions made in [28], [29], [30], we assume
that the link connection time follows an exponential distribu-
tion with parameter 7, and the link disconnection time fol-
lows an exponential distribution with parameter 6. Different
settings on these values simulate various network conditions,
and we initially set n = 0.5 and 6 = 0.05 times per second.

5.2.1 Expectation of Task Processing Time

Figs. 7 and 8 illustrate the average task processing time and
the average task queueing time versus different task arrival
rate A and service rate p. It can be found that the analytical
results match well with that from the simulations. Further-
more, both the task processing time and the task queueing
time increase with the task arrival rate A\, and conversely
decrease with the task service rate p. This is reasonable

o
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[ | -e—Simulated results with p=0.05
—¥—Analytical results with ;=0.05
r|—A—Simulated results with p=0.1
—— Analytical results with u=0.1 |_
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Fig. 7. The average task processing time versus different task arrival
rate A and service rate ., where 1/np =2sand 1/60 = 20s.
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Fig. 8. The average task queueing time E(Ty) versus different task
arrival rate A and service rate u, where 1/n = 2sand 1/6 = 20 s.

because an increased task arrival rate A creates more burden
on the MEC system, while the decrease of task service rate i
slows down the efficiency of the MEC system.

5.2.2 Distribution of Task Processing Time

Fig. 9 illustrates the comparison on the task queueing time
versus the task generation rate A. Again, the simulation
results for the task queueing probability match the analyti-
cal results well, which verifies the accuracy of our analytical
model. In addition, it can be observed that the task queue-
ing probability increases with A. The reason is that a small
value of A will enlarge the generation interval between two
consecutive tasks, resulting in a relatively low probability of
task queueing. Moreover, the task queueing time will not
exceed 50 seconds with probability 95 percent under our
synthetic simulation settings.

Fig. 10 illustrates a comparison of the edge serviceability
ps in the offloading process from our proposed analytical
model and the synthetic simulations. As well, the analytical
results show a good match with the simulation results, which
verifies the accuracy of our analysis on the edge serviceabil-
ity. As expected, we can see that the edge serviceability
decreases with the task execution time 7. at the edge cloud.
This is due to the fact that the task will be more likely to be
queued with a higher task execution time 7, at the edge cloud.
Moreover, when 6 varies from 0.05 to 0.005, the edge service-
ability declines dramatically when t is small. Instead, when
T, is greater than 70 seconds, the edge serviceability is even

0.95

29

g
—A—Simulation results (A=0.004)
09— === Analytical results (A\=0.004)
—©—Simulation results (A=0.002)
y - - = Analytical results (A=0.002)
7 —¥—Simulation results (A=0.001)
0 854 - Analytical results (A=0.001)
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Task queueing time (s)
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Fig. 9. The CDF of the task queueing time T, with uniform distributed
task execution time assumption, where e =50 sand 1/6 = 20 s.
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Fig. 10. The edge serviceability in an MEC system, where 1/6 = 20
s,1/p=10s,t=10s,and N, = 10.

better than that with a more frequent link connection. This is
because that a large task execution time 7, will reduce the
proportion of the task queueing time in the overall task proc-
essing time, which introduces a higher p, given a constant
connection rate 7.

5.2.3 Cases with Group Task Arrivals

Fig. 11 verifies the derived analytical results on the average
task processing time at the edge cloud through comparison
with simulation results. Again, we can observe a good
match between the analytical results and the simulation
results. When the initiated tasks on the device are generated
in groups (e.g., A, = 2), the task processing time is greater
than that in the single task arrival scenario (A, = 1). This is
reasonable because that the actual task arrival rate is dou-
bled when ), = 2. Note that the task processing time in the
group arrival case is lower than the twice of that in the sin-
gle arrival case. This is due to that the tasks other than the
first task in the group will not be affected by the intermittent
connectivity.

5.3 Validation on Real-World Traces

Besides studies on synthetical traces, we also conduct studies
on real-world traces measured in [45]. In the real-world
traces, the maximum number of edge cloud servers (i.e., base
stations) is increased to 20, and the number of users is at
most 78. The service range of each edge cloud server is set as
30 meters, and a user can access edge computing resources
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Fig. 11. The task processing time at the edge cloud with different group
size, where \ = 0.001 tasks per second, 1/n =2s,and 1/6 =20s.
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Fig. 12. The probability density of the connection/disconnection periods.

when its distance to the edge cloud server is less than 30
meters. For the tractability of the following validation, we
eliminate the users who are disconnected with the edge
cloud server for a long time, e.g., 5000 seconds. The other
parameter settings are identical to that for the simulations on
synthetic user traces.

5.3.1 User-Server Contact Patterns

Based on the real-world traces, we plot contact patterns
between mobile devices (users) and their access points (edge
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Fig. 13. The average task processing time versus the link connection
rate in real-world trace based simulation.
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Fig. 14. The average task queueing time E(T} ) versus the link connection
rate in real-world trace based simulation.

cloud servers) to study the performance of the MEC system.
As shown in Fig. 12, link connection/disconnection time
period can be well captured by exponential distribution,
which implies that link connection/disconnection behaviors
can be modeled as a Poisson process as assumed in the syn-
thetic simulations.

5.3.2 Expectation of Task Processing Time

Figs. 13 and 14 illustrate the average task processing time
and the average task queueing time versus different task
arrival rate A and link connection rate 7. Statistically, with
the increased number of edge cloud servers, we have an
increased value on the link connection rate n and a decreased
value on the link disconnection rate 6. Again, the analytical
results match well with that from the simulations. Further-
more, both the task processing time and the task queueing
time increase with the task arrival rate )\, and the link connec-
tion rate n. This is reasonable since an increased task arrival
rate A puts more burden on the MEC system, while a long
link connection time period 1/7 also improves the efficiency
of the MEC system.

5.3.3 Distribution of Task Processing Time

Fig. 15 presents the task queueing time versus the link con-
nection rate 1 measured from real-world traces. Again, the
simulation results for the task queueing probability match
the analytical results well, which verifies the accuracy of
our analytical model. In addition, the task queueing proba-
bility decreases with the value of link connection rate n. The
reason is that a large value of the link connection time 1/7

—A—analycal model (=0.02)
----- trace-based simu (1=0.02)
—©—analytical model (17=0.0125)
0.9 - - - trace-based simu (7=0.0125)
—¥—analytical model (7=0.01)
- trace-based simu (17=0.01)

0 50 100 150 200
Task queueing time (s)

Fig. 15. Comparison on the CDF of the task queueing time T;, where
e = 50 sand n = 0.01,0.0125,0.02 measured from real-world traces.

Authorized licensed use limited to: The Chinese University of Hong Kong CUHK(Shenzhen). Downloaded on April 24,2022 at 00:01:36 UTC from IEEE Xplore. Restrictions apply.



630 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 10, NO. 1, JANUARY-MARCH 2022

--—-analytical model (A=0.0125)
—A—trace-based simu (A\=0.0125)
—*—analytical model (A\=0.025)
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The edge serviceability
o
o
[§)]

0.5
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Fig. 16. The edge serviceability versus the link connection rate.

will promote the probability that a task could be finished in
one contact period, resulting in a relatively low probability
of task queueing. Moreover, compared with the results in
Fig. 9, we find a greater task queueing time, which might be
due to a relatively long link disconnection time in real-
world traces.

Fig. 16 illustrates a comparison of the edge serviceability
ps versus the link connection rate 1. As well, the analytical
results show a good match with the simulation results, which
verifies the accuracy of our analysis on the edge serviceabil-
ity. As expected, we can see that the edge serviceability
decreases with the connection rate for the link between the
user and the edge cloud server. This is due to the fact that the
task will be more likely to be queued with a shorter link con-
nection time period.

5.4 Discussion

One major function of the proposed model is to allow a
mobile user to obtain an accurate estimation on the perfor-
mance of task processing before conducting actual task off-
loading. The results can help a mobile user determine where
is the best venue to perform computation (e.g., local device,
edge cloud server, or remote cloud server) and how to better
schedule all the tasks. In case that the communication link to
the edge cloud server is congested or intermittently con-
nected, a mobile user can easily quantify the impact of net-
work conditions beforehand with our model, and make
offloading decisions accordingly.

Contrast to the previous models, our model is more com-
plete, which considers all stages of task processing in MEC
(including task generation, task offloading, task queueing,
task execution, and task result retrieval). Moreover, instead
of conducting estimation of task processing time by heuris-
tics, our analytical model is more parameterized, which
allows us to explore more design dimensions in different sce-
narios. The model itself can also be integrated with existing
MEC task offloading algorithms and provide guidelines for
offloading decisions.

In terms of the practicality and importance of our model,
we believe that our paper makes important contributions in
the following aspects: (1) our analytical model allows system
designers to directly explore the relationship between MEC
performance measures (e.g., task processing time) and net-
work conditions. Otherwise, it requires extensive simulations
to examine all the possible scenarios. (2) our model provides
guidelines on how to set a few key system parameters when

performing task offloading (e.g., timeout value for task
retrieval, task re-request threshold). Our model enables us to
derive the probability that the task result could be retrieved
back within a time period.

6 CONCLUSIONS

In this paper, we developed an analytical framework to
investigate the influence of various network conditions on
the performance of MEC. In particular, we studied the impact
of intermittent connectivity and random task generation. The
proposed model allows us to derive the closed-form expres-
sions on the task processing time and the model can be
extended to account for the case with group task arrivals. We
also derived the distribution of task queueing time by using a
discrete-time Markov chain. We conducted simulations to
validate the proposed theoretical models with both synthetic
and real-world mobility traces. Our theoretical results can
provide useful guidelines on the design of efficient task off-
loading algorithms in real MEC systems.
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