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AbstrAct
Abnormal behavior poses a great threat to 

social security and stability. The resulting vio-
lence or crime leads to terrible consequences. 
How to utilize reasonable means to predict the 
dangerous intentions of massive crowds and pre-
vent the potential hazard to the public is signifi-
cant for social security. A crowd monitoring and 
management system is an effective way to detect 
abnormal behavior. In this article, we release 
unmanned aerial vehicles as well as fixed ground 
devices to achieve multi-level and multi-modal 
behavioral sensing on a massive crowd, deploy 
a hybrid model in edge cloud to extract global 
features from behavioral data of a massive crowd, 
and then utilize these global features to construct 
decent classification algorithms for action recog-
nition and behavioral semantic cognition. With 
the cooperation of behavioral data and cognitive 
algorithms, we can understand the instantaneous 
emotions of the crowd. On the basis of behav-
ioral data and the emotional state of the crowd, 
the correlation between daily behavior and any 
dangerous intention of a massive crowd has been 
revealed by utilizing behavioral big data analysis, 
which is a key foundation for predicting people’s 
dangerous intentions. Finally, we conduct a case 
study of abnormal behavior detection based on 
pix2pix and continuous video frames. The exper-
imental results show that the performance of our 
method is better than other algorithms in both 
public datasets and the customized Hajj dataset. 
The proposed novel pattern for the effective learn-
ing of a massive crowd is validated to effectively 
eliminate some of the possible dangers caused by 
abnormal behavior.

IntroductIon
Abnormal behavior, as a common social phenom-
enon in life, is regarded as the external manifes-
tation of physiological, psychological, or mental 
abnormalities. In a broad sense, behavior that 
deviates from expectations and norms is called 
abnormal behavior. There are many causes for 
abnormal behavior, including cultural differenc-
es, relief from distress, lack of thought or feeling, 
perceiving the world differently, and so on. Psy-
chologists who study abnormal behavior have fur-

ther classified the criteria of abnormal behavior, 
including violation of social norms, statistical rar-
ity, personal distress, and maladaptive behavior. 
If most of the above criteria are met, a behavior 
can be judged as abnormal. Common abnormal 
behaviors include general deviant behaviors (e.g., 
violating social order and moral standards) and 
serious deviant behaviors (e.g., criminal behav-
ior, suicide, fights, and violent events). General 
abnormal behavior has the potential to develop 
into serious abnormal behavior. Therefore, wheth-
er it is general or serious, frequent or large-scale 
abnormal behavior will cause great harm to social 
security and stability [1].

In view of the harm caused by abnormal 
behavior, it is important to improve the efficien-
cy of prevention and control on social security, 
reduce the occurrence of violent injury events [2], 
study the dangerous intention behind the abnor-
mal behavior, as well as formulate relevant early 
warning and intervention strategies. In recent 
years, with the continuous development of the 
economy, population, and infrastructure construc-
tion, it has become an important means to ensure 
the safety of people’s lives and property to deploy 
crowd monitoring systems indoors and outdoors. 
One important function of a crowd monitoring 
system is early warning while detecting abnormal 
behavior. The traditional crowd monitoring sys-
tem based on computer vision technology mostly 
adopts the deployment of closed-circuit television 
(CCTV) for crowd surveillance. This kind of sys-
tem has many disadvantages in monitoring mode, 
blind areas, equipment deployment, image trans-
mission [3], decision analysis [4], and so on.

An unmanned aerial vehicle (UAV) is a kind 
of aerial monitoring device, which has the advan-
tages of high efficiency, free motion from space 
and terrain, diverse observation angles, as well 
as fast interactive response. We should know any 
dangerous intention of a crowd in advance to pre-
vent the abnormal behavior of the crowd, which 
can be achieved by establishing a hybrid model 
with behavioral features extracted from videos 
collected by UAVs. With the development of the 
Internet of Things, 5G, big data analysis, and edge 
computing, scholars all over the world are explor-
ing the utilization of smart surveillance systems 
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to perform object tracking and action recogni-
tion, on the basis of which abnormal behavior 
information of a crowd can be extracted to pre-
vent possible danger. For example, Wu et al. uti-
lized motion video to obtain human gait pattern, 
which is the basis of user identification [5]. Yun 
et al. use audio and video bimodal data to detect 
the abnormal behavior of students on campus 
in order to facilitate the real-time intervention of 
teachers to eliminate potential dangers [6]. By uti-
lizing surveillance UAVs and the ScatterNet-based 
hybrid deep model, Singh tried to achieve real-
time detection of criminal violence in a target 
area, which should be used for smart surveillance 
under high-risk scenes such as criminal activity, 
drug dealing, and border patrolling [7]. Face-
book’s research team uses RGB images to build 
a highly dense human pose estimation algorithm, 
which could achieve superior performance under 
outdoor scenes and be used for augmented reali-
ty [8]. These \ works mainly focus on model con-
struction and performance evaluation on the basis 
of a standard or self-built dataset; the application 
and optimization of models in particular domains 
have not been explored in depth.

Therefore, in the crowd monitoring system with 
fixed cameras, adding air monitoring equipment, 
that is, UAVs equipped with ultra-high-definition 
(UHD) cameras, is a diversified way to expand the 
monitoring range and video acquisition angle. In 
addition, due to the uncontrollable weather, ter-
rain, and environmental factors, an infrared cam-
era is also an auxiliary tool to make up for the 
low-quality video data collected by a UHD cam-
era. Furthermore, by deploying other sensors on 
the ground, such as ultrasonic sensors and smoke 
alarms, environmental data can be better collected 
due to crowd activities. Finally, in order to meet 
the real-time demand of crowd monitoring, the 
introduction of edge computing in a multi-sensor 
system is necessary to reduce transmission delay 
and enhance local computing ability.

In this article, we develop integrated artificial 
intelligence (AI) and edge computing based solu-
tions for massive crowd management where UAVs 
are widely utilized to carry sensing devices such 
as UHD, and multiple ground sensors such as 
CCTV and infrared cameras are used to provide 
diverse data of crowd and environment. Based 
on the above architecture, we can collect and uti-
lize multi-modal data of human action and facial 
expression to obtain the emotional state, behavior-
al state, and behavioral semantic state of a crowd. 
On this basis, we finally produce a behavioral big 
data portrait of a crowd and establish the predic-
tion strategy of any dangerous intention. The aim 
is to arm event operators in massive crowd gath-
erings such as the multi-million people annual Hajj 
Pilgrimage to Mecca with powerful intelligent tools 
toward enhanced decision making in real time.

Even developed multi-level and multi-sensor 
architecture, viewpoint, background, light, and 
occlusion may still increase the difficulty of face 
detection and behavior recognition from surveil-
lance data. Under such circumstances, how to 
extract effective features from low-quality videos 
and establish a behavioral recognition model are 
key issues we seek to solve in this article. Another 
challenge we pay attention to is how to construct 
a behavioral big data portrait of a crowd to predict 

any dangerous intention. Our article investigates 
corresponding works and  achieves three contribu-
tions as follows to solve the above three key issues:
• Senseless all-day monitoring based on 

multi-level and multi-sensor architecture: 
The combination of UAV monitoring, fixed 
device monitoring, and edge-comput-
ing-based data transmission can realize 24/7 
surveillance of a target to collect behavior 
data comprehensively.

• Cognition of behavioral semantics based on 
multi-modal data: We establish a behavioral 
dataset of a crowd, with which we design a 
hybrid model to enhance the performance 
of feature extraction in order to solve the 
problem of behavior semantic cognition in 
the mutable environment.

• Prediction of dangerous intention based on 
abnormal behavior learning: By fusing cogni-
tive data over a period of time, we establish 
the behavioral big data portrait of a crowd, 
which can correlate behavioral information 
with possible dangerous intentions to guide 
decision making.
Our work can promote the application of intel-

ligent surveillance on danger prevention in crowds. 
The remainder of our article is organized as fol-
lows. The next section discusses the design issues 
of the overall system architecture; following that, 
we give the construction requirements of a behav-
ioral dataset. We then introduce the modeling 
means of an abnormal behavior detection model 
and a hybrid deep model, and the implementa-
tion method of a behavioral big data portrait. Next, 
we show a case study of our method through an 
abnormal behavior detection experiment. The final 
section summarizes the whole article.

system ArchItecture
Figure 1 shows the architecture of the proposed 
multi-level crowd monitoring system with multiple 
sensors. The three-layer structure is introduced below:
• The monitoring network consists of multiple 

sensors. Two kinds of fixed cameras, CCTV 
and infrared, have been utilized to monitor 
crowds by video data collection. Considering 
the monitoring blind area, UAVs equipped 

FIGURE 1. The multi-level and multi-sensor architecture of a crowd monitoring 
system.
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with UHD cameras are used to track and 
monitor targets in outdoor environments.

• The edge cloud provides edge intelligence. 
Considering the inherent defects, devices only 
collect data and transfer data to the edge 
cloud, which performs data preprocessing, 
feature extraction, action recognition, and 
behavior semantic analysis on the basis of a 
hybrid deep model. The results produced by 
a model built in the edge cloud will be sent to 
a decision making department in real time.

• The cloud data center performs crowd data 
management and deep algorithm construc-
tion. When providing more powerful ser-
vices, the storage and computation power 
of the edge cloud is not enough. Under 
such circumstances, the edge cloud forwards 
video data to a cloud data center, which can 
store and manage the data, optimize the 
hybrid deep model constantly, and construct 
a behavioral big data portrait. On this basis, 
the cloud analyzes the probability of recent 
dangerous intentions of a crowd, and gives 
guidance on danger prediction and interven-
tion. The hybrid deep model enhanced by 
the cloud is synchronized to the edge regu-
larly for upgrading the corresponding model 
in the edge cloud.

dAtAset
With the monitoring video, the hybrid deep 
model is used to obtain the multi-modal charac-
teristics of crowd behavior data. On this basis, 
the model for analyzing the behavior pattern and 
semantics can be constructed. With analysis of 
this model, we can understand the emotional 
expression in behavioral activities, which can be 
used as an important basis for predicting abnor-
mal events. Based on the multi-modal informa-
tion of the human body and facial expression, we 
aim to acquire the information of emotional state, 
behavioral state, and behavioral semantic state, 
and construct the behavioral semantic recognition 
model for multi-modal feature extraction.

Specific to a single-modal abnormal behavior 
dataset, the datasets used in this article include 
the public datasets of UMN and UCSD, and the 
Hajj dataset collected in Saudi Arabia to monitor 
whether there are abnormal behaviors affecting 
the normal walking of people.

UCSD Dataset: A large-scale dataset. It can be 
used to judge whether there is abnormal behavior 
by detecting people using various vehicles on the 
road. It is divided into two scenarios: pedestrian 
passing and non-pedestrian passing.

UMN Dataset: A small-scale dataset. It is main-
ly used for determining whether there is abnor-
mal behavior in the picture. For example, people 
escaping from a scene is judged as abnormal.

Hajj Dataset: A large-scale and relatively 
dense dataset of people in a channel collected by 
a UAV. In the Hajj dataset, people who walk in 
the normal direction are defined as normal behav-
ior, while behaviors that hinder or cause conges-
tion, such as fast running, moving in the opposite 
direction, and standing, are defined as abnormal.

hybrId deep model And  
crowd bIg dAtA portrAIt

AbnormAl behAvIor detectIon bAsed on pIx2pIx And 
contInuous vIdeo FrAmes

The overall model of the single-modal abnor-
mal behavior detection is shown in Fig. 2, which 
mainly includes video preprocessing, future frame 
prediction, and confrontation training. In video 
preprocessing, we divide the original dataset 
into four frames per second from the continu-
ous video stream. Then we divide the processed 
data into a training set and a test set. Regarding 
the training set, in order to learn the characteris-
tics of normal behavior, all frames should be nor-
mal behavior. For the sake of making the model 
more robust, the test set should be composed of 
a small number of normal behavior frames and a 
large number of abnormal behavior frames.

FIGURE 2. Abnormal behavior detection based on pix2pix and continuous video frames.
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In future frame prediction, we input the 
above processed video frames into the generator 
structure. In order to comprehensively learn the 
motion characteristics of normal behavior, the 
input data should be several consecutive frames. 
We choose U-Net as the structure of the gener-
ator, which can extract the features of the video 
frame well [1]. U-Net includes down sampling 
and up sampling. The down sampling is similar to 
the encoder, which gradually shows the environ-
ment information of the video frame by encod-
ing; in contrast, the up sampling is similar to the 
decoder, which is used to gradually restore the 
feature information in the video frame.

In confrontation training, for the sake of making 
the predicted picture more realistic, according to 
the idea of GAN, we need a discriminator to judge 
whether the picture generated by the generator is 
true. The structure of the discriminator is shown 
in the figure. It can achieve good results by train-
ing against the generator. In order to better judge 
the local details of the image, we use patch-GAN 
in pix2pix as the discriminator. In the patch-GAN 
discriminator, the image is first divided into several 
small patches. Then the authenticity of each small 
patch is calculated by the discriminator. Finally, the 
average value of all patches is taken as the result.

hybrId model bAsed on multI-modAl vIsuAl FeAtures
Considering the complexity of monitoring the 
environment and the variability of human action, 
this section focuses on the model design of action 
recognition and behavioral semantic cognition. 
Figure 3 displays the framework of a hybrid 
model for behavioral semantic cognition, which 
extracts four different kinds of visual features from 
surveillance videos. The method for local feature 
extraction uses the OpenPose algorithm [9] to 
extract feature data of human pose estimation, 
facial expression, and body information. It utiliz-
es the Gunnar Farneback algorithm (a kind of high 
density optical flow algorithm) to extract temporal 
feature data from videos. Then, in order to achieve 
the global feature extraction of human facial expres-
sion, we construct a recurrent neural network (RNN) 
+ C3D hybrid model, which utilizes the EGC dataset 

for model pre-training, that is, finishing the initializa-
tion of all parameters in the hybrid model. Further-
more, we use a customized dataset to train the RNN 
+ C3D hybrid model based on the action recogni-
tion labels and behavioral semantic labels, respective-
ly. As for global feature extraction of human body 
information and optical flow data, we both use the 
ResNeXt101 model [10], which completes param-
eter initialization by performing model pre-training 
with the ImageNet dataset. Then some mainstream 
datasets of action recognition are utilized for fur-
ther model tuning. At last, two single ResNeXt101 
models for global feature extraction are generat-
ed based on our customized dataset. Based on 
the above four kinds of global features, two glob-
al classifiers for action recognition and behavioral 
semantic cognition are established independently.

p(u) = (1 – u)dj1 + udj2  (1)

OpenPose Algorithm: It is used to extract 
local features, that is, key points of human pose 
estimation, facial expression, and human body. 
The OpenPose algorithm is a bottom-up human 
pose estimation algorithm using part affinity 
fields (PAFs), with which the key point position 
is obtained at first, and then the global skeleton 
features are obtained. The algorithm uses pre-
train VGG as the infrastructure. Each key point 
has a channel, and the method of taking the best 
among multiple Gaussian distributions is used to 
retain the optimal response of each key point 
when generating ground truth. Whether a point 
falls on the limb is determined according to the 
threshold range. After knowing the location of 
PAFs and key points, the similarity between two 
joint points is approximately calculated by using 
uniform sampling with Eq. 1. Then the OpenPose 
algorithm uses the Hungarian algorithm to per-
form optimal matching on adjacent nodes, and 
finally obtains the skeleton for pose estimation.

Gunnar Farneback Algorithm: When a human 
observes a moving object, the scene of the object 
forms a series of continuously changing images on 
the retina of the eyes. Such information constantly 
“flows” through the retina (image plane), like a kind 

FIGURE 3. The hybrid model for action recognition and behavioral semantic cognition.
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of “flow” of light. Therefore, we also call this phe-
nomenon optical flow. Optical flow expresses the 
change of image. Due to the information of target 
motion contained, it can be used by the observer to 
determine the motion state. The purpose of studying 
the optical flow field is to approximate the motion 
field, which cannot be obtained directly from the 
image sequence. The motion field is actually the 
movement of objects in the three-dimensional real 
world; in contrast, the optical flow field is the pro-
jection of the motion field on the two-dimensional 
image plane (human eyes or camera). The optical 
flow algorithm is a way to find the corresponding 
relationship between the previous frame and the 
current frame by using the changes of pixels in the 
time domain and the correlation between adjacent 
frames in the image sequence, and to calculate the 
motion information of objects between adjacent 
frames. Assuming that the change of optical flow 
(vector field) is almost smooth, the core problem 
is the location of the same pixel in the next frame. 
When performing analysis, the optical flow at the 
corner point can be determined easily, which is also 
the most reliable. Second, the optical flow at the 
boundary can be gotten easily. The optical flow 
method has a variety of branches. We use a classical 
dense optical flow algorithm, the Gunnar Farneback 
algorithm, which is widely used.

ResNeXt101 Algorithm: ResNeXt adopts the 
idea of VGGNet stacking and the idea of split-
transform-merge of Inception at the same time, 
which has better scalability than VGGNet. The 
complexity of ResNeXt barely changes when 
the model is reinforced to increase its accura-
cy. The novelty of the model is the aggregated 
transformations, which replace the original Res-
Net’s three-layer convolution block with parallel 
stacking blocks, and improves the accuracy of the 
model without significantly increasing the magni-
tude of the parameters. The performance of Res-
NeXt is better than ResNet with the same number 
of parameters. A 101-layer ResNeXt network has 
the same accuracy as a 200-layer ResNet net-
work, while the computation volume is only half 
that of the latter. Therefore, we use ResNeXt101 
to detect abnormal behavior from videos.

The models discussed above are utilized to 
extract human features and optical flow features 
from surveillance videos. Based on the fusion of 
all kinds of feature data, two classification models 
for behavior recognition and behavior semantic 
cognition can be established.

dAngerous IntentIon predIctIon bAsed on  
bIg dAtA portrAIt

Human action and its behavioral semantics can 
reflect the instantaneous emotion of people who 
behave abnormally, but cannot directly reflect 
their intentions. However, by fusing such instanta-
neous information over a period of time, to some 
extent, we can recognize the dangerous inten-
tion of a crowd. As shown in Fig. 4, we establish 
behavioral big data portraits for massive crowds 
to perform early warning against their possi-
ble dangerous actions. The crowd action state 
includes standing, sitting, sleeping, running, mov-
ing in the opposite direction, and so on. Thus, 
the people under monitoring can be divided into 
two categories based on the above state level: 
crowd with normal behavior and crowd with 
abnormal behavior. The normal crowd gathering 
scene should be orderly; otherwise, it is abnor-
mal. The big data portrait of a large-scale crowd is 
based on multi-modal feature data, that is, human 
action, behavioral semantics, temporal data, as 
well as location. The value among features is also 
extracted to construct a high-dimensional vector 
representation for each person, which maps peo-
ple into high-dimensional space. On this basis, we 
build the final model to predict the dangerous 
intention of a massive crowd.

cAse study
In this section, we test and analyze the abnormal 
behavior detection model designed earlier as a 
case study. We compare our model in public 
datasets and get the best results when the num-
ber of consecutive input frames is 4. We also 
compare the experimental data with some exist-
ing methods. The results show that our model has 
better performance on abnormal behavior detec-
tion. Finally, we verify our model in a customized 
Hajj dataset in the aspect of certain adaptability 
for relatively large and complex datasets.

experImentAl evAluAtIon Index
In this section, we introduce some of the metrics 
used in our experiments. We use the area under 
curve (AUC) to measure the abnormal behavior 
detection performance of the model. The accuracy 
performance of AUC is gratifying because it calcu-
lates the generalization ability of the model under 
different thresholds by dynamically adjusting the 
boundary between the true label and the false label. 

FIGURE 4. The procedure of constructing a big data portrait.
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AUC is directly proportional to the performance of 
the model, that is, the closer the AUC is to the maxi-
mum, the better the model performance is.

In the data anomaly detection, in order to 
measure whether the image is abnormal, we use 
the peak signal-to-noise ratio (PSNR) to compare 
the similarity between the predicted frame and 
the real frame. The larger the PSNR is, the more 
similar the predicted frame is to the real frame. 
Since the probability of an abnormal image pre-
dicted by the model trained with normal data 
is extremely low, the smaller the difference, the 
more likely the real frame is to be a normal frame. 
On the contrary, the real frame is more likely to 
be an abnormal frame. We use PSNR to convert 
the image into the corresponding score, adjust 
different thresholds to determine whether there is 
an abnormal image, and then compare it with the 
real label to calculate the AUC of the model.

compArAtIve experIments
In this section, we use the public UMN and 
UCSD datasets to conduct experiments on the 
model. Considering that the number of consec-
utive video frames directly affects the ability of 
the model to learn normal behavior features, we 
conduct comparative experiments with 2, 4, 6, 
and 8 as input continuous video frames in UMN 
and UCSD, respectively. The experimental results 
are shown in Table 1. Through the comparison, 
we can see that in different scenarios of UMN 
and UCSD exposing datasets, when the number 
of input video frames is 4, the abnormal behavior 
detection ability of the model is significantly bet-
ter than that of other input video frames.

experImentAl evAluAtIon
In this section, regarding public datasets of UMN 
and UCSD, we choose some advanced deep 
learning methods such as stacked RNN and 
some traditional methods such as optical flow to 
compare with our best experimental results. The 
experimental results are shown in Table 2.

We can see that the performance of our model 
is improved compared to the previous methods 
in terms of AUC in UMN and UCSD datasets, 
which proves that our model is feasible for abnor-
mal behavior detection. Moreover, the AUC of our 
model is 73.1 percent in the more complex Hajj 
population dataset, where the population density is 
higher and abnormal behavior identification is more 
difficult. Although the experimental results do not 
achieve the high accuracy of public datasets, it also 
has a certain ability to detect abnormal behavior 
compared to such large-scale and difficult-to-iden-
tify datasets. On the whole, our model can reflect 
the ability of abnormal behavior detection for small 
and medium-sized datasets, and it also has certain 
adaptability and robustness for a large, complex, 
and high population density dataset.

conclusIon
This article explores a novel pattern for crowd 
management to attain the possible relationship 
between long-term behaviors and dangerous 
intentions. UAV surveillance and computer vision 
technologies are used to continuously analyze 
crowd behaviors and construct big data portraits. 
Early warning of dangerous intention is realized 
through a hybrid model of abnormal behavior 

detection, action recognition, and behavioral 
semantic cognition. The results show that our 
method can significantly improve the detection 
effect of abnormal behavior, help to distinguish 
diverse behaviors and tendencies, and effectively 
manage crowds with different scales.
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