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Abstract—Multimedia transmissions for IoT (Internet-of-Things) sens-
ing has a high demand of route capacity and tight requirements of end-
to-end delay. In this paper, we address the problems on how to guarantee
delay-related QoS requirements and to balance the energy consumption,
while using multipath routing to offer high transmission capability for IoT
multimedia sensing. This motivates us to design a Multipath Planning for
Single-Source based transmissions routing scheme, namely MPSS, which
establishes desirable multiple route paths following B-spline trajectories
based on geographical information of source and sink node, sending
and receiving angles, and inter-path distance. We further utilize a factor
of hop distance to reduce the cumulated error of each hop due to the
density of nodes, and to guarantee the delay-related QoS requirements.
A Multipath Planning for Multi-Source routing scheme is also designed,
namely MPMS, to assign the angle scope according to the source node’s
priority and traffic. Experimental results show that MPSS can effectively
generate well-patterned multiple spline-based routes, and the end-to-end
delay is under control according to the delay QoS requirement, while the
total energy consumption is minimized.

I. INTRODUCTION

Motivated by recent hardware advances, some powerful sensor
nodes can be equipped with multimedia functionalities that enable
them to sever as wireless multimedia sensor networks (WMSNs).
Compared to traditional WSNs with the intrinsic feature of scalar
data collection, WMSNs are more beneficial to elaborate some
complicated events and phenomena, yet raise new challenging issues
in QoS provisioning for multimedia streaming, as well as optimally
reduce energy consumption. Since the compressed video bit stream
is extremely sensitive to transmission errors, error control techniques
such as forward error correction (FEC) and automatic repeat request
(ARQ) are necessary to obtain the high reliability required by video
services.

The general multi-path routing is considered to be a single source
to send data to the sink node [1]. In this paper, a multipath planning
for Single-source based transmissions routing scheme (MPSS) is
proposed to utilize spline trajectory for multipath routing while
guaranteeing the end-to-end delay and minimizing the energy con-
sumption. Furthermore, we propose a Multipath Planning for Multi-
Source routing scheme (MPMS). The main contributions of this paper
include:

In MPSS, we utilize the flexibility of spline to establish dis-
jointed route with well-defined pattern while the inter-path
interference is reduced.
We generalize theoretical models of energy consumption and
end-to-end delay to balance the energy and delay by estimating
the desired hop count of each path based on its spline length,
which converts the energy and delay tradeoff to a simple metric,
hop count.

Given the desired hop count, MPSS optimally assigns the
transmission range for each sensor with power control capability
so that the energy consumption is reduced but the end-to-end
delay is still guaranteed.
We also design MPMS, which is able to allocate path according
to the source node’s priority and the traffic flow. Source node is
able to join and exit dynamically.

The rest of the paper is organized as follows. Section II presents
the energy and delay models, and our motivation to design MPSS.
The details of delay and energy models, spline controlled multipath
routing, MPSS and MPMS algorithms are presented in Section III.
Finally, we show the results of the performance evaluation of MPSS
and MPMS in Section IV. At last we conclude our work in Section
V.

II. PRELIMINARIES AND OVERVIEW

A. MPSS architecture overview

Most of the traditional routing schemes intend to maximize the
routing progress by introducing maximized hop distance to minimize
the end-to-end delay. But when the application specifies a delay QoS
boundary, earlier arrivals of packets are practically meaningless [2]. In
the case that sensor nodes have power control capability [3], sensors
do not have to always utilize maximized power to achieve maximum
transmission range. One of the key points in MPSS design is to adjust
the transmission power to a smaller level, but still to guarantee the
required end-to-end delay of the paths.

The idea of energy-delay trade-off is motivated by an interesting
feature of many new sensor devices which have the capability to
transmit at different power levels [4].
1) Delay model: The hop delay (denoted by Thop) for any node can

be simply estimated as a constant. We estimate Thop based on 802.11b
Distributed Contention Function (DCF) standard and modeling work.
The transmission delay for a successful data delivery includes data
transmission delay, TDATA, and acknowledgement delay, TACK .

Given the QoS delay constraint, TQoS, the required hop count to
guarantee QoS delay, HQoS, can be estimated as

HQoS
TQoS
Thop

(1)

2) Energy model: We adopt a general energy model used in
[6], in which the components of energy consumption include: Idle
energy consumption, Transmission energy consumption, Receiving
energy consumption, and Control signaling energy consumption. We
generalize the energy model of one hop transmission as:

Ehop C D Ehop D2 (2)
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where C is a constant value, D is the adjusted hop distance, and
is the path loss exponent depending on the environment, typically 2
when free space propagation is assumed. For the sake of simplicity,
we set C to 1, and to 2. Therefore, a packet transmission through
the kth path (denoted by Pk) from the source to the sink will consume
energy Ek as

Ek

Pk

i 1

Dni 1ni
2

(3)

where Dni 1ni is the transmission distance from ni 1 to ni, n0 is the
source ns and n Pk is the sink nt .

B. MPSS architecture statement

The MPSS scheme consists of two components: 1)Calculation
of hop count: based on the models of hop delay and application-
specific delay boundary, we estimate the required hop count for
transmission. 2)Energy saving by power control: any node will
adjust the transmission power for an optimized transmission range
calculated based on the path length and hop count.

The definition of MPSS problem is stated as follows.
Defination 1: Given an application-specific QoS delay, TQoS, and

the number of desired paths, K, the goal is to generate K route paths
between a source and a sink, while the end-to-end delay is controlled
to be very close to TQoS and energy consumption for a success date
delivery along each path Ek is to be minimized.

Let Dst denote the distance of the midline/shortest path. To obtain
the adjustable scope of TQoS, we first calculate its lower bound as,

TQoS
Dst
Rmax

, which is achieved when data is transmitted along the
midline path with maximum transmission range (i.e., Rmax). Other-
wise, there is no path which can satisfy the QoS delay requirement.
On the other hand, TQoS also cannot be set to be too large inefficiently,
such that we have the following theorem.
Theorem 1: for a certain network topology, an multimedia appli-

cation is allowed to adjust application-specific end-to-end delay TQoS
subject to the following constraint:

C Dst
Rmax

Thop TQoS
Dst
Rmax

Thop (4)

where C is typically set to 2 in this paper.
According to the delay model in Section II, Thop can be considered

as a constant. In order to guarantee TQoS, the expected end-to-end hop
count HQoS is calculated by Eq. 1.
Theorem 2: Let R denote the lower bound of the average hop

distance along a path. In order to guarantee that the delay is lower
than TQoS when the midline path is utilized to transmit data, R is
given by

R
Dst
HQoS

(5)

When constructing multiple paths, Pk, k 1 2 K, let Rk denote the
strategic transmission range by power control. Then, the adjustable
scope of Rk is given by

R Rk Rmax (6)

where Rmax is the maximum transmission range.
If HQoS hop count is used in the K paths, the QoS delay can

be satisfied for these multiple paths. According to Definition 1, the
problem now is to find the optimal Rk for each path Pk, k 1 2 K.
Theorem 3: Let Lk denote the length of Pk. The optimal Rk for

each node along Pk is given by

Rk
Lk
HQoS

(7)

where R HQoS Lk Rmax HQoS according to Eqns. 6,7. Let
Lmax Rmax HQoS denote the maximum path length.

We prove the minimization of energy consumption by assigning
Rk to average hop distance at Pk as follows:

minimize
Dni 1ni

Ek

HQoS

i 1

Dni 1ni
2

subject to
HQoS

i 1

Dni 1ni Lk

We solve the problem by utilizing the Cauchy-Schwarz Inequality
which is

HQoS

i 1
Dni 1ni

2

HQoS

i 1
Dni 1ni

2
HQoS

i 1
1

HQoS

HQoS

i 1
Dni 1ni

1

2

HQoS

L2
k

HQoS

(8)

if and only if Dn0n1 Dn1n2 DnHQoS 1nHQoS

HQoS

i 1
Dni 1ni

H
Lk
HQoS

Rk , Ek gets the minimized value. So we equally use Rk
Lk
HQoS

for each hop of the path Pk to minimize the energy consumption.

In this manner, a series of K paths with application-specific end-
to-end delay TQoS can be produced.

III. M-PLAN FOR SINGLE-SOURCE BASED STREAMING

We decompose the MPSS design functionality into the following
four components, i.e., splines trajectory generating approach, direc-
tional controlled algorithm, spline based next-hop-selection mecha-
nism and accuracy enhancement algorithm for power control.

A. Splines trajectory generating approach

Some researchers have already used spline trajectory for geograph-
ical routing [1], [5]–[7] , in which they utilized the advantages of
spline-controlled routing as follows:

A spline can be controlled by partial parametric functions, so
that intermediate nodes can calculate the next hop. The source
can control the direction and pattern of paths due to the high
flexibility of splines.
The route length of a spline-controlled path can be calculated
by the integral of the parametric functions of the curve.

1) Single path generating approach: A spline based path in MPSS
consists of 3 contiguous cubic B-Spline segments as shown in Fig. 1.
Each segment is plotted by an individual parametric function, which
is determined by four control points, such that the parametric function
of spreading segment, Ssp t , is controlled by ns , ns, ncs and nct ; the
parametric function of spreading segment, Spl t , is controlled by ns,
ncs, nct and nt , and the parametric function of spreading segment,
Scv t , is controlled by ncs, nct , nt and nt . They can be calculated as
follows:

Fig. 1. How spline controls a route path
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Ssp t
1
6ns 1 t 3 1

6ns 3t3 6t2 4
1
6ncs 3t3 3t2 3t 1 1

6nctt
3

Spl t
1
6ns 1 t 3 1

6ncs 3t3 6t2 4
1
6nct 3t3 3t2 3t 1 1

6ntt
3

Scv t
1
6ncs 1 t 3 1

6nct 3t3 6t2 4
1
6nt 3t3 3t2 3t 1 1

6ntt
3

(9)

where t is in the range of 0 to 1 for each segment. The absolute
coordinates of ncs, xcs ycs , is given by:

xcs xs ds cos
ycs ys ds sin

(10)

where xs ys is the absolute coordinates of ns, tan 1 yt ys
xt xs

is the

angle from the midline nsnt to the global X axis, is the spreading
angle (i.e., ntnsncs), and ds is the spreading control distance (i.e.,
nsncs) which is calculated as follows.

ds
sin

(11)

where is the deviation distance to midline.

Similarly, the absolute coordinates of nct , xct yct , can be obtained
if converging angle (i.e., nsntnct), and the spreading control
distance dt (i.e., ntnct ) are given. In this paper, is equal to while
dt is the same as ds.

Based on the coordinates of ncs and nct , the other two control
points, ns and nt , can be easily calculated by:

ns 2ncs ns nt 2nct nt (12)

which guarantees the spline start from ns and terminate at nt .

2) From single path to multiple paths: According to Eqns. 9, 10,
11, 12, a spline based path can be determined by xs ys , xt yt ,

and . Note that xs ys and xt yt are the same for all paths
between the source and the sink. The source can transmit a series of
packets each specifying a different combination of and ,

Let K denote the number of paths; k denote the spreading angle of
the kth path (i.e., Pk), and k denote the deviation distance to midline
of Pk, where k 1 2 3 K. Then, a series of k can be calculated
as follows:

k k 1
K 1

2
(13)

where is the inter-path spreading angle. The best approach is to
spatially distribute multiple paths as evenly as possible. Thus, the
deviation angle between two adjacent paths is set to a same value
(i.e, ).

And a series of k can be calculated as follows:

k k 1
K 1

2
(14)

where is the inter-path distance. In order to reduce the interference
between packets transmitted over two adjacent paths, is typically
set to Rmax.

Given the path number K, and are two important control
knobs for the multipath construction in MPSS. adjusts the density
of multiple paths in proximity of the source node, while controls
how ”fat” the spline should go or how far should the parallel segment
of the spline deviate from the midline.

3) Calculating the inter-path spreading angle: Let max denote
the spreading angle of the path with maximum path. In MPSS,
is calculated as follows.

2 max

K 1
(15)

As mentioned in Section II-B, MPSS will first obtain the hop count
HQoS according to the required QoS delay TQoS, then calculate the
length of the longest path, i.e. Lmax Rmax HQoS, which determines
the value of max.

B. Directional controlled algorithm

In MPSS, the path directions are controlled by path spreading
angle.
1) Calculating spline length: In Fig. ??, let ni represent the current

node; ni 1 represent the practical next hop node of ni; vi and vi 1

denote the virtual nodes of ni and ni 1, respectively. Let xt yt
represent the coordinates of vi. Let Lt be the length increment at vi.
Let xt t yt t denote the coordinates of the next node in the spline
which is a step of length increment far from vi. Lt is calculated by:

Lt xt t xt
2 yt t yt

2 (16)

The next length increment at node xt t yt t can be calculated
by

Lt t xt 2 t xt t
2 yt 2 t yt t

2 (17)

and so on. The total length of one segment of the spline is approx-
imated as the summation of all the length increments. For example,
the length of spreading segment, Lsp, can be approximated as follows.

Lsp
1
t

j 0

L
sp
j t (18)

where 1
t is the number of increments when varying t from

0 to 1. The smaller t is, more accurate spline length can be
obtained while increasing the computational complexity. The length
of parallel segment, Lpl , and the length of converging segment, Lcv

are calculated in a similar manner. Finally, the spline length, L, is
equal to Lsp Lpl Lcv.

Since L
sp
j t , L

sp
j t and L

sp
j t , j 0 1

t , are mainly

determined by the key control parameters and , we denote
L GetLength as the integral approximation function for
calculating spline length.

2) Calculating spreading angle: Given a path length, the cal-
culation of spreading angle is the inverse function of L
GetLength . In this section, we propose an exhaustive algorithm
to obtain the value of the spreading angle given a certain path length
L with an acceptable error boundary, e, as shown in Algorithm 1.

Algorithm 1 Algorithm to get spreading angle

begin
notation

is a small increment of
Ł is specified path length

initialization
= 0;

Ł = GetLengh ;
while Ł -Ł e do

= ;
Ł = GetLengh ;

end while

Return ;
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Given Lmax, max can be obtained based on Algorithm 1. Conse-
quently, the inter-path spreading angle can be calculated according
to Eq. 15.

C. Spline based next-hop-selection mechanism

The the location of virtual next hop node means the ideal location
of current node’s next hop. xt t yt t represents the location of the
node which is a step of increment far from vi, then let xt j t yt j t

denote the location of the node which is j steps farther than vi. When
j is increased, xt j t yt j t gradually approaches to the boundary
of the forwarding area of current node ni. Given the example shown
in Fig. ??, vi 1 is the virtual next-hop node of ni, and vi 2 is the
virtual next-hop node of ni 2. MPSS will then select as the next hop
node whose distance is closest to the location of the virtual next-
hop node, instead of the neighbor closest to the sink as in traditional
geographic routing protocols. In Fig. ??, ni 1 is the closest neighbor
to vi 1 within the transmission range of ni, and thus selected as the
next hop of ni. ni 1 will continue to find its next hop, and so forth,
until the sink node is reached. As a result, a source-sink path will be
established.

D. Accuracy enhancement algorithm for power control

Fig. 2. Calculation of

In most of the cases, the practical next hop is nearer to the current
node than the virtual next hop, which incurs an accumulative error.
Therefore, we introduce an enhancement factor, , to enlarge the hop
distance a little longer than the strategic transmission range Rk (see
Eq. 6) in order to eliminate the accumulative error.

Regardless of the distribution of nodes, the mean number of nodes
within a unit area is expected to be unchanged statistically. In Fig. 2,
vi 1 is the virtual next hop node of the current node ni. Within the
forwarding area, the practical next hop node, ni 1, is the neighbor
closest to vi 1. Let Pi 1

i denote the projected progress, which is the
distance between the current node ni and the projection point (i.e.,
point 1 in Fig. 2) of ni. Though the transmission range of R is used
by ni, the effective progress towards the sink, Pi 1

i , is smaller than R
in most cases. Let m represent the mass center of A. From the statistic
point of view, Pi 1

i can be approximated as the distance between ni
and m, which is denoted by D.

In order to obtain the location of m, we need to determine the pie
area whose size is equal to A and center is located at vi 1. Let r
denote the radius of the pie area. Given A and R, r and can be
approximated by solving the following equations set:

cos 2
r
R

A 2 r2 (19)

Then, D is equal to R M R 4
3

r sin2
2 . Finally, the factor

is calculated by:

R

D

R

R 4
3

r sin2
2

(20)

E. M-Plan for Multi-source based Streaming

Considering sink is located in the center of the simulated scenario,
multiple source nodes send data to sink by multipath individually.
When designing the protocol of MPSS,the following problems should
be considered. Firstly, how to assign the angle scope to each source
node when source nodes are unevenly distributed around sink. Sec-
ondly, how to assign angle to each source node when source nodes
have different weight.Thirdly, how to handle the situation where the
group of source nodes expand and shrink dynamically. In order to
reduce the interference of the radio signal, we assign each source
node with a specific angle scope according to the weight of the source
node and makes the paths disjointed.

The angle’s distribution algorithm is based on the weight of the
source node, i.e., Qi Pi Fi, where Pi is the priority of the ith node,
and Fi represents the data flow of node i. Then, the total weight of

all source nodes can be calculated as Qtotal
n

i 1
Qi. Based on Qtotal ,

the angle scope of node i can be obtained: Anglei
Qi
Qtotal

360.
The source’s angle scope can be calculated by the angle scope

allocated by sink. Fig 3 shows the angle scope of three source
nodes(Src1,Src2,Src3).

Fig. 3. Angle assign of Source

IV. PERFORMANCE EVALUATION OF MPSS AND MPMS

A. Simulation Methodology and Parameters

We implement our protocols and perform simulations using OP-
NET Modeler. The network with 2000 nodes is randomly deployed
over a 2000m 1000m field. We let one sink stay at a corner of the
field and one source node be located at the diagonal corner. Rmax is
set to 60m. The data rate of the wireless channel is 1 Mb/s, and all
data packets have 1KB payload. We assign each path a traffic load of
100Kbps. The t in Eq. 18 is set to 0.01 and the path number is set
to 5. We first carry out simulation to verify energy and delay models.
Next, we show how MPSS generates B-spline based multiple paths.
Then, we compare pure spline multipath routing to MPSS schemes.
Finally, MPSS is compared with a representative multipath routing
protocol (i.e., DGR [1]).

B. Verification of delay and energy models

The spreading angle is varied from 40o to 120o , and the
maximum transmission power is used in all the intermediate sensor
nodes. When is increased, Le and Hete are increased. However, the
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average hop delay keeps nearly constant around the average value
0.00264s. And we also notice that the practical average hop distance
is around 53m which is smaller than Rmax of 60m. It is because
the distance progress of a real next hop is smaller than that of the
corresponding virtual next hop, which motivates the introduction of
the enhancement factor as illustrated in Section III-D.

(a) (b)

Fig. 4. Energy and delay tradeoffs in MPSS. (a) Impact of Rk on energy. (b)
Impact of Rk on delay.

To verify the impact of Rk on MPSS in terms of energy and delay,
we vary Rk from 25m to 60m and carry out simulation studies. It
can be observed in Fig. 4 that energy and delay exhibit a tradeoff
relation with regard to Rk . Given a certain delay requirement, it is
desirable to adjust Rk to a value as low as possible to minimize energy
consumption while satisfying the delay requirement.

C. Performance comparison of MPSS

In this section, the delay requirement TQoS is set to 0.03s, and the
path number is set to five. Then, the three schemes, i.e., Pure spline
multipath scheme, MPSS without and MPSS with , are evaluated
and compared.

Pure spline multipath scheme: it has no functionality to guar-
antee QoS delay. As show in Fig. 5(a), most of the paths have
various delays ranging from 0.0027s to 0.039s. Among the five
paths, two of them can not achieve the delay requirement. On
the other hand, the maximum transmission range is always used,
and the path length is not controlled as well. Thus, the average
energy consumption in Fig. 5(b) is the highest among all the
schemes.
MPSS without : it roughly make end-to-end delay near to the
boundary of required delay in Fig. 5(c), but a bit larger due to the
accumulative difference error at each hop from the virtual next
hop to the real next hop. Compared to pure spline multipath
scheme, the energy consumption is reduced as shown in Fig.
5(d).
MPSS with : The calculation of is done by the source node
when assigning Rk to path Pk. By looking at values of in
in Table I, we observe that is inversely proportional to the
transmission range. MPSS achieved higher accuracy to approach
the virtual next hop at each hop of each path. So, the end-to-
end delay is guaranteed while more energy is saved due to the
reduced hop count. From the simulation results in Fig. 5(e) and
Fig. 5(f), the end-to-end delays are exactly bounded at the edge
of TQoS, and the energy consumption per packet is relatively
smaller than MPSS without enhancement.

D. Performance comparison with varying delay objectives

We further evaluate MPSS with and without enhancement com-
pared with DGR [1], K-shortest [7], and pure spline-based multipath
routing to investigate how MPSS outperforms others in guaranteeing
end-to-end delay and energy saving by following test items:

(a) (b)

T
QoS

=0.03s

(c) (d)

T
QoS

=0.03s

(e) (f)

Fig. 5. Performance comparison of spline based schemes: (a) delay in pure
spline multipath scheme. (b) energy in pure spline multipath scheme. (c) delay
in MPSS without . (d) energy in MPSS without . (e) delay in MPSS with

. (f) energy in MPSS with .

TABLE I
CALCULATION ABOUT

R r M
20 13.55171 1.225163 4.875808 1.322385
30 12.88951 1.354283 4.98198 1.199136
40 12.62171 1.412363 5.017767 1.143438
50 12.47526 1.445718 5.035071 1.111978
60 12.38265 1.467424 5.045079 1.091804

Average End-to-end Delay: denoted by Tete, which includes all
the delays during transmissions.
Energy Consumption per Round: denoted by E , which is the
total energy consumption of all paths to successfully transmit
one packet to the sink.

To verify the impact of TQoS on difference schemes, we vary
TQoS from 0.02s to 0.04s and carry out extensive simulation studies.
Fig. 6(a) shows the comparison of MPSS with and without in
terms of the normalized delay. The curve of MPSS with is almost
identical with the ideal line, and thus achieving a better performance
to approach QoS delay requirement.

Fig. 6(b) shows the comparison of energy performance. The
energy of K-shortest, DGR routing schemes remain constant, because
changing TQoS has no effect on them. Among all of the scheme,
MPSS with has best integrated performance in terms of both energy
and delay.
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(a) Performance of normalized end-
to-end delay

0.02 0.025 0.03 0.035 0.04
35

40

45

50

55

T
QoS

(s)

 

 

K−shortest
DGR
Pure spline multipath

MPSS without 

MPSS with 

(b) Performance of total energy con-
sumption per round

Fig. 6. Comparison of delay and energy performance varying TQoS

Fig. 7 shows the impact of path number on five schemes in terms
of energy and delay. When the number of paths is increased from 3
to 7, both energy and delay are enlarged for all of the schemes. It
is because the inter-path interference is increased when more paths
are constructed. This situation becomes even worse for K-shortest
path scheme, where multiple paths are more densely established than
other schemes.

(a) End-to-end delay comparison

3 4 5 6 7
40

50

60

70

80

90

100

110

120

130

Number of Paths

K−shortest

DGR

Pure spline multipath

MPSS without 

MPSS with 

(b) Comparison of total energy con-
sumption per round

Fig. 7. Comparison Delay and energy with QoS delay requirement.

E. Realization of MPMS

Fig. 8. Three groups of multipaths constructed for three sources, Src1, Src2
and Src3 with different weights

In our experiment, Src2 has the highest “angle assignment” weight
among the three source nodes, which represents Src2 has relatively
higher data priority and larger amount of data flow than those of
Src1 and Src3 . In comparison, we set the same angle assignment
weight to Src1 and Src3. Thus, the multipath formation of Src1
and Src3 is symmetrical while Src 2 occupies 1/2 share of full 360
degree “angle resources”, as shown in Fig. 8. Due to the network
dynamics, some source node(s) will be deactivated or reactivated,
which brings changing issue for the reconstruction of multipath
formation in MPMS. Fig. 9 shows a typical example where Src 2
stops to generate multimedia data and the occupied angle resources
are released for the left source nodes, facilitating Src 1 and Src 3 to
obtain better multipath allocations.

Fig. 9. Illustration of Angle Resource Relocation when one source node quits

V. CONCLUSION

In this paper, we described the tradeoff of end-to-end delay and
energy consumption for WMSNs to support multimedia services
with delay QoS requirements. We designed a Multipath Planning for
Single-Source based transmissions routing scheme(MPSS) to adjust
the transmission range of each hop. We further enhanced our results
introducing factor for overcoming the problem induced by the
difference between practical next hop and virtual next hop. The
simulation results verify that the MPSS can satisfy QoS requirements
while providing more energy savings. We also designed a Multipath
Planning for Multi-Source routing scheme (MPMS),which allocates
angle resources according the angle assignment weight of each source
node while dynamically optimizing multipath allocation which some
sources are deactivated or reactivated.
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