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ABSTRACT
Most of today’s graph analytics systems model static graphs and do
not support business use cases that require the ability to: (i) query
the dynamic graph data for a time-evolving system, (ii) carry out
investigations on its historical evolution, and (iii) audit past busi-
ness decisions made with potentially stale or incorrect data. This
position paper presents our vision for bi-temporal dynamic graph
analytics, and sketches a design for a system that efficiently sup-
ports these requirements.
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1 INTRODUCTION
The body of work related to graph analytics is prodigious [1, 2,
6, 17, 18, 23, 34, 35, 38, 53, 56–61, 64, 67, 70, 72, 77–83, 87, 89–97].
A part of the design space, however, has been scarcely explored:
systems that are able to both accurately model a graph’s evolution
over time and support current state, historical, and audit queries.
We contend that a multitude of real-world usage scenarios drive
the need to design systems that cover this space, and discuss a few
of them in Section 2.

As the real systems modeled by graphs continuously evolve
with time, a few factors introduce a large amount of complexity:
(i) the need to support queries over dynamic data, (ii) the need
to explicitly model the temporal evolution of the system (i.e., the
graph topology and vertex/edge properties), (iii) the fact that the
information pertaining to the evolution of the system may arrive
out of order and/or with arbitrary delays, and (iv) the need to
support complex business use cases (e.g., auditing).

The relatively few existing systems designed specifically tomodel
dynamic and/or temporal graphs do not appropriately address the
aforementioned requirements (see Sections 3 and 7). In particular,
such systems, do not efficiently support the business use cases that
require the ability to: (i) query the dynamic graph data being col-
lected, (ii) carry out investigations on historical data, and (iii) audit
past business decisions made with potentially stale or incorrect
data.
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DesignGoals.Our goal is to explore the feasibility of, and sketch
a design for, a graph analytics system that supports the above
three functionalities. At its core, our design employs bi-temporal
modeling [43] - the system explicitly models all events along two
time axes: (i) the time graph events happen (referred to as the valid
time), and (ii) the time the system learns about the events (referred
to as the transaction time).

When facing out of order and arbitrarily delayed events, explicit
bi-temporal modeling enables several capabilities which - jointly -
can not be supported by systems that are not bi-temporal (Section 3).
These capabilities include the ability to query: (i) the current state
given what the system knows at the time of the query, (ii) any past
state given what the system knows at the time of the query (i.e.,
historical queries), and (iii) any past state given what the system
knew at some arbitrary point in the past (i.e., audit queries). We
stress that we aim to serve all these queries online, that is while
the system ingests new data, and without pausing the system for
pre-processing.

Challenges. A system targeting dynamic graphs with explicit
support for bi-temporal modeling must be able to find a good bal-
ance when addressing several challenges: (i) space efficiency given
that any ingested events must be kept indefinitely (i.e., for audit
purposes and historical investigations, data can not be deleted or
overwritten), (ii) ingestion performance given that the modeled
system may be highly dynamic (i.e., numerous independent data
sources, high ingest rates), (iii) query performance given the need to
support the aforementioned diverse query types online (i.e., current
state, historical, and audit), and (iv) maintaining consistency given
that events may frequently arrive out of order and with potentially
arbitrary delays.

Core Data Structures. Some of these challenges are addressed
by a judicious choice of supporting data structures (Section 5). We
observe that only two core data structures are sufficient to support
a bi-temporal graph: a bi-temporal value to model the evolution of a
specific attribute of an existing entity (e.g., vertex, or edge), and a bi-
temporal set to model the evolution of a set of entities (e.g., a graph’s
vertices, or a vertex outward edges) over time. For the bi-temporal
set data structure we find inspiration in a fundamental problem in
computational geometry [20] (i.e., Segment Stabbing). To support
efficient historical investigations and auditing we implement both
data structures as persistent1 [22]. This: (i) provides the required
properties (i.e., immutability, copy-on-write), (ii) enables efficient
access to all previous versions of the data structures (i.e., efficient
historical querying), and (iii) supports concurrent queries without
requiring the use of expensive coarse-grained locking mechanisms
(i.e., a global mutex).
1In contrast to persistent data structures, ordinary data structures are ephemeral:
changes to the data structure destroy the old version leaving only the new one. Also,
note that persistent data structures can be made durable, that is, saved to disk or some
other form of non-volatile storage to recover from crashes or power failures.
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Contributions. In this position paper we: (i) make the case
for our proposed bi-temporal dynamic graph analytics system and
discuss real-world application use case scenarios (Section 2), (ii)
outline our vision for a graph analytics system that explicitly mod-
els the evolution through time of dynamic graphs (Section 3), (iii)
discuss its feasibility as well as the potential design choices that
can be made in this space (Sections 4, and 5), and (iv) sketch the
supporting data structures (i.e., bi-temporal values, and sets) and
show how these can be used to synthesize the system’s underly-
ing bi-temporal dynamic graph data structure (Section 5). To the
best of our knowledge, we are the first2to sketch a design for a truly
bitemporal dynamic graph analytics system.

2 USE CASE SCENARIOS
Key Shared Properties. Before presenting use-cases we summa-
rize the generic application-level properties that drive the need for
the system we propose. A good match for our system are applica-
tions that:

(i) model a time-evolving real-wold system as a graph of inter-
linked entities,

(ii) require interactive use while ingesting new events (i.e., the
ability to support ’online’ queries),

(iii) require explicitly modeling the temporal evolution of the
data (e.g., as mandated by regulators, or to support historical
investigation),

(iv) operate in environments where the information pertaining
to the evolution of the system may arrive with arbitrary
delays and/or out of order, and

(v) require, in addition to basic current state and historical
queries, support for more complex business use cases (e.g.
forensics and audit queries).

The use-cases presented below follow a presentation structure
that roughy mirrors the above five properties.

Infrastructure Monitoring and Planning. Power transmis-
sion grids can be modeled as a vast, complex, and dynamic graph
of redundant transmission paths - between power suppliers and
consumers - which the utility provider needs to continuously mon-
itor. Transmission lines can be taken down for maintenance and
equipment may simply fail. Moreover, additional dynamicity is in-
troduced by intermittent generators such as from renewable energy
sources (e.g., wind, solar) as well as from electric vehicles which
- when plugged-in - can act as either consumers or as temporary
power suppliers. Supporting the system operators to predict the
impact of line outages and to identify the most vulnerable and
critical links in the power system, as well as promptly suggesting
corrective actions in the event of a transmission line failure is criti-
cal to minimize blackouts and equipment damage. This, however,
is predicated on efficient support for processing the dynamic graph
used to model the power grid [33, 54].

Additionally, supporting historical investigation and auditing
(e.g., answering queries like: “What was the state of the grid at
2The Gradoop project [45] has recently added support for bitemporal modeling [76].
As it employs a "bigtable" like data structure [7, 16] at its core, it is implicitly adaptable
to support bitemporal modeling by adding transaction time and valid time attributes
to all records. However, this design is not driven by nor specialized for bitemporality.
In contrast, we design explicitly for bitemporality and propose novel data structures
to support it.

some past time 𝑇 ?’, “Was a prior decision correct based on the
operators’ view of the state of the grid at time 𝑇 ?”) is essential to
analyze and improve operational decisions and relies on modeling
the temporal evolution of the system [68]. These investigations
need to be supported in a context where sensing information about
the state of the grid may arrive with delays or out of order, not
only because the communication infrastructure may suffer outages
itself, but also because of the various human-factors involved (e.g.,
operational errors, equipment taken down for maintenance, etc.).

Regulatory Compliance in the Crypto-Currency Market.
As crypto-currencies gained increasingly widespread acceptance,
the regulatory requirements on market intermediaries (e.g., ex-
changes, lenders that accept crypto-currency as collateral) have be-
come increasingly rigorous and now include anti money-laundering
and ’know-your-customer’ (KYC) provisions [29]. At a high level,
regulation places the burden of proof on market intermediaries
and asks them to demonstrate that they have taken appropriate
measures to "mitigate the risks identified through the implementation
of controls and measures tailored to these risks" [31]. This is partic-
ularly complex in the crypto-currency space for two reasons: (i)
many crypto-currencies have been designed for pseudo-anonymity
(transactions between so-called ’wallets’ are public on the block-
chain, yet the association between wallets and real-world identities
remains hidden), and (ii) this space has seen wide illicit use [25]
and attempts to obfuscate the original source of funds have become
increasingly more sophisticated (e.g., using smart contracts [44],
’washing’ funds through chains of hundreds of fake transactions -
that is, transactions between wallets controlled by the same entity,
and/or moving funds across multiple crypto-systems).

In this context, a number of services that augment the transaction
graph with additional information have emerged (e.g., Chainaly-
sis [15], and Elliptic [26]). We provide an oversimplified view here:
the public transaction graph only includes wallets, transactions be-
tween wallets, and their metadata (e.g., valid time and value). New
entities and edges are added to this graph: (i) pseudo-identities
to model the knowledge that the same real-world identity (i.e.,
person or organization) controls multiple wallets, and (ii) actual
real-world identities when this information is known. Additionally,
new attributes are added to label wallets involved in illegal (e.g.,
ransomware [39]) and potentially illegal (e.g., markets on the dark-
web [25]) activities. Similar labels may be added to transactions
involving risky activities (e.g., mixers, smart contracts involving
gambling) [14]. Note that this information inherently arrives with
delays: for example, while a wallet has been used for ransomware
on a specific date (i.e, valid time), this can be discovered and trans-
mitted to the system much later (i.e., transaction time). By mining
the enhanced graph, a market participant, can comply with KYC
and anti money-laundering regulations, taking measures to mon-
itor and mitigate risks, and, if information is preserved, has the
ability to prove to a third party (e.g., to the regulator) that a specific
decision was correct given the information available at the time
the decision was taken.

Financial Services. The banking and financial services domain
operates in many legal jurisdictions with differing laws and regula-
tions regarding data retention, reporting, and auditing (and thus
shares many of the challenges identified for the crypto-currency
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Figure 1: Contrasting the ability of different temporal modeling approaches to completely and correctly track the states the
system goes through over time. Note that: (i) the final states recorded by each approach, marked with a star, are not the
same (i.e., the final state for the Uni-Temporal (𝑇𝑇 ) approach is incorrect!), (ii) the "alert" state (i.e., when a cycle is formed -
marked with a magnifying glass) is not detected correctly in the Uni-Temporal (𝑇𝑇 ) case, (iii) the Uni-Temporal (𝑇𝑉 ) approach
is assuming an idealized way of handling out of order events: storing all received events and then replaying them back in the
correct order), (iv) the Bi-Temporal approach correctly exposes all the states that the system goes through, thus it supports
audit queries (while none of the other models can do this), (v) the last row in the Bi-Temporal case (e.g., (5,𝑇𝑉 )) is equivalent
to Uni-Temporal (𝑇𝑉 ), and (vi) the empty cells in the Bi-temporal Model are intentionally left blank, the query result in any
of these cells is the same as the only other state shown within the enclosing region (i.e., the (0, 0) state). Section 3 provides an
overview of the temporal modeling approaches, and presents this example scenario in more detail.

regulatory compliance use case mentioned above). A common use
case, however, is fraud detectionwhere it is necessary for the system
to be capable of: (i) ingesting a large volume of transaction related
events, enriching them via numerous secondary data sources, and
running light-weight checks for detecting fraud [74], (ii) efficient
mining of historical data for situations where it is necessary to carry
out more heavy-weight fraud detection analyses or to generate any
data required to train machine learning models, and (iii) explicit
support for both historical as well as audit queries. In Section 3 we
use a mock-up version of this application scenario and dive more
deeply into how different ways of modeling the temporal evolution
of the dynamic graph data impacts the capabilities of the analytics
system and even its ability to operate correctly.

3 BACKGROUND: MODELING TEMPORAL
EVOLUTION

A temporal model refers to whether/how a system tracks the tem-
poral evolution of a dynamic system, and what query capabilities it
inherently provides. Jensen et al. [43] provide a comprehensive glos-
sary of temporal data modeling concepts. The following temporal
modeling approaches are of interest:

■ Non-Temporal. Temporal evolution of the data is not explicitly
tracked by the graph analytics system: ingested events are used
to update the current state of the graph then discarded. As such,
there is only one queryable system state at any given point in
time: the current state. A number of existing dynamic graph
processing systems fall in this category: [23, 53, 62, 67, 79, 81,
82, 89, 90, 93]. Given that this approach would not meet our
requirements to support historical and audit queries we do not
discuss it further.

■ Uni-Temporal. Time is represented by a single axis representing
either the time an event has occurred in the real-world or the
time the event has been presented to the system. This approach,
adopted by [41, 84], provides limited observability and can lead
to incorrect conclusions (particularly in the case of out of order
events). The example we present below highlights the limitations
of this approach.

■ Bi-Temporal. Employs two axes to represent time 3: (i) valid time:
the time an event occurred in the real-world, and (ii) transaction
time: the time an event is ingested by the system. This separation

3While we chose to follow the original terminology proposed by Jensen et al. [43],
other terminologies coexist such as: (i) event time and processing time [5], (ii) event
time and ingestion time [13], or (iii) application time and system time in SQL:2011 [51].
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between "what occurred at time 𝑇 " vs. "what the system knew
at time 𝑇 " enables not only historical investigations but, more
importantly, auditing and forensics.

Example (Fig. 1) We focus on one of the scenarios from Section 2
and present a mock-up example (Fig. 1) to explain how different
ways of modeling time impact the ability to support historical and
audit queries, and highlight the correctness problems that appear
if bi-temporal modeling is not used. This example is motivated by
the financial domain where detecting cycles is a building block for
complex fraud detection heuristics [74].

Ingestion Pipeline. We assume that incoming events are: (i) con-
sumed from multiple independent sources, and (ii) timestamped at
their respective source with a corresponding Valid Time 𝑇𝑉 prior
to ingestion into the system. For the purpose of our example, we
assume an idealized process of ingesting events: (i) assigning all
incoming events a Transaction Time 𝑇𝑇 in the order of their ar-
rival and storing them in an event buffer, and (ii) handing events
from this buffer to the system in the order assumed by the specific
scenario we explore.

Initial State. In all cases we assume the same initial graph state
and event queue (shown at the left and top of Fig. 1 respectively).

Uni-Temporal𝑇𝑇 only. First, we discuss a uni-temporal model
where only the transaction time is maintained: the system has no
notion of the application-level valid time and only tracks history
via the transaction time. Such a system would: (i) ingest events in
their order of arrival and discard any available application-level
timestamps (i.e., the 𝑇𝑉 timestamps), (ii) employ monotonically
increasing transaction timestamps 𝑇𝑇 to uniquely identify each
historical state, and (iii) be able to query those historical states
(using the transaction times) in addition to maintaining access to
the latest state.

This approach, however, can not be used for historical and audit
queries as processing out of order messages in the order of their
arrival leads to correctness problems. For our example, with this
approach it is not possible to: (i) detect the state of interest (i.e.,
the cycle formation), and, more generally, (ii) correctly track the
temporal evolution of the system (as highlighted by the incorrect
final state).

Uni-Temporal 𝑇𝑉 only. Second, we discuss a uni-temporal
model that tracks the evolution of the system using the application-
level valid time 𝑇𝑉 . Conceptually speaking, this is the actual tem-
poral evolution of the system assuming all events arrive in-order. If
it were possible to implement it, such a system: (i) could be used to
query historical states (using the valid time) while also maintaining
access to the latest state, and (ii) would correctly record all (and
only) the states valid from the application-level perspective, includ-
ing the state where the fraud ring is formed. This is the situation
Fig. 1 presents.

In practice, however, this is not possible as it is not feasible to
process events in the order of their valid time 𝑇𝑉 (at least not for
the systems we describe in Section 2). This is for two reasons: first,
strong, unrealistic assumptions would be needed to enable in-order
event processing. Such assumptions include bounds on event delays,
or sequential IDs for events - none of which are possible for the use-
cases we present. Second, one would need to relax the requirement

to process the latest arriving events and delay their processing
until there are guarantees that these events can be processed in the
correct order. For our scenarios event delays can easily range from
hours to weeks or even more, and delaying processing this long is
unreasonable.

The previous paragraph argues that a system that processes
events in the order of their valid time 𝑇𝑉 is not feasible. The al-
ternative is to process the events in the order of their arrival, and
use their valid time 𝑇𝑉 to support queries. While this approach can
support well current state and historical queries, it fails for audit
queries (due to the lack of transaction timestamps). The key issue
is that recording only the valid time 𝑇𝑉 renders the system unable
to record all the states that were observed by the system operators
at runtime. For example, in Fig. 1, the recorded history shows that
a state of interest occurred; yet, it does not show that the system
operator was not able to observe this state.

Bi-Temporal. In contrast, a bi-temporal system tracks time
along two axes: the system-level transaction time 𝑇𝑇 , and the
application-level valid time 𝑇𝑉 . For each ingested event the system
attaches a monotonically increasing 𝑇𝑇 timestamp in addition to
the already included 𝑇𝑉 timestamp, this allows it to correctly: (i)
track the temporal evolution of the system (i.e., no invalid states
unlike the uni-temporal 𝑇𝑇 approach), (ii) identify the states of
interest (i.e., the fraud ring), and (iii) track all states the system
goes through for auditing purposes. For example the system can
show that, in the actual evolution of the system (i.e., the last row
for the Bi-Temporal approach in Fig. 1), there was a state of interest
(i.e., a cycle was formed); yet, at any time, an operator querying
only the latest state of the system in real-time (i.e., the right-most
column) would not have detected this cycle.

4 SYSTEM OVERVIEW
Overview.At a high-level, three main operations are carried out by
the system: (i) ingestion where the system indexes each incoming
event by a tuple of timestamps (𝑇𝑉 ,𝑇𝑇 ) and ingests it, (ii) querying
where the system assembles a (possibly virtual) snapshot of the
underlying graph at some user-specified query point (𝑇𝑉 ,𝑇𝑇 ), and
(iii) computation where the system runs a user-defined compute
function on the obtained snapshot.

4.1 Ingestion
Events. At a high-level, an event signifies a change to either the
topology (i.e., the structure) or the properties (i.e., the attributes) of
the graph tracked by the system such as adding/deleting: (i) a vertex,
(ii) an edge between two vertices, (iii) a vertex property, or (iv) an
edge property. Incoming events are assumed to be timestamped
with an application-specific valid time 𝑇𝑉 at their original data
source. The system processes events in the order of their arrival
and assigns them a transaction time 𝑇𝑇 . We assume that 𝑇𝑉 and
𝑇𝑇 are physical timestamps obtained through loosely synchronized
clocks.

Logical Invariants. The system maintains the following invari-
ants on the events being ingested at all times: (i) the transaction time
𝑇𝑇 assigned to incoming events must be monotonically increasing,
(ii) any new event being ingested must have a valid time 𝑇𝑉 that is
less than or equal to the current transaction time𝑇𝑇 (i.e.,𝑇𝑉 <= 𝑇𝑇 )
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since an event is first generated somewhere and then ingested, and
(iii) internally, data associated with already ingested events will
neither be mutated by the system nor by any subsequent incoming
event (i.e., history is never erased / overwritten by the system -
only new information about the past is added).

4.2 Querying
Point-in-time Query Semantics. To support the application sce-
narios mentioned so far, the system supports point-in-time queries
that is, querying the state of the underlying graph at some user-
specified point (𝑇𝑉 ,𝑇𝑇 ) in time:
■ current state queries: 4 what is the current state of the graph
(i.e., what is the state of the graph with all events included up to
𝑇𝑇 = 𝑇𝑉 = 𝑛𝑜𝑤 )?

■ historical queries: what was the state of the graph at some time
𝑇𝑉 in the past, given what the system knows now (i.e., given
what the system knows at 𝑇𝑇 = 𝑛𝑜𝑤 , what is the state of the
graph including all events included up to 𝑇𝑉 < 𝑛𝑜𝑤 )?

■ audit queries: what was the state of the graph at some time 𝑇𝑉
in the past, based on what the system knew at that time or at
an earlier time 𝑇𝑇 , 𝑇𝑉 ≤ 𝑇𝑇 < 𝑛𝑜𝑤? This allows auditing as
it can reconstruct any past view a system operator might have
observed at 𝑇𝑇 .
A Snapshot Perspective. One can view a query as the process

of assembling a graph snapshot from the underlying temporal data
at the user-specified query point (𝑇𝑉 ,𝑇𝑇 ) from the entire set of
ingested events. A snapshot may be: (i)materialized: that is, eagerly
constructed on-demand at the time of the query, or (ii) virtual: that
is lazily built based on the requests from the computation layer.
Each of these approaches can be combined with caching to avoid
recalculating snapshots or parts of them.

4.3 Computation
Overview. A user may specify a (graph) computation to be ex-
ecuted by the system on a snapshot at (𝑇𝑉 ,𝑇𝑇 ). Two high-level
options are available:
■ External computation. The snapshot is eagerly constructed and it
is shipped to some external graph analytics system that the user
has access to, and

■ Internal computation. In this case the computation is executed
internally by the runtime on a virtual snapshot. The snapshot is
lazily built in-memory based on individual requests made by the
computation runtime to the low-level supporting data structures.
The computation runtime is responsible for: (i) scheduling the
execution of the computation, (ii) lazily building the virtual snap-
shot, (iii) managing other temporary data needed for running
the computation, and (iv) reporting the final result to the user
upon successful execution.

The trade-off here is between gaining the ability to leverage special-
ized and/or highly-optimized existing graph analytics systems for
heavy computations (for the external computation option) vs. avoid-
ing expensive serialization/de-serialization of the derived snapshots
for lighter computations (the internal computation option).
4We consider trigger/alarm queries [79] beyond the scope of the current work.

High-Level Programming Model. For the rest of this section,
we sketch one option for the high-level programming model, API,
and query execution model for the internal computation option.
It is worth noting that, while, we focus on a Vertex-Centric (VC)
Bulk-Synchronous-Parallel (BSP) programming model [88], support-
ing other high-level programming models can be imagined in a
similar way leveraging the underlying low-level bi-temporal data
structures presented in Section 5. For example, support for high-
level declarative query languages (e.g., Cypher [69], GSQL [36],
Gremlin [42], or the upcoming ISO standard GQL [24]) can be natu-
rally implemented as long as they can be applied on a point-in-time
snapshot.

For our system, as a proof-of-concept, we aim to first support
a Vertex-Centric (VC) Bulk-Synchronous-Parallel (BSP) program-
ming model [88] as it: (i) is expressive and used by many existing
graph analytics frameworks [6, 60], (ii) makes it possible to write
graph algorithms that can be parallelized over large multi-core Non-
Uniform Memory Access (NUMA) machines, and (iii) is relatively
simple to implement/use.

Two key modifications to the design of an existing BSP engine
are needed to adopt it within our system: first, information about
the desired point-in-time (𝑇𝑉 ,𝑇𝑇 ) queried by the user needs to be
carried down when interrogating the low-level data structures that
hold the graph state. Second, the computation runtime would need
to lazily assemble and cache the virtual snapshot (to avoid duplicate
requests to the low-level data-structures).

5 SUPPORTING DATA STRUCTURES
Overview. To enable bi-temporal modeling of a graph data struc-
ture and to support point-in-time querying semantics only two
low-level data structures are sufficient:
■ A bi-temporal value to model the evolution of a specific attribute
of an existing vertex/edge.

■ A bi-temporal set to model the evolution of the vertices of a graph
or the evolution of the neighbour set of a vertex.
The rest of this section presents the key choices that have driven

the design of these data structures, sketches their internal organi-
zation and use (Table 1), and presents a simple example illustrating
how they can be used to track the bi-temporal evolution of a vertex
outward edge set in Fig. 2 (for the same scenario previously shown
in Fig. 1). Table 2 summarizes the operations supported by the two
data structures as well as their corresponding runtime/space com-
plexities. We note that our design does not make any assumptions
about the order of incoming events; it may be possible to design
similar data structures with better properties if one makes addi-
tional assumptions - e.g., that most events arrive in (𝑇𝑉 ) order, and
only a small fraction of them arrive out of order.

Key Choices. The following key choices drive the design of the
bi-temporal value and bi-temporal set data structures:
■ Prioritization of Design Goals. Given the business requirements
and application scenarios we previously outlined, we made the
following prioritization decisions that drive the choice of the
underlying data structures we use (as well as the overall architec-
ture of the system): (i) the system should be primarily optimized
for fast event ingestion given the high expected rate of incoming
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Figure 2: A visualization of the supporting data structures described in Section 5 as well as an illustration of their evolution over time to
track a dynamic system. This illustration follows the scenario shown in Fig. 1 and focuses only on vertex B (i.e., the vertex with the most
events in the scenario). The figure shows how (a subset) of the supporting internal data structures change to track the temporal evolution
of the outgoing set of edges (i.e., using a bi-temporal edge set) as well as the outgoing edge attributes (i.e., using bi-temporal values for the
edge attributes) assuming each edge add/delete event also updates the corresponding edge attributes. The figure also visually highlights what
a query looks like for the bi-temporal set (i.e., segment stabbing at𝑇𝑉 = 1.5). Table 1 presents a simplified overview of query operations.

Table 1: Simplified summary of how the proposed data structures are used for each type of query (i.e., current state, historical, or audit). Best
read in conjunction with the visual illustration in Fig. 2, and the corresponding descriptions in Section. 5.

Data Structure Query Type Usage
Current State (i) Go down the lexicographical 2D (𝑇𝑉 ,𝑇𝑇 ) ordering,

Bi-Temporal Value Historical (ii) Return the first entry with 𝑇𝑉 <= 𝑄𝑢𝑒𝑟𝑦_𝑇𝑉 ∧𝑇𝑇 <= 𝑄𝑢𝑒𝑟𝑦_𝑇𝑇
Audit ⇒ This returns the value of the attribute at (𝑄𝑢𝑒𝑟𝑦_𝑇𝑉 , 𝑄𝑢𝑒𝑟𝑦_𝑇𝑇 ) (if one exists)

Current State (i) Go down the 1D (𝑇𝑇 ) ordering, and get the segment stabbing data structure at 𝑇𝑇 <= 𝑄𝑢𝑒𝑟𝑦_𝑇𝑇 ,
Bi-Temporal Set Historical (ii) Segment stab at 𝑄𝑢𝑒𝑟𝑦_𝑇𝑉 , and iterate over the encountered intervals to get pointers to elements

Audit ⇒ This returns the set of elements alive at (𝑄𝑢𝑒𝑟𝑦_𝑇𝑉 , 𝑄𝑢𝑒𝑟𝑦_𝑇𝑇 )

Table 2: Summary of the supported operations, and runtime/space complexities for the Bi-Temporal Value and Set data structures described
in Section. 5. Note that: (i) it is expected that 𝐿 <= 𝐶 hence the simplification for the Bi-Temporal Set data structure complexities, and (ii) the
iterateElements operation is an output-sensitive algorithm (i.e., its runtime complexity depends on the size of the output: 𝐾 ).
Notation. 𝐶: The total number of commits to the data structure (i.e., the total number of tracked historical/audit states). 𝐾 : The number of
reported results (i.e., the total number of elements that exist at (𝑇𝑉 ,𝑇𝑇 )). 𝐿: The number of element lifetime intervals (i.e., segments) stored
in the dynamic segment stabbing data structure. 𝑆 : The number of times the bi-temporal value was set.

Data Structure Operation Average-Case Worst-Case Space Complexity
Runtime Complexity Runtime Complexity

Bi-Temporal setValue(𝑇𝑉 , 𝑇𝑇 , Value) O(log 𝑆) O(𝑆 log 𝑆)
Value getValue(𝑇𝑉 , 𝑇𝑇 ) O(log 𝑆) O(𝑆)

addElement(𝑇𝑉 , 𝑇𝑇 , Element) O(log𝐶 + log𝐿)
Bi-Temporal removeElement(𝑇𝑉 , 𝑇𝑇 , Element) ≈ O(log𝐶) O(𝐶 log𝐶 + 𝐿 log𝐿)

Set containsElement(𝑇𝑉 , 𝑇𝑇 , Element) ≈ O(𝐶 log𝐶)
iterateElements(𝑇𝑉 , 𝑇𝑇 ) O(log𝐶 + 𝐾 log𝐿)
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events, (ii) data structure selection and optimization should be
biased for performance (i.e., runtime complexity) rather than
memory efficiency (i.e., space complexity) - we aim for logarith-
mic runtime complexity and quasilinear space complexity, and
(iii) query operations on the current state (i.e., 𝑇𝑇 = 𝑇𝑉 = 𝑛𝑜𝑤 )
should be the fastest supported type of query, followed by his-
torical queries (i.e., 𝑇𝑉 < 𝑇𝑇 = 𝑛𝑜𝑤 ), and audit queries (i.e.,
𝑇𝑉 ≤ 𝑇𝑇 < 𝑛𝑜𝑤 ).

■ Persistent Data Structures. We make extensive use of persistent
data structures [22] which: (i) provide the key properties needed
(i.e., immutability, and copy-on-write), (ii) enable efficient access
to all previous versions of the data structures (i.e., support effi-
cient historical querying), (iii) support concurrent queries (i.e.,
multiple readers) without requiring the use of expensive coarse-
grained locking mechanisms (i.e., a global mutex), and (iv) meet
our aforementioned design goals for logarithmic runtime and
quasilinear space complexity respectively (as shown in Table. 2).

Supporting Data Structure: Bi-Temporal Value. This data
structure enables efficient bi-temporal set/get operations on a single
value (i.e., provides simple value semantics). Two operations are
supported: (i) setValue(𝑇𝑉 , 𝑇𝑇 , Value), and (ii) getValue(𝑇𝑉 , 𝑇𝑇 ).

A bi-temporal value is represented by a persistent ordered asso-
ciative array data structure which maintains all historical values
ordered descendingly by the valid time first and then by the transac-
tion time (in order to break ties when the valid times are equal). Any
set/get operation on this bi-temporal value can now be envisioned
as simply going down this lexicographical ordering to either insert
a new item or read an existing one (i.e., regardless of the query
type). Assuming that a persistent self-balancing binary tree data
structure is used to implement the ordered associative array data
structure, then the runtime complexity of the set/get operations is,
on average, logarithmic in the number of historical values.

SupportingData Structure: Bi-Temporal Set.This data struc-
ture enables efficient bi-temporal set/get operations on a set of ele-
ments at a specified (𝑇𝑉 ,𝑇𝑇 ) notably: (i) adding an element to the
set, (ii) removing an element from the set, (iii) determining mem-
bership of an element in the set, and (iv) iterating over all elements
in the set. The key use for this data structure is to efficiently identify
the vertices (or the outward edges of a vertex) that exist at a specific
time (𝑇𝑉 ,𝑇𝑇 ) as these are essential for the query operations carried
out by the system (Section 4).

Straw-man Design.We could synthesize a basic bi-temporal set
data structure by combining an unordered associative array data
structure with the aforementioned bi-temporal value data struc-
ture5: by creating a mapping between an element ID (e.g., an edge
ID in case of an outward edge set, or vertex ID in case of a vertex
set) and a bi-temporal boolean value, if the bi-temporal value is true
at a specific (𝑇𝑉 ,𝑇𝑇 ) then at that point in time the element exists.
The advantage of this approach is that it is simple to implement,
and efficiently supports the first three operations we require from
a bi-temporal set data structure. The major drawback is that there
is no way to efficiently support the final key operation - iterating
over all elements at a specific (𝑇𝑉 ,𝑇𝑇 ): the only way to do this is
to iterate over every element and for each element checking its
5This is how we initially approached the design.

presence at (𝑇𝑉 ,𝑇𝑇 ) using the corresponding bi-temporal boolean
value. The runtime complexity of the iteration will thus be linear
in the total number of elements ever observed by the set over its
entire history as opposed to just the number of elements present at
a specific (𝑇𝑉 ,𝑇𝑇 ) thereby making it unsuitable for highly dynamic
systems (e.g., systems with high churn).

Final Design. To efficiently support all four operations we re-
formulated the problem we are trying to solve as: given a set of
element lifetime intervals, where each interval is identified by
[𝑇𝑉 𝑆𝑡𝑎𝑟𝑡,𝑇𝑉 𝐸𝑛𝑑], and a query point 𝑇𝑉 , what are all the ele-
ments that have a lifetime interval that intersects this query point?
(Fig. 2 illustrates this view: in this case the intervals would track
the existence of vertices in the whole graph vertex set, or edges in
the outward edge set of a vertex).

This formulation turns out to be a dynamic version of a fun-
damental problem in computational geometry known as - one-
dimensional - Segment Stabbing [20] which has many published
solutions including one with a logarithmic runtime complexity and
a quasilinear space complexity [66]6. As most of the advanced so-
lutions to this problem are complex and rely on ephemeral data
structures, we instead implemented a persistent Interval Tree based
on the dynamic but ephemeral solution presented in in [19] (at the
cost of somewhat higher complexity for some queries: more specifi-
cally iterateElements() has a runtime complexity of𝑂 (𝑙𝑜𝑔𝐶+𝐾𝑙𝑜𝑔𝐿)
instead of 𝑂 (𝐿𝑜𝑔𝐶 + 𝐿𝑜𝑔𝐿 + 𝐾)).

Finally, each time the persistent interval tree is updated (i.e.,
when a new event is ingested), a pointer to the updated tree is stored
into an ordered associative array with the transaction time 𝑇𝑇 as
the key. This design is possible because updates to the persistent
interval tree data structure efficiently create a new version of the
structure (i.e., copy-on-write) while preserving all previous versions
(i.e., immutability).

Composite Data Structure: The Bi-Temporal Graph. The
aforementioned Bi-Temporal Value, and Bi-Temporal Set data struc-
tures can be composed to create a Bi-Temporal Graph data structure
to track the bi-temporal evolution of an entire graph, and to support
a vertex-centric computational model. Generally, when building
the graph data structure, at any point there is a need to track the
bi-temporal evolution of a set of elements or a single element then
a Bi-Temporal Set or Value can be used respectively.

Sketching the composite Bi-Temporal Graph data structure from
the top-down: (i) a Bi-Temporal Graph combines a Bi-Temporal Set
of Vertices with an unordered associative array to access those ver-
tices by their vertex ID, (ii) a Vertex combines a machine word-size
integer vertex ID, anOutward Edge Set, and an unordered associative
array mapping vertex attribute names to their Bi-Temporal Values,
(iii) an Outward Edge Set combines a Bi-Temporal Set of Edges with
an unordered associative array to access those edges by their edge
ID, and (iv) an Edge combines a machine word-size integer edge
ID, source/destination vertex IDs, and an unordered associative
array mapping edge attribute names to their Bi-Temporal Values.
It is important to note that this Bi-Temporal Graph data structure is
also persistent, immutable, and copy-on-write since all its primitive
components share those properties.
6More specifically, the solution presented in [66] is for the more general dynamic
two-dimension orthogonal range and line segment intersection reporting problem.
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6 DISCUSSION
We continue by exploring several interrelated topics.

Why propose a design based on persistent data structures instead of
one based on conventional ephemeral data structures? Our proposed
design has unconventional properties (i.e., it is immutable and copy-
on-write), and makes extensive use of persistent data structures
whichmay be not widely known. Here we touch upon an alternative
design approach based on ephemeral data structures, discuss the
implications of such a design, and contrast it with our proposed
design based on persistent data structures.

Tomaintain information about a collection of items in an ephemeral
data structure, at best, the runtime complexity for read/write op-
erations would be O(1) and the space complexity would be O(𝑁 ).
If new information arrives at the system, then the data structure
can only be updated in-place by overwriting any previously stored
values. While this offers excellent performance characteristics and
low memory overhead, this behavior makes it unsuited for histori-
cal and audit queries which require: (i) storing not just the latest
values but all historical ones as well, and (ii) providing guarantees
that all stored values have never been - accidentally or intentionally
- overwritten.

To adapt this design based on ephemeral data structures to be
able to meet the aforementioned requirements for historical and
audit queries, the solution is to disallow in-place updates and never
overwrite previously stored values. A naive way to do this is to
generate a completely new copy of the data structure each time
it is updated which implies a O(𝑁 ) runtime complexity for write
operations.

A more practical way, however, is to employ persistent data
structures [22] which not only offer the properties we require
by construction (i.e., immutability and copy-on-write) but also
are much more efficient (e.g., O(log𝑁 ) runtime complexity for
read/write operations) than the comparable straw-man design based
on ephemeral data structures we just outlined.We described inmore
detail how we constructed our supporting data structures earlier
(in Section. 5), and summarized their runtime / space complexities
in Table. 2. To the best of our knowledge, we are the first to propose a
bi-temporal graph analytics system composed entirely of persistent
data structures.

What are some of the trade-offs for the proposed bitemporal graph
analytics system, and its design? There are a few intrinsic costs for
our proposed bitemporal graph analytics system - specifically to
support current state, historical, and audit queries: (i) space and
time overheads: potentially significant costs to pay for each new
piece of ingested data while guaranteeing that all historical data is
preserved, and (ii) limiting the optimization options: as we aim to
support current state queries, this limits the possibility to process
the data to optimize its layout (i.e., either to enable efficient querying
or storage). These trade-offs make bitemporal systems in general
overall potentially slower compared to existing non-bitemporal
graph analytics systems.

Additionally, there are a few additional trade-offs which stem
from deliberate decisions we made for this initial design sketch in-
cluding: (i) poor memory locality due to heavy use of persistent data
structures which are copy-on-write by design, (ii) not taking into

account domain-specific optimizations to improve performance for
real-world graphs (i.e., unstructured, sparse, scale-free) as part of
the initial design sketch, and (iii) providing a single implementa-
tion for the bitemporal set and bitemporal value data structures
in Section. 5 with the expectation that they cover a wide range of
workloads (i.e., in contrast to specializing those data structures to
the characteristics of a single workload which can net significant
performance advantages).

What are some enabling technologies that might help mitigate the
aforementioned trade-offs? To mitigate the aforementioned trade-
offs, as well as the challenges related to the potentially massive
working set size outlined in Section 1, recent advances can be lever-
aged: (i) single-node DRAM memory capacity which has continued
to grow rapidly with RAM capacity in the scale of tens of terabytes
per node now not being uncommon, (ii) processor extensions, such
as Intel’s 5-Level Paging [40], which are laying the groundwork
for a significant increase in the maximum addressable memory
space (from 256 terabytes to 128 petabytes in Intel’s case) based on
the current non-volatile memory capacity growth trends, and (iii)
byte-addressable, low-latency, and high-bandwidth Storage Class
Memory (SCM), such as Intel’s Optane based on 3D Cross Point
Technology, which are starting to gain increased adoption as a new
tier of Non-Volatile Memory (NVM) with the aim to be a cheaper
and higher capacity replacement for conventional DRAM. We be-
lieve that these advances can be leveraged to make either scale-up
(i.e., single-node) system designs, such as the one we plan for our
prototype, or scale-out (i.e., multiple-node) designs viable despite
the aforementioned trade-offs and challenges.

What are some open questions based on our preliminary work so far?
While this project is still in its early stages, we have uncovered a
few open questions that we intend to explore as part of our work
on this project. We outline a few of those below.

First, prior work in this area has converged on scale-out ap-
proaches to handle massive data sets. However the advent of large
Storage-Class Memory (SCM), which bridges the gap between
DRAM and storage in terms of latency, bandwidth, capacity and
cost, raises the question of whether a scale-up approach would
now become not just feasible but also superior (e.g., in terms of
performance/energy per dollar).

Second, the use of Non-Volatile Memory (NVM) could potentially
both enable high-performance and lower the cost of maintaining
data durability in spite of failures (e.g., crashes); but what opti-
mizations can be carried out on the stored data layout in order to
improve performance and resilience by leveraging the non-volatile
nature of the memory?

Third, for our envisioned use cases where the system is expected
to be continuously operational, the expectation is that both high
availability and reliability must be maintained. On the one hand, to
increase availability, online replication is a standard technique one
can apply. On the other hand, to increase reliability, durability of
the already ingested data becomes a critical concern. It still remains
to be seen whether our design - which employs persistent data
structures that are immutable and copy-on-write - combined with
the use of NVM would be sufficient for a durable scale-up design.
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Fourth, a key use case that we envision for the proposed bitem-
poral dynamic graph analytics systems is for auditing and forensics.
One question that stems from this is whether the audit log be made
tamper-evident (or tamper-proof) using ideas inspired by tech-
niques employed by blockchains, or the use of specialized devices
such as write-once storage.

Finally, given the unique properties attributed to the proposed
system and the data that it manages (e.g., transaction times are
monotonically increasing, node IDs are assigned by the system, and
the data is immutable and only grows over time), what techniques
inspired by those used in log-based data stores can be used to
further increase performance and efficiency?

What are other query models for evolving graphs beyond point-in-
time queries? Section. 7 focuses on the most common approaches
to represent and query evolving graphs. One drawback common to
the frequently used approach which conceptually relies on point-in-
time querying is that it essentially restricts the set of operations that
can be expressed [65]. One such query that can not be expressed in
a point-in-time model is finding all nodes whose temporal evolution
follows a specified pattern of interest (e.g., finding power links with
a high number of intermittent failures over time for the infrastruc-
ture monitoring and planning use case outlined in Section. 2). In
this case, the pattern of interest does not occur at any particular
point-in-time.

To support these types of queries, novel query models have been
proposed (e.g., Temporal Algebra [65] and its extensions [4]). These,
however, are only designed to model the unitemporal evolution of a
graph. It is not apparent: (i) how easily the aforementioned models
and supporting infrastructure can be extended to account for bitem-
poral modeling, or (ii) how effectively our proposed data structures
can support the operators that enable the temporal evolution query
capabilities suggested by [4, 65].

7 RELATEDWORK
While the amount of prior work in this area is vast, space constrains
us to a limited coverage. We covered the space for temporal model-
ing and querying in Section 3, and limited our survey to prior work
in the graph analytics space. We do note, however, that there is a
large body of work that focuses on temporal modeling in the area
of relational databases, including some that support bi-temporal
modeling [49, 51, 52].

The rest of this section focuses on categorizing existing graph
analytics systems based on their ability to ingest new information
about a time-evolving real-world system they attempt to model.

Our Terminology: Offline vs. Online (Streaming and Dy-
namic) GraphAnalytics.Analytics systemswhich support query-
ing of time-evolving graphs have only recently started to gain at-
tention. Consequently, the terminology is still fluid with terms used
by different groups yet with different meanings [10, 63, 71]. For
clarity we describe the terminology we use below. First, we sep-
arate between Offline and Online systems. Offline systems have
no notion of new incoming updates at runtime, and operate solely
on a graph’s historical evolution that is known in advance. In con-
trast Online systems operate on a stream of incoming events, and
continuously update the underlying graph state (i.e., history is not
known in advance). Secondly, we separate between two types of

Online systems: Streaming and Dynamic. The major difference be-
tween them is the restriction placed on the working set that can be
actively maintained by the systems at runtime, and consequently
the queries that can be supported: Streaming systems operate with
limits on the runtime state size while Dynamic systems do not.

Offline. An offline system operates on a graph whose entire
history is known in advance, and does not allow new updates after
this history is ingested. This enables offline systems to: (i) heav-
ily pre-process the input graph history, (ii) implement advanced
memory-layout and partitioning optimizations, and (iii) schedule
query computations such that their access patterns match the data
locality. Systems in this space, which are often referred to in the
literature as historical, temporal, or time-evolving graph analytics
systems, include: [12, 28, 32, 37, 38, 50, 55, 64, 75, 85, 86]. All of
these systems employ uni-temporal modeling to track the evolu-
tion of the graph over time, and none of them use bi-temporal
modeling. Additionally, offline systems in general, are not suited
for our use cases where: (i) the graph history is not known in ad-
vance, and (ii) updates to - as well as queries on - the graph state
arrive continuously at runtime.

Online Streaming. An online streaming system operates with
the restriction that only a limited amount of information about
the graph and its evolution can be kept (typically 𝑉 × 𝑙𝑜𝑔(𝑉 ) or
lower [63]) as the whole graph is assumed to be too large to be
stored. The immediate consequence is that such a system will be
unable to serve historical or audit queries, thus past experience in
this area - including prior work such as [3, 8, 9, 11, 21, 27, 30, 46–
48, 73] - has limited bearing on the design space we explore. Many
of the systems in this space are non-temporal due to the limit on
the working set size. However, it is also worth noting that some of
the prior work in this space makes the observation that event time
and processing/ingestion time must be treated differently [5, 13].

Online Dynamic. An online dynamic system operates without
restrictions on the amount of information that can be retained: pos-
sibly the entirety of the graph state as well as its evolution. Scale-up,
scale-out, and out-of-core processing techniques are all considered
viable approaches depending on the graph scale. Many proposed
solutions exist in this space with varying supported query capabili-
ties [18, 23, 41, 53, 62, 67, 79, 81, 82, 84, 89, 90, 93]. Section 3 covered
how prior work in this space modeled time, and contrasted three
temporal modeling approaches (i.e., Non-, Uni-, and Bi- Temporal).
We stress that most of the systems we surveyed are non-temporal
(i.e., do not explicitly model time, and, as a consequence, can only
support current state queries), a few of them are uni-temporal, and
none2 of them implements a bi-temporal data model (i.e., essential
to support audit queries). Our proposed system fits in this space,
and supports all three query types: current state, historical, and
audit.

8 CONCLUSIONS
Summary. Graphs are a key data structure for a wide range of
application domains. We contend that existing graph analytics
systems which are commonly static and non-temporal, however, are
not able to support real-world use cases which require accurately
modeling a dynamic graph’s evolution over time while concurrently
supporting current state, historical and audit queries.
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Contributions. To the best of our knowledge, we are the first to
sketch a design for a dynamic graph analytics system that uses bi-
temporal data modeling at its core.We outline the need for such a
system through a discussion of real-world use cases and business
requirements across several domains, and contend that existing
graph analytics systems are not an applicable substitute.

Ongoing Work.We have prototyped the Bi-Temporal Set and
Value data structures presented in this paper, and are now working
on developing a complete proof of concept implementation for the
proposed bi-temporal dynamic graph analytics system presented.
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