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Abstract

Wave pipelining has gained attention for NoC intercon-
nect by its promise of high bandwidth using simple circuits.
Reliability issues must be addressed before wave pipelining
can be used in practice; so, we develop a statistical model
of dynamic timing uncertainty. We show that it is important
to distinguish between static and dynamic sources of tim-
ing uncertainty, because source-synchronous wave pipelin-
ing is much more sensitive to the latter. We use HSPICE
simulations to develop a model for a wave pipelined link in
a 65nm CMOS process and apply a statistical approach to
determine the achievable throughput at acceptable bit-error
rates. Reliability estimates show that a modest amount of
dynamic noise can cut achievable throughput in half for
a ten-stage wave-pipelined link, and will further degrade
longer links. After accounting for noise, traditional glob-
ally synchronous design is shown to offer higher throughput
than the wave-pipelined design.

1 Introduction

Due to the long latencies of global wires, global inter-
connect is often pipelined. The traditional globally syn-
chronous, latch pipelined (GSLP) model shown in Fig-
ure 1(a) is well-understood and can be made highly reli-
able. Here, a link consists of several stages. Several re-
cent papers have proposed that wave pipelining may offer
further speed, area, and power advantages over traditional
latch pipelining [17, 3, 5]. It has also been proposed for
global interconnect in FPGAs [10].

Unfortunately, it is difficult to achieve reliable commu-
nications with wave pipelining. Figure 1(b) shows wave
pipelining with a global clock (GSWP). Without latches to
keep edges separated, multiple data bits are simultaneously
in flight in the link and have only their nominal time separa-
tion to distinguish them. Because the data transport latency
can vary, a phase alignment circuit is needed to correct
for clock/data skew at the destination. This circuit needs
to be continuously adjusted for latency drift and variation

resulting in a complex and/or unreliable design. In con-
trast, Figure 1(c) shows source-synchronous wave pipelin-
ing (SSWP), where both clock and data experience similar
latency, making phase alignment largely unnecessary. To
further reduce skew, it may be necessary to occasionally
latch the data, shown as SSWPL in Figure 1(d).
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Figure 1. Types of pipelined interconnect:
GSLP, GSWP, SSWP, and SSWPL



Even with SSWP or SSWPL, there is inevitably still
some timing uncertainty due to noise and variation through-
out the link. Hence, sufficient timing margin must be added
between bits to ensure reliable operation. Many techniques
for calculating these margins exist, but most rely upon
worst-case bounds and are unrealistically pessimistic.

Random statistical models for skew were developed
in [7] for synchronous pipelines. Shyur [13] proposed using
statistical methods to measure timing uncertainty in wave-
pipelined logic circuits, but only considered static tim-
ing. Similar yet more sophisticated approaches were taken
in [5], but that paper also considered only static uncertainty.
Timing constraints for source-synchronous wave pipelining
were developed in [2], but that work did not include sta-
tistical modeling. There is precedent for using statistical
models for random timing uncertainty in off-chip commu-
nication, for example in [8] and [12]. Zhang et al. [16]
analyse latch and flip-flop based interconnect pipelining in
a statistical model that includes both static and dynamic un-
certainty. In [17], the same authors proposed a SSWP on-
chip interconnect but did not extend the statistical analysis
of their previous work to this wave-pipelined design.

This paper uses statistical methods to model the timing
behavior of source-synchronous wave-pipelined links. This
allows us to develop a methodology to estimate the proba-
bility of error as a function of circuit structure, throughput,
and timing uncertainty due to noise and variation. In our
analysis of SSWP and SSWPL, we show that:

e dynamic timing uncertainty causes jitter to accumulate;

e dynamic timing uncertainty plus systematic static vari-
ation cause skew to accumulate;

e skew can be attenuated with latches, making jitter the
sole factor to limit throughput;

e jitter is a more dominant effect than skew, which differs
from GSLP where skew is the dominant effect;

e crosstalk can be mitigated through shielding;

o high-frequency voltage supply noise remains the domi-
nant form of dynamic timing uncertainty; and

e after accounting for dynamic timing uncertainty, tradi-
tional GSLP offers higher throughput than wave pipelin-
ing when reasonable error-rates are required.

The paper is organized as follows. Section 2 briefly de-
scribes a programmable, source-synchronous pipelined in-
terconnect design which is used as an example throughout
the paper. Section 3 describes traditional worst-case timing
constraints, illustrates the difference between static and dy-
namic timing, and makes an argument for statistical mod-
els. Section 4 shows how to measure dynamic timing un-
certainty and provides simulation results which do so. Sec-
tion 5 uses those results to estimate reliability in terms of
probability of error as a function of throughput and dynamic
uncertainty. Section 6 concludes the paper.
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Figure 2. Wave-pipelined interconnect circuit

2 NoC Circuit Design

To evaluate the reliability and throughput of wave
pipelining, we start with a particular NoC circuit design
which will be used as an example throughput the paper.
The four NoC interconnect pipelining strategies are shown
in Figure 1 and have already been introduced. We assume
the NoC must have low area and support both bursty and
continuous data transmission — this limits our ability to em-
ploy circuitry like DLLs or PLLs, which can be large and
take a long time to lock. Also, we presume that NoC inter-
connect is based upon a switched fabric, not fixed point-to-
point links. Hence, we include multiplexers in the intercon-
nect paths to allow for packet or circuit switching.

To keep power low and ensure clocking rates do not limit
data transfer rates, we use pulsed latches that are sensi-
tive to both clock edges (DDR clocking). Figures 1(c) and
(d) use source-synchronous clocking. Its main advantage
is that data and clock experience similar static timing un-
certainty, which means static timing does not limit the link
speed. This is elaborated upon in the next section. Although
only one data wire is shown in these circuits, similar results
would apply for bundled-data wires provided they are kept
close enough to encounter the same uncertainty conditions.

Figure 2 shows a detailed circuit of one stage in the inter-
connect pipeline. The 16:1 multiplexer puts two minimum-
size CMOS transmission gates in the signal path to im-
plement a configurable fabric. Three tapered inverters,
the largest of which is 25 times minimum size, drive a
0.5mm wire. A link is composed of any number of such
stages cascaded together. The circuit was designed to op-
timize the area-power-delay-throughput product; the last
term, throughput, is unique to wave-pipelined circuits and
requires a relatively large driver [15].

3 Timing uncertainty in wave pipelining

Many factors affect timing. Some are high frequency
disturbances such as crosstalk and power supply noise;
some drift at lower rates such temperature or electromigra-
tion; and some, such as most process effects, are effectively
fixed [11]. Lumping all of these effects into one category of
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“timing uncertainty” is not always appropriate. For exam-
ple, when considering time separation between edges rep-
resenting successive bits in SSWP, only those noise sources
which operate in a time range comparable to the time sep-
aration between bits need to be considered.

This paper classifies noise sources as contributing to ei-
ther dynamic or static timing uncertainty. Sources con-
tributing to dynamic timing uncertainty must influence tim-
ing on a cycle-to-cycle basis. For this paper, this means
a time scale of roughly 1ns or smaller. Crosstalk and fast
supply noise are the two biggest sources of dynamic un-
certainty [11] and both are considered in this paper. The
other noise sources described above vary slowly enough to
be considered static, even if they include a time varying
component such as temperature.

3.1 Globally synchronous wave pipelining

Figure 3 illustrates timing uncertainty in GSWP, wave-
pipelined systems that use a global clock (similar to a figure
in [17]). Timing constraints can be derived by bounding
arrival times at the destination. Both forms of timing uncer-
tainty, static and dynamic, must be considered. To sample
the data reliably, setup and hold constraints must be met on
each global clock edge. Due to data transport latency, there
is no guarantee that the data arrives exactly aligned with the
global clock edges, so phase alignment circuitry must com-
pensate for any skew between the global clock and received
data. Dynamic timing variation causes edges to arrive out-
side of their expected times, resulting in a window of un-
certainty that narrows the data eye opening. The clock rate
must be chosen slow enough to keep the eye aligned with
the compensated clock edge. In addition, consecutive data
edges must be spaced far enough apart to not interfere with
each other through inter-symbol interference (ISI).

Keeping the receivers sampling clock phase aligned with
the incoming data represents an additional challenge for cir-
cuit design and reliability. The details of how phase align-
ment is done are crucial to the reliability of the circuit. Also,
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proper modeling the link reliability is sensitive to these cir-
cuit design details. For these reasons, we do not consider
GSWP any further in this paper.

3.2 Source-synchronous wave pipelining

Figure 4 shows timing uncertainty in SSWP, a source-
synchronous wave-pipelined link (similar to a figure in [2]).
There is no global clock; instead, the receiver samples the
data using a forwarded clock that is sent alongside the data.
Timing constraints in this case are not derived from the
global clock, but instead are derived from the relative timing
between the final received clock and data signals.

The figure highlights the differences between static and
dynamic timing. The static delay through a link will vary
from chip to chip, but for a given link it is fixed. There
will still be timing uncertainty due to dynamic effects, such
as crosstalk and power supply noise, but the mean relative
timing between edges (either between data and clock edges,
or between consecutive edges on the same wire) does not
change from cycle to cycle. Two scenarios are illustrated;
the first shows a fast chip, while the second shows a slow
chip. Despite the wide range in mean arrival times, the rel-
ative timing between consecutive edges and between data
and clock edges is the same regardless of the static timing.

Because clock and data paths travel on very similar
paths, they experience very similar delays. However, the
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Figure 7. Delay variation due to crosstalk

paths will not, in general, be identical due to OPC dif-
ferences, difference in neighboring layout structures, data-
pattern dependent delays, etc., resulting in one path being
slightly faster or slower than the other. Furthermore, these
differences may include systematic or correlated effects that
apply at every stage, resulting in static skew that accumu-
lates linearly with link length.

Unlike GSWP, reliability is independent of static tim-
ing variation in SSWP. However, dynamic timing variations
will still affect the timing spread of each individual bit just
as for SSWP, influencing both reliability and throughput.

3.3 Statistical timing model

The timing diagrams in the previous section are a con-
venient way to visualize timing uncertainty. At first glance,
they imply a worst-case, bounded timing model. For exam-
ple, with SSWP we simply need to bound the arrival times
to guarantee: (1) clock and data arrival times do not over-
lap, and (2) consecutive data and clock edges are spaced far
enough apart such that they don’t interfere.

Bounded models are by their nature conservative, espe-
cially for long wave pipelined links in which timing uncer-
tainty can accumulate. The bounded model can only say
if a circuit is safe given a worst-case noise estimate. We
believe a probabilistic noise model, shown in the top line
of Figure 5, is more useful in this context, since it can be
used to derive the probability of failure for a given amount
of injected timing uncertainty. This allows us to compare
the robustness of different pipelining techniques when sub-
jected to the same input noise conditions.

To do so, we model the skew as a random variable S
which is normally distributed with zero mean and unknown
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standard deviation . The jitter, which affects consecutive
edge separation, is modeled as a random variable E with
zero mean and unknown standard deviation o.. In Sec-
tion 4, HSPICE measurements are used to estimate these
values. Section 5 then uses these random variables in a sta-
tistical timing model to show how the bit error rate of a link
may be estimated as a function of the data period.

4 Quantifying dynamic timing uncertainty

The goal of this section is to determine the delay im-
pact of the two biggest sources of dynamic timing uncer-
tainty, crosstalk and supply noise, in SSWP. The delay im-
pact of each source is measured from HSPICE simulations
in a CMOS 65nm process and approximated as a normal
distribution to estimate the standard deviations of jitter and
skew, o, and o, respectively. In addition, we demonstrate
that timing uncertainty accumulates with link length.

4.1 Crosstalk

Crosstalk is often modeled with changes in the cou-
pling capacitance between two neighboring wires, which is
a function of the voltage on each wire. This model is useful
for producing worst-case bounds on crosstalk-induced de-
lay variation. Section 3 discussed why probabilistic bounds
are more useful; this is true when discussing crosstalk as
well if there are many possible sources of crosstalk and tran-
sition times are not known ahead of time, which is the case
if the link can be circuit switched.

4.1.1 Simulation setup

Probability distributions for crosstalk-induced delay were
estimated by applying random data onto neighboring ag-



gressor wires as shown in Figure 6. The latency through
one wave-pipelined stage from the clock input to clock out-
put was measured about 10,000 times using different ran-
dom aggressor data. All signal wires including aggressors
are twice minimum width. In the unshielded case, all wires
are spaced apart by twice the minimum spacing, while in
the shielded case, minimum-width shields are inserted be-
tween each pair of signal wires at the minimum spacing.
All wires are assumed to be in one of the middle metal lay-
ers. Coupling capacitances are determined from an HSPICE
field solver using process data; second-order coupling ca-
pacitances (i.e. from a signal wire through a shield to the
next signal wire) are included, and account for about 3%
of total capacitance. The data wire carries a 16-bit pattern
while the clock wire has an edge corresponding to each bit.

4.1.2 Results

The resulting delay histograms are shown in Figure 7. The
curves are not normally distributed because of deterministic
coupling between wires. Also, a slight mismatch between
rising and falling edges leads to double-peaked behavior.
When the behavior is fit to normal curves, the standard de-
viation of the delay is 0. = 12ps for the unshielded case,
while in the shielded case . = 1.74ps. The reduction due
to shielding is sufficient to suggest that shielding should al-
ways be employed for wave-pipelined interconnect.

4.2 Supply noise

There are many ways to model supply noise. Some mod-
els include slow sinusoids in the 100-500MHz range [4] to
model resonance in the LC circuit formed by the power grid
and the lead inductance. One study of ASICs measured
power supply noise and found a mixture of deterministic
noise caused by the clock signal and its harmonics, random
cyclostationary noise caused by switching logic, and ran-
dom high frequency white noise [1]. A recent study sug-
gests that decoupling capacitors can remove this high fre-
quency noise, so the supply should be considered a constant
DC voltage [6]; we believe this to be unrealistic and include
high frequency noise in our simulations.

In the context of high-speed wave-pipelined links, slowly
varying or constant changes in supply noise will not impact
the dynamic (i.e., cycle-to-cycle) timing; instead they will
affect the static timing. To assess the static and dynamic
effects independently, supply noise will be modeled as the
sum of a nominally fixed DC component and a fast transient
component. The transient noise is assumed to be a mem-
oryless random process which is normally distributed and
changes value every 100ps; this rate was chosen because it
has a strong impact on cycle-to-cycle delay at the bit rates in
this paper. The mean or DC level, y, is nominally 1.0V; not-
ing that low supply voltages limit performance more than
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Figure 9. Delay variation due to supply noise

high supply voltages, our analysis focuses on DC voltage
levels below the nominal. The standard deviation o is left
as a parameter. Figure 8(a) shows example power supply
waveforms at 4 = 0.95V DC and ¢ = 15mV, 30mV, and
45mV; supply voltages like these are applied in circuit sim-
ulations. Note that 0 = 45mV leads to 3o variations of
+0.135V, or £13.5%, which is more pessimistic than typ-
ical bounds of +10%.

4.2.1 Simulation setup

Simulations were conducted to measure the impact of DC
and transient supply noise on delay. A multi-stage link is
constructed and the stage latency is measured over several
thousand trials. Figure 8(b) shows the measurement circuit.
Each stage has an independently varying supply voltage, but
all supply voltages have the same distribution parameters,
with mean or DC value p and standard deviation o.

To measure the impact of transient noise, the DC value is
fixed at 0.95V, and transient noise ranging from o = OmV
to 0 = 60mV is applied. To measure the impact of DC
noise, a small fixed amount of transient noise (¢ = 15mV)
is applied, and DC voltage is varied from 1.00V to 0.80V.

4.2.2 Results

At each supply voltage tested, the delay measurements are
plotted as histograms and fit to normal curves (not shown
due to space constraints; the normal distributions fit quite
well, which is unsurprising because the input supply noise
was also normally distributed.) Figure 9 shows a summary
of the histogram data; the standard deviation, o, of the jit-
ter, is plotted against the amount of added noise. The curves
are plotted as a percentage of the stage latency, which is
165ps at Vpp = 0.95V. In this case, a 0. = 5% jitter
corresponds to . = 8.3ps per stage.

The trend lines clearly show that jitter increases steadily
with applied transient noise but is relatively insensitive to
changes in DC value. Slow changes in the DC voltage level
will thus have relatively little impact on cycle-to-cycle jitter.



4.3 Jitter and skew propagation

If a normally distributed timing uncertainty with stan-
dard deviation o, is applied at each stage, then the uncer-
tainty at stage & should be o.\/k; we are pessimistically as-
suming the timing uncertainty is independent at each stage.
The previous simulations measured the uncertainty at one
stage; simulations in this section measure it for eight-stage
links and extrapolate out to fifty-stage links in order to con-
firm this assumption. We limited our simulations to eight
stages because of the large simulation times for performing
thousands of trials.

Instead of measuring the latency through a stage as was
done when preparing Figure 9, we will now directly mea-
sure the separation of consecutive edges and the skew be-
tween the strobe and the data. Because these measurements
are the difference between two varying edges, the measured
standard deviation will be 1/(2) times larger than what was
computed in Figure 9.

4.3.1 Simulation setup

The simulation setup is similar to the setup in Figure 8, ex-
cept a longer link with 9 stages is simulated. The goal of
this simulation is to measure the skew and jitter at the out-
put of each of the first 8 stages to determine the relationship
with respect to link length. The ninth stage provides a load
for the output of stage 8. We ran one hundred trials with
each trial containing sixteen measurements. Ideally more
trials would be run, but this would require longer simula-
tion times than we could complete.

4.3.2 Results

The jitter and skew measurements produce histograms with
a normal distribution at a certain mean and standard devi-
ation (not shown). Mean skew and jitter is constant, but
the standard deviation varies both with the amount of noise
applied and with the length of the link. Figure 10 shows
the standard deviation of jitter and skew. Simulation data is
marked on the graph with a thick line,. At very small levels
of noise, the curves are jagged because disparities between
rising and falling edges are the dominant source of skew
and jitter. The simulation data is also fit to curves of the
form y = A\/r + B, where z is the number of stages. The
curves show a good fit to the simulation data and we ex-
trapolate them out to 50 stages as shown with dashed lines.
Table 1 gives the standard deviations (A in the equation; the
B terms are small). For comparison, the table includes the
jitter measurements from Figure 9, which have been scaled
by /2 because they measured uncertainty for one edge, not
the difference between two edges.
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Figure 10. Jitter and skew propagation

4.4 Summary

This section decried techniques for quantifying dynamic
timing uncertainty due to crosstalk and fast supply voltage
noise in terms of their standard deviations, assuming they
are normally distributed. If the timing uncertainty applied
to each stage has a standard deviation of ¢, the uncertainty
at stage ¢ is shown to have a standard deviation of oV/i.
From Table 1, we also notice that 0. =~ 1.80,. Hence, jitter
is larger in magnitude than skew.

Table 1. Standard deviations of timing uncer-
tainty

Units in ps
Supply || Predicted o Extrap. o, Extrap. o
o (mV) || (Fig9x+v2) | (Fig 10ax+/2) | (Fig 10bx+/2)
15 55 5.7 2.7
30 9.2 10.7 5.8
45 133 14.8 9.3
60 18.0 21.5 11.0




5 Estimating reliability

Knowledge of the standard deviation of the dynamic un-
certainty allows us to estimate link reliability. Table 2 lists
the parameters and variables used in this analysis. There are
two timing constraints that must be met as illustrated in Fig-
ure 11. First, the separation between two consecutive edges
(nominally equal to the period, 1) must be greater than
some minimum edge separation; otherwise, clock or data
events could be lost. The minimum edge separation, ¢,
was measured from simulation using the approach in [15]
and was found to be about 160ps in the worst case. Sec-
ond, the time separation between the data edge and the clock
edge, which is nominally equal to half the period, must be
larger than the setup time at all latches in the link. Using
a simple logical effort [14] model, the latch setup time was
estimated to be about 20ps.

We define Pg 1 to be the probability of an error due to
intersymbol interference resulting from a violation of the
minimum edge separation, and Pg 1, to be the probability
of an error due to incorrect sampling at any latch. A suc-
cessful transmission requires that neither error condition oc-
cur. We can thus define Pg, the overall probability of error,
to be probability of an error due to ISI or due to sampling
failure, so that Pr = Pgr; + Pg, — P, N Pg,r. The
two events are likely dependent and positively correlated,
such that the existence of one type of error increases the
likelihood of the other. Because the dependency is difficult
to estimate, we will pessimistically assume the two condi-
tions are independent and make use of the approximation
PrpNPg~Pgr-Pgr.

Because we are assuming normal distributions, the tails
are unbounded. We cannot guarantee that the constraints
will never be violated, but we can determine the probability
of error and design the link so that it is sufficiently low. A
link operating continually at 3GHz experiences about 106
events per year. There may be thousands of such links on a
chip, and we may wish to have a mean time between failure
of hundreds of years. Thus, we require the overall probabil-
ity of error to be in the range of P = 1072" to 10~2°.

5.1 Calculating probability of error

In this section, we calculate the probability of error for
GSLP, SSWP and SSWPL using statistical timing methods.

5.1.1 Probability of error for GSLP

Assume there are n stages between latches. If each stage
has a latency of ¢s;44¢, then the latency between latches is
N - tstage- Given a setup time of ¢, clock skew of ¢speu,
the period 7' must be chosen such that T’ < (n - tstage +
tsu + tskew). For convenience, we will define tsiqt =
n- tstage + tsu + tskew-

Probability density
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Figure 11. Timing constraints

Let Pg 1 be the probability of error due to a sam-
pling failure at any one latch. If dynamic timing uncer-
tainty S is added, where S is a random variable representing
added skew, then the link must satisfy 7' < (ts¢atic + 5)-
Thus, Pp 1 = P(T < (tstatic + 5)), or, equivalently,
P(S > (T — tstatic)). Because we assume S is a ran-
dom variable with zero mean and known standard deviation
og, the calculation is straightforward. We can evaluate the
probability of error at stage k by replacing og with ogv/k.

Because there are latches every n stages and the link is
q stages long, an error occurs if any latch fails, such that
Per =1—(1— Pg1)9"]. InaGLSP link, Pp; =
0 because only one edge is present at a time between two
latches, so Pp = Pg ;..

5.1.2 Probability of error for SSWP and SSWPL

For source-synchronous wave pipelined links, we have a
similar error condition as above, but must also include the
possibility of an error due to intersymbol interference.

In SSWP, the only latch is at the receiver, and the clock
is generated at the source and travels along with the data.
We require only that the nominal sampling window, set
to half the period, 7'/2, be greater than the total dynamic
uncertainty S, plus any static skew between the data and
clock lines, plus the latch setup time. Nominally we as-
sume there is no deterministic static skew, but there may
be a random component due to correlated within die vari-



Table 2. List of parameters and variables

Symbol | Name [ Value [ Source

tsep Min. consecutive edge separation 160ps 65nm HSPICE simulation

tstage Stage latency 160ps 65nm HSPICE simulation

tsetup Latch setup time 20ps Estimate/logical effort

tiateh Latch latency 50ps Estimate/logical effort

tskew Global clock skew 10ps Estimate [9]

T Data period 160ps to 1ns+ | Calculation

n Number of stages between latches 1 to 50 50 stages = 25mm cross-chip link
q Number of stages in link 1 to 50 50 stages = 25mm cross-chip link
Pr 1, Probability of error due to failed sampling 1075101 Calculation

Pe 1 Probability of error due to intersymbol interference 10701 Calculation

Pr Probability of error, overall 107t Per+ Pe,r— Pg1-Pg,L

o Standard deviation of supply noise 0to 60 mV Model assumption

Oe Standard deviation of dynamic jitter 0 to 160ps HSPICE simulation (Fig. 10a)

os Standard deviation of dynamic skew ~o./1.8 HSPICE simulation (Fig. 10b)
0s2 Standard deviation of static skew 2% link latency | Model assumption

S Dynamic skew (normal random variable) N(0,05) Model assumption

E Dynamic jitter (normal random variable) N(0,0¢) Model assumption

FEs Static skew due to variation (normal random variable) N(0,052) Model assumption

ation. We can use another random variable, So, to repre-
sent this skew, which we assume has zero mean and is nor-
mally distributed. In that case, we have Pg 1, = P(T/2 >
S + 52 + tsetup)~

The dynamic uncertainty S at stage k has zero mean and
a standard deviation of og Vk. If we assume at worst a 2%
change in latency per stage, then the static skew S5 at stage
k has a standard deviation of ogo = 0.02-t4¢q4c - k. Because
the two variables are independent, the overall skew at stage
k (i.e. the sum of S + S5) has zero mean and a standard de-
viation of \/agwk +(0.02 - tstage - k)?). The probability of
error, Pg 1, can then be calculated using the formula above.

We must also consider Pg ;, the probability of an er-
ror due to intersymbol interference. Nominally, the edge
separation is 7', the data period; we require simply that
T > tgep. If we add dynamic timing uncertainty F, then
the probability of error is Pg 1 = P(E < (T — tecp)). At
stage k, F has zero mean and standard deviation o.v/k. The
overall probability of error, Pg, is PE’,I+PE,L_PE,I'PE,L
as discussed above. For a small number of stages, say less
than 30, we note that Pr ; dominates the overall probabil-
ity of error. However, for longer links, the linear skew term
causes Pg 1, to dominate.

In SSWPL, latches are periodically inserted to remove
skew. To keep our model simple, we reset the skew term
to O after a latch is encountered, so that Pg ;, is similar to
the GSLP case; however, jitter accumulates throughout the
whole link, as in the SSWP case. In such cases, the jitter-
induced failure captured in Pg ; dominates.

5.2 Results

This section presents the reliability and throughput of
wave pipelining and latch pipelining as a function of g, the
total link length, n, the number of stages between latches,
and 0., the dynamic jitter. Dynamic skew, o, is set to
o./1.8 to follow the results in Table 1.

Figure 13 shows the error probability as a function of
throughput at a fixed link of length ¢ = 10 stages. With no
noise (o = 0), wave pipelining achieves 6.2Gbps and latch
pipelining reaches 4.8Gbps. As noise is added, the achieved
throughput for a given error rate very quickly drops in
SSWP. However, GSLP is much more resilient. Also, there
is little improvement from the additional latches in SSWPL
showing that the wave pipelined designs are limited primar-
ily by loss of edge separation rather than by skew.

Figure 14 shows the error probability as a function of
the link length ¢ at a fixed noise level of o, = 10ps.
In this case, SSWPL outperforms SSWP when the num-
ber of stages is large, because the linear skew term is
reset in SSWPL, but grows to dominate in SSWP. The
GSLP graph demonstrates the expected result that through-
put drops quickly as latches are placed farther apart.

Figure 12(a) presents the same throughput data at a
fixed probability of error of P(E) = 10~2% with no dy-
namic noise. In this case, wave pipelining has much higher
throughput than latch pipelining. This result agrees with
most previous work which claims that wave pipelining of-
fers superior bandwidth. However, we note that linear skew
term (a static effect) eventually causes SSWP performance
to drop when the link gets too long.

With noise, however, the situation changes dramati-
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Figure 14. Probability of error estimates, fixed noise (c. = 10ps, o; = 5.5ps per stage)

cally. Figure 12(b) presents the same throughput data with
o = 10ps of noise. Throughput degrades for both wave
pipelining and latch pipelining. However, latch pipelining
throughput remains independent of the link length, while
wave pipelining throughput degrades rapidly. This result
indicates latch pipelining throughput is superior to wave
pipelining in the presence of noise.

It is an open question as to how much dynamic timing
uncertainty is realistic. These results are probably quite
pessimistic due to the very large amounts of supply noise
added. Nevertheless, these results show that designing with-
out taking dynamic noise into account may lead to expecta-
tions for high throughput and robustness that are unachiev-
able on a real chip.

6 Conclusions

Wave pipelining has attracted attention of NoC re-
searchers due to its promise of high bandwidth using simple
circuits and relatively low power. However, wave pipelining
is much more susceptible to timing uncertainty than tradi-
tional interconnect pipelining techniques based on latches
or flip-flops. This is because timing uncertainty accumu-
lates across the entire link for a wave-pipelined design;
whereas for a synchronous link, the uncertainty is reset or

partially reset at each flip-flop or latch.

Statistical models of timing uncertainty are required to
obtain a realistic assessment of the impact of timing uncer-
tainty on wave-pipelined interconnect because using sim-
ple simple, worst-case assumptions at each stage produces
a highly pessimistic model. We used HSPICE simulations
to develop such a model for a switched interconnect in a
65nm CMOS process and then used this model to analyze
the throughput achievable with wave-pipelined and latch-
pipelined interconnect. When dynamic timing uncertainty
was ignored, the wave-pipelined interconnect offers about
50% greater bandwidth than traditional synchronous de-
signs. When jitter from noise is taken into account, wave-
pipelining rapidly loses its advantage and the traditional
synchronous design then offers higher bandwidth. The lim-
iter for the wave-pipelined design was loss of the strobe
pulses due to jitter; thus, inserting latches clocked by the
forwarded strobe to the wave-pipelined design did not im-
prove its performance.

Finally, our analysis shows the importance of quanti-
fying interconnect performance at realistic bit-error-rates
(BERs). For BERs of 103, about the limit of what is prac-
tical to observe with circuit simulators such as HSPICE,
wave pipelining offers much higher throughput than what
can be achieved at more useful BERs of 10720 or 10725,
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For synchronous pipelining, the loss of performance with
decreasing BER is much less severe than for wave pipelin-
ing. It may be possible to mitigate these limitations of wave-
pipelined interconnect by using error-correcting codes, but
this would increase the complexity, area, power and la-
tency of the link. Alternatively, our work motivates looking
for design techniques that mitigate the accumulation of dy-
namic timing uncertainty for wave-pipelined interconnect.
We see this as an important area for further research.
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