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Abstract

This is a documentaboutthe global ring hardware, the top-level memory
interconnectiommedium,designedor NUMAchine. Planningbeganin the
summerof 1997andboardmanutcturingendedn Januaryl 998.

1 Intr oduction

The NUMAchine multiprocessors a shared-memorparallelcomputeremploy-
ing multiple, hardware-coherentacheg(i.e,, it is a CC-NUMA system)that is
designedo bescalablemodularandcost-efective. By beingmodulay aNUMA.-
chine systemcanbe constructedrom only oneprocessaqror it caneasily grow,
one by one,to 64 processors.ldeally, expandingsucha systemshouldnot in-
curunnecessargxpensesuchasdiscardingold component®r purchasindarge
componentavhich containexcesscapacityfor future upgrades.As well, these
componentsnuststill be designedo performwell whenthe systemis operating
atits largestsize,andhereinlies the challenge.

The NUMAchine designaddressethis challengeby breakingup the system
into smallerdistributed-memorynodes or stations which areconnectedogether
in a hierarchical-ringnetwork topology Sucha network is depictedin Figure 1.
Memorytransactiongrebedividedup into oneor morepadetsfor transmission
acrosgherings.

This paperwill discussthe designof the switching elementusedwithin the
ring-basednetwork, beginning first with an understandingf the NUMAchine
systemervironment.

Theremaindeiof this paperis organizedasfollows. Sections2 and3 discuss
theNUMACchine prototypespecificationgandtheglobalring designrequirements.
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Sections4 and5 discusdifferentchoicesthatwereconsiderediuringthe design
processincluding provisionsfor monitoring. Section6 describeshefinal global
ring design. Sections7, 8, and 9 describethe verification, manufcturing,and
testingstage®of thedesign.Section10 providesasummaryof lessondearnedand
suggestiongor future possibledesigns.Lastly, a multi-part appendixdescribes
detailsof the global ring implementatiorwhich are difficult to gleanfrom the

designfiles.
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Figurel: NUMAchinearchitecture.

2 NUMACchine Prototype Specifications

A prototypeNUMACchine systemwasconstructedisingcommoditypartsandFP-
GAs assemblednto custom-designegrinted circuit boards. This sectionde-
scribeghedifferentcomponentsisedin NUMAchine, thetypesof memorytrans-
actions,andthe useof filtermasksasroutingdirectives.



2.1 SystemComponents

The prototypedesignsupportsa 64-processosystemcontainingfour local rings
andoneglobalring. Eachstationcontainsup to four processorstwo memory
cards,one Input/Output(l/O) card, and a Network InterfaceCard (NIC). The
entiresystemoperateslightly below thetametclock rateof 50 MHz.

The prototypeis constructedusing 150 MHz MIPS R4400processors.Al-
thoughMIPS R10000processorsvere originally intended,they weretoo costly
andunavailableearlyenoughto be used.The memoryhierarchyincludesa 1IMB
external secondarycache,an 8MB network cache,and up to 512MB of main
memoryper station. The cachecoherencegrotocolusesa write-back/irvalidate
schemewhich supportsa sequentiatonsisteng programmingmodel.

The NUMAchine stationbusis basedon the Futurelus+ physicalbackplane,
but acustomcommunicatiorandarbitrationschemas used.This split-transaction
bussupportsa peakbandwidthof 400MB/s,or 64 bits per20nscycle.

The ring network supportsthe same400MB/s bandwidthtarget. The lo-
cal rings are formed by bit-parallel, unidirectionalconnectionsof high-density
impedance-controlletiexible ribbon cable.Eachpacletis sentoneatatime ac-
cordingto aslotted-ringprotocolandcontainss4 bits of address/datpayloadplus
49 bits of parity/ECC,routing,andothercontrolinformation.

2.2 Memory Transactions

Within astation,up to four processorsommunicatavith local memoryand(l/O)
cards(or modules)over a shared,split-transactiorbus. A typical bus arrange-
mentis illustratedin Figure2. Eachmemorycardis mappedo a uniquephysical
addressandis accessibleo any processoimn the system.Whena processoreads
from amemoryaddres®elongingto aremotememorycard,thereadrequesmust
leave the busthroughthe (NIC), travel overthering network accordingto thefil-
termaskspecificationdescribedelow), andarrive at the destinatiorbusthrough
the remoteNIC. Eventuallya responsewill travel backthroughthe network to
theoriginal requesterWrite transactionsresimilar, exceptthatonly thewrite it-
self needgo betransported— thereis no acknaviedgemen{not evenanegative
acknavledgement)so correctdelivery mustbe guaranteed.

Memory transactionsnvolving coherenceoperationsget more complicated.
For example,supposehattheremotememorycardhasdeterminedhis datais al-
readybeingwidely sharedamongmary processorshut the requestingorocessor
wishesto have exclusive accesqthis is likely to satisfya pendingstoreinstruc-
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Figure2: NUMAchine station.

tion). In thiscasethememorymustsendout aninvalidatemessag#o eachshared
copy, includingtheoriginal requesterA singleinvalidatemessagéeavestheNIC

attheremotememorystation,but it is markedasa multicasttransactionThering

network mustdeliver multiple copiesof this messagegneto eachcache.When
a copy is deliveredto the original requestingprocessarit signifiescompletion
andthatprocessors allowedto proceedwith the pendinginstruction.Evenmore
complicatedexamplesare possible,including casesvherethe destinationis too

busyandmustreturna negative acknaviedgement.

Thedelivery of coherenc®perationgmposesa numberof restrictionson the
interconnectiometwork suchas guaranteedlelivery, preseration of ordering,
andefficientsupportfor multicasts. Thesaequirementandothertechnicaldetails
will bespecifiedmorethoroughlyandpreciselyin the next sections.

2.3 Filtermasks

All memorytransactionsvhich leave a NUMAchine stationareroutedover the
ring network accordingo thedestinatiorencodedn asetof filtermaskbits. These
bits canpreciselyspecifythe locationof a singlestationin the ring hierarchy or
they canidentify the location of a numberof stationsin animprecisemanner
describedbelow. The filtermasksare usedfor both routing and storing cache
coherencelirectorystate.

Thefiltermaskis dividedinto two groups,oneperlevel in the hierarchy Each
groupis a bitmaskthatindicateswhich ring (or which stationon thatring) is of



interestin thatlevel. Whenmultiple stationsare specified bitwise ORing of the
filtermasksfor the individual stationsis done. This may resultin multiple set
bits in eachfiltermaskgroup,andit canleadto imprecisionby specifyingmore
stationsthanrequired. This over-specifications acceptablendaccountedor in
the coherencegrotocol. An exampleof two filtermasks,onewhich s preciseand
onewhichis over-specifiedjs givenin Figure3.

Ring Station
‘1‘0‘0‘0 O‘O‘l‘l Cache Line A
3 2 1 o] 3 2| "1 "o Filtermask

~ /
N /
0 O‘ 101 1‘0 ol 1| Cache Line B
3 2 1] of "3 2| "1 “of Filtermask
Ring Station

Figure3: NUMACchine filtermaskexamples.

3 Global Ring DesignRequirements

The globalring actsasa switch or router: pacletsfrom local rings arereceved,
switched,anddeliveredto the correctdestinatioror destinationsTo createaring
hierarchy onemodulecalledthe Inter-Ring Interface(IR1) is connectednto each
local ring. TheselRI modulesare,in turn, connectedo eachotherto form the
globalring, asshavn in Figure 1. A total of four connectionsare requiredfor
incoming and outgoingtraffic from/to the local andglobalrings. EachIRI acts
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as a simple switch betweenthe local and global rings, receving datafrom the
incomingsideandsendingt to the outgoingsideof eachring.

3.1 Switching Data

EachlIRIl musthandlefour differenttypesof paclet operationsdependingpnthe
stateof thefiltermaskbits. Thesefour operationsaredescribedasfollows:

1. Pass-through. In the simplestoperation,dataon onering passeshrough
theswitchandcontinueson the samering.

2. Upstreamand downstreaminsertion. An upstieampadet from thelocal
ring is insertednto theglobalring, or adownsteampadet from the global
ring is insertedinto thelocal ring. Any pacletwhichis to beinsertedmust
first have beenextractedby oneof thefollowing two operations.

3. Upstreamextraction. Dataon the local ring maybe destinedor aremote
location, so a paclet may be switchedto travel in the upstreamdirection.
This casealwaysresultsin afree slot on thelocal ring, which the IRl may
utilize with adownstreanpaclet asa protocoloption (seebelow).

4. Downstreamextraction. Dataontheglobalring maybeswitchedto travel
in the downstreamdirection. This generates free slot on the global ring
onlyif thisis the final destinatiorfor the paclet. Otherwise the paclet is
beingmulticast,soit remainson the globalring andis sentto the next ring
seggment. Like the previous operation,a free slot generatedn the global
ring may be utilized immediatelywith an upstreampaclet if a protocol
optionis enabledseebelow).

Sincedatamay be simultaneouslyecevedfor bothpass-througlandinsertionto
the samering, sometype of buffering is required. The prosandconsof various
buffering optionsareaddressethterin Sectior4.1.

The extractionoperationgyeneratdree slotswhenthe destinations reached.
Thepolicy for usingthesefreeslotsis describechext.

3.2 FreeSlot Policy Option

Whetherthe IRl canimmediatelyutilize the free slot thatis generatedy the up-
streamor downstreamextractionis left asa protocoloptioncalledusefree slots



The global ring designmust be able to separatelyenablethe usefree slots
protocolfor theglobalring andeachof thelocalrings. In thisway, thebestpolicy
canbedeterminedxperimentallyby runningreal programs.

If the usefreeslotsoptionis not used,free paclet slots mustbe passedn
thering sggmentto the next node. By doingthis, the IRI is beingmorefair and
is supposedo preventthis segmentfrom saturatinghe network.! Unfortunately
this policy alsoguaranteeshat maximumring utilization will never be attained
becausan emptyslot mustalwaysbe transmittedior oneunit of time on atleast
onesegment. This resultsin a total bandwidthreductionof between50% (worst
case)and1/N (bestcase)whereN is thenumberof ring segments? In contrast,
by immediatelyfilling thefree slot with a new paclet, therisk of stanation may
increasebut maximumring bandwidthcanbereachedsneeded.

3.3 Delivery Requirements

The coherenceperationsdescribedn the previous sectionrequirea numberof
delivery requirementsvhich mustbe satisfiedfor correctoperation. Thesere-
guirementsareasfollows:

1. Guaranteed delivery. All paclets mustbe deliveredto the destination.
This is particularlyimportantsincewrite operationsare unackneviedged.
For othertransactionsa negative acknavledgementmay be allowed, but
therings shouldnot generatehem. Instead buffering mustbe suficiently
largeto acceptall in-flight paclets,andthe flow-control schemedescribed
below canbe usedto preventoverflow.

2. Delivery order. Databeingsenton a ring mustbe deliveredin-order It
is acceptableo interleare paclketsfrom differentsourceshut the ordering
from eachsourcemustbe presered.

3. Descendingmulticast order. Multicast paclkets normally continuealong
thering asa duplicatecopy is sentdown the hierarchy The duplicatecopy
mustnot causea responsdo be generatedvhich canracepastthe contin-
uing multicast. A simple but overly strict way to ensurethis deliversthe

INote,however, thatstanationis still possiblgf all injecteddatafrom onering segmenttravels
to the previousnodeon thering.
2In afull NUMAchine system peakutilization would be limited to 80% (sinceN = 5).



continuingmulticastto the next ring segmentat the sametime asthe dupli-
catedescendsSomelRI buffering organizationsareunacceptabléecause
they cannotguaranteehis ordering.

4. Sequencing Somepaclets,notablyinvalidationmessagesnustbeseeno
occurin thesameglobalorderby all processorsThe NUMAchine solution
is to requirea sequencingpoint on eachring. Packetsrequiringsequencing
are speciallymarked by settinga sequenceequestbit. Prior to delivery,
thesepacletsmustascendhe ring hierarchyashigh asrequiredandpass
thedesignatedequenc@ointonthatring to clearthesequenceequesbit.
Only thencanthe paclet proceeddown thering hierarchyfor delivery.

5. Flow control. Finite-sizedbuffers make flow control a practicalrequire-
ment: for example,a sufficient numberof cachewritebackscaneasilyfill
ary buffer. TheNUMAchine flow controlpolicy is designedo avoid dead-
lock andrequireghatanindividual ring stopdeliveringall pacletsif any of
its destinatiorbuffersbecomedull.

3.4 Flow Control and Deadlock Avoidance

For deadlockavoidance NUMAchine flow control policy requiresan unblocked
downstreanpathto exist, evenif flow controlis invokedandtheringsarestopped.
This allows the network buffersto be emptiedsothatring traffic canresume.The
NIC designcreatesseparatdogical non-sinkableand sinkablenetworks (some-
times called requestand responsenetworks) so that separatghysicalnetworks
arenotrequired.

3.4.1 NUMAchine DeadlockProblem

During the global ring IRI design,we consideredhe deadlockproblemto have
beensolved. However, theremay be a deadlocksituationin NUMAchine. Sup-
posethefollowing eventsoccurat exactly the sametime:

1. Theupstreanbuffer from Local Ring 0 (LRO) fills. LRO stops,waiting for
it to flush.

2. SinceLRO is stopped,the downstreambuffer to Local Ring O fills. The
globalring (GR) stops,waiting for it to flush.



In thiscasethe GRwill notrestartoecausés downstreanbufferis full, assuming
thatit will beemptiedeventually Likewise,LROwill notresumeasit is assuming
the GR will eventuallydrainthe upstreanbuffers.

This situationhasneverbeenencountereduringsimulationor duringthelim-
ited useof theglobalring. Hopefully, the globalring buffersaresizedsuficiently
largeto avoid thisproblem butit cannotbecompletelyeliminatedwith thecurrent
design.

3.4.2 Avoiding the NUMAchine DeadlockProblem

Paul McHardy suggestsa way to avoid encounteringhis situationusing 2 flow
controlsignalsontheLR: upsteamblockedanddownsteamblocked Thisscheme
hasnt beencompletelythoughtout, but would work asfollows.

The first signal, downstreamblocked, indicatesthat a downstreampathto a
stationis full. Thiswould stopall stationsandthe GR from injectingpacletsinto
theLR. NUMAchine policy guaranteethatthe downstreampathwill be eventu-
ally drained,so eventuallythis signalwill be clearedandnormalring operation
canresume.

Thesecondsignal,upstreamblocked,would indicatethe GR upstreanpathis
full. All stationsmuststopinjectingpacletsto theLR, but the GR would always
beallowedto inject pacletssincethey alwaystravel downstream A downstream
pathwill becomeavailableto emptythe GR queuessoeventuallythis signalwill
be clearedandnormalring operationcanresume.

Evenif theglobalring stallsandbothupstreamblockedanddownstreamblocked
areassertegimultaneouslystallingthelocal ring, therings shouldnot deadlock.
The downstreanpathon eachNIC shoulddrainfor all stationsgventuallyclear
ing downstreamblocked. Thiswould allow the GR to inject LR paclets,eventu-
ally drainingits queuesandclearingupstreamblocked.

As anoptimization,it may be possibleto allow packetsfrom stationsto con-
tinue if they travel upstreanyet the downstreamblocked signalis assertedfor
example.Thisis probablyfine until thefirst pacletto beblockedis encountered.
At this point, it is easiesto stall all pacletsleaving the stationdueto possible
memorycoherencegroblems. It isn't clearwhetherthe memorycoherencepol-
icy will tolerateupstream-destinegplacletsracingpastdownstream-destinef.e.,
blocked) ones(or vice-versa). Hence,the safething to do is stop sendingarny
pacletsassoonasthefirst blockedoneis encountered.

This schemeneeddo bethoughtout morecarefullyto ensuret doessolve the
deadlockproblem.



3.5

Global Ring Wish List

Thereare a numberof desirablefeaturesto includein the ring design. These
desirablesrelistedasfollows:

1.

The globalring mustimposelow lateng delayson ary paclet thattravels
throughit, in bothaloadedandunloadedsystem.

. Theglobalring shouldsupportavarietyof clock ratesto exploretheeffects

of varyingbandwidth.

. Theglobalring shouldfollow the NUMAchine idealsof amodularsystem.

. Theglobalring shouldhave a higherbandwidththanthelocal rings, partic-

ularly sinceringsarecriticizedfor having poorbisectionbandwidth.

. Theglobalring shouldbe modular:easyto testanddehug, easyto repairor

re-spinboardsandeasyto upgrade.

. Theglobalring shouldincludenetwork monitoring.(Time pressure$orced

usto excludethe monitoringdesign.)

. It shouldbe easyto add/remee local rings to/from the global ring. To

minimizemechanicalatiguecausedy rearrangingablesaprogrammable
connections considereduperior

. The designshouldbe flexible to permit exploration of different network

topologies. For example,in this design,the global ring PLD logic canbe
reprogrammedo operateasa crossbaiswitch insteadwith no changedo
thewiring.

. Connectingfour NICs directly to a global ring (insteadof in a local ring)

would be aninterestingway to createa higherbandwidthlocal ring (but
with additionalqueuinglateng). If theglobalring couldbereprogrammed
to operateasacrossbaswitch(seeabove), thiswould significantlyimprove
available bandwidth. A hierarchyof global ring switchescould even be
formed.
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4 DesignAlter natives

A numberof practicaldesignalternatveswere consideredn the light of differ-
entbuffering options,ring speedstopologyflexibility , physicalconstructiorand
packagingconstraints.

4.1 Buffering Options

IRI switchingconsistof taking packetsfrom two input portsandswitchingthem
to two outputports. Any switchingtopologywhich satisfieghis could have been
used,provided two main constraintsare satisfied: paclets from eachinput are
keptin-order anda multicastfrom the globalinputis deliveredto theglobalring
outputno laterthanwhenit is deliveredto the local ring output. Both of these
constraintarerequirement$rom the NUMAchine coherencerotocol.

Therearefour primarywaysto do switching,illustratedin Figure4 asoptions
a) throughd). The first option, input buffering, is not reasonabldecausdhe
local andglobalring clockscannotbe decoupled.The secondoption, full output
buffering, solvesthis problembut usestwo additionalFIFOs. The third option,a
partialoutputbufferingwhich givesswitcheddatapriority, hasthe samedravback
asthefirst. The fourth option, which is the one chosenfor usein NUMAchine,
effectively decoupleshering clocksandusesonly two FIFOs.

Buffering optionsa) throughc) all shareone advantageanda corresponding
disadwantage. Sincea FIFO is usedalongthe pass-througlpath, it is possible
to keepmultiple paclets togetherin consecutie ring slots. This would group
togetherall of the datafor an entire cacheline, for example. Sincetransactions
would no longerbe fragmentedthe NIC designcould be simplified asfollows:
the lateng bottleneckintroducedby the stagingSRAM and paclet re-assembly
logic would be eliminated. The stagingSRAM control signals(SMA numbers)
which aresentover thering would alsobe eliminated?

Thecorrespondinglisadwantagehowever, is thatdatawhich staysonthesame
ring mustalwayspassthrougha FIFO at every stagealongthering. Most FIFOs
requireat leasttwo cyclesof lateng to storethe dataandchangethe emptyflag

SFragmentingtransactionsnto paclets as donein NUMAchine also imposesa worst-case
sourceof lateng/ on delivery of large transactionsinterlearing the pacletsfrom differenttrans-
actionsmakesall of themhave high lateny becauseeachmustwait for the last paclet before
continuing.If the pacletswerekepttogetheythefirst onewould be deliveredwith alow lateng
andthe last one would have the samehigh lateng asthe fragmentedandinterleaved case. Of
coursethislateng is moresignificantwith thelargercachdine size.
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status,so the lateng of an unloadedsystemincreases.More importantly ring
lateng is higherin a loadedsystemsinceit mustwait for multiple cyclesat ev-
ery ring segment. Without properdetailedsimulation,it is not clearwhetherthe
adwantageoutweighsthe disadwantage.

Optionsb) andc) alsohave onecritical dravback. Using eitherof theseor-
ganizationsntroducesa raceconditionin the coherencgrotocol. This condition
is listedasthedescendingmulticast order requirementn Section3.3. It is very
difficult to work aroundthis problem,soit is betterto avoid theseorganizations.

Lastly, it is worth notingthatthe buffering optionsa) throughc) mightimpact
theNUMACchine deadlockavoidanceschemePresentlytheglobalring is allowed
to flushits datawhena downstreamFIFO becomesalmost-full, but no new ring
paclets are injectedupwards. With FIFOs on the ring path, this methodis not
appropriatédbecauséoo muchdatais presenbn thering andthis would overflow
the downstreambuffers. Hence the dataflow onthe globalring mustactuallybe
stoppedatherthanflushedif thesebuffering optionsareemployed.

—_— Global Ring —_— Global Ring

—

—

FIFO FIFO

FIFO

Local Ring fro Local Ring L

a) Input buffering. b) Full output buffering.

— Global Ring Global Ring

FIFO

FIFO

FIFO

) 1

P

e
FIFO

Local Ring Local Ring
c) Partial output buffering, d) Partial output buffering,
switched data has priority. passthrough data has priority.

Figure4: Of thefour buffering options,thelastonewaschoserfor theIRI.
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4.2 Physical PackagingOptions and Critical Path Reduction

Themostapparentvay to constructthe globalring is to designa singlelIRI card
which canbeinsertednto everylocalring. Formingtheglobalring would simply
requirecablesto connectthe IRI cardsin aring. The primary dravbackfor this
methodis alimited globalring speedtheglobalring would have to usethe same
commoditypartschoserfor the local ring andthis would have similarly limited

theglobalring speedo 50 MHZ.

4.2.1 High-SpeedSignalling

To increasdhe globalring speedthe useof othersignallingmethodsmplgying
opticalandotherhigh-bandwidthcommunicationschemesvasbriefly explored.
Unfortunately the compleity of the specialdevicesrequiredandtheincreasdn
lateng they imposedwasintolerablecomparedo thebandwidththey offered.An
optical approachwould have beenparticularlyinterestingbecauset would have
allowed local ringsto be placedat greaterdistancespossiblyspanningdifferent
roomsor even buildings. However, it was easierto build a wider ring thanto
employ esoteriadevices.

If the NUMAchine projecthadthe resourcego designcustomchips,or if a
redesignis to be donetoday the choiceof signalling schemeshouldbe revis-
ited. For example,currentFPGAssupporta multitude of high-speedsignalling
schemesuchasLVDS which canmake the IRl designmuchsimpler

4.2.2 ClosePlacementof Components

Sincecustomsilicon designandhigh-speedaignallingwasnot anoption,the best
remainingoptionwasto remove the lateng imposedby the cabling. If theentire
globalring is constructedn assmall a packageas possible,propagationdelay
throughthe wireswould be minimized. Constructinghe global ring on onecir-

cuit boardwould shrinkthe propagatiordelayasmuchaspossible.Then,clock-
to-outputand setuptime delaysof the registersand FIFO buffers are the major
contributorsto thecritical path.

The clock-to-outputwas particularlyimportant,sincedatacould comefrom
two sources:the FIFOs or the discreteregisters. The FIFOs have the longest
clock-to-outputdelays(8ns), so their outputwould have to be registeredagain.
Accountingfor driverfights, signalringing, anddataskew alsocausedtoncern.
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4.2.3 Ring on One Chip

The bestapproachappearedo be moving the entireglobal ring ontoone FPGA
deviceto actasarouter This eliminatesanalogconcerngdriverfightsandsignal
ringing) becausenultiplexing would be doneusinginternallogic. By doingthis,
we believed the critical path moved on-chip and could be thoroughly explored
usingMaxPlus+llbeforemanufcturingarny boards.

4.2.4 Dividing the Datapath

Sinceno FPGAatthetime hadenoughpinsor FIFO memoryavailable, thedesign
still hadto be decomposedhto multiple devices. Dividing the IRI datapathnto
a numberof distinctbitslices,each18-bitswide, wasthe bestoption. A number
of otherbitslice sizeswereinvestigatedincluding selectionof the bestPLDs and
external FIFO partsfor eachsize. The 18-bit size wasthe bestfor a numberof
reasonsit usedthefewestparts,it occupiedthe smallestamountof boardspace,
andit wastheleastexpensvein chip cost.

With the 18-bit size, a single low-cost FLEX6000 device is capableof im-
plementingthe globalring switchinglogic, andeightexternal18-bit wide FIFOs
buffer the data? Of the64 + 49 = 113 paclet signals,108 signalsare switched
using 6 datapathbitslices. The remainingfive bits containrouting information
(the 4-bit filtermaskanda sequenceequesbit) which arehandledby a separate
routingcontroller.

4.2.5 Distributing Control Information

The bestway to make routing decisionsswitch with the routing bits was con-
sideredalong with the datapathbitslices. One extremeis to have a centralized
controllersendsignalsto eachbitslice. The otherextremeis to replicatethe rout-
ing bits suchthatthereis onecontrollerper bitslice. Theseoptions,andthe area
in betweenwereinvestigated.

First, considerthe placemenandareaof the datapattbitslice logic. The ex-
ternalFIFOsmustfeedthe routing FPGAsat the globalring speedsothey must
be locatedclosetogethernn a clusterto reducepropagatiordelays. Eachcluster
containY chips,soaboardcontainings4 primarychipswould bequitelarge. Dis-
tributing the clock andthe routing informationacrossa boardof this sizewould

4Therearefour local ringsandeachrequiresoneupstreanandonedownstreantIFO buffer.
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be difficult to do at very high speeds.This suggesthaving multiple, distributed
controllerson the boardandreplicatingtheroutingbits for eachone.

Replicatingtheroutingbits for eachbitslice makesall routingdecisiondocal,
but it wasteg=IFO spacgsomeFIFO bits would be usedto storetherouting bits)
andthe numberof bitsliceswould increaseby 50% to nine (after storingthe 5
routing bits, only 13 databits per slice are availableto switch the 108 signals).
Sharingrouting bits between2 or more bitslicesreducedthe overheadslightly,
but complicatedphysicalboardlayout.

Ultimately, it was decidedary replicationor sharingschemecould also be
problematic— if two routing controllersmadea differentrouting decision,the
resultingstatewould be unrecwerable. This would be difficult to delug sucha
board, sincean intermittenterror in onerouting bit of one controllerwould be
very difficult to diagnose.Hence,a centralizedrouting controllerwaschosento
make decisionsandsendcontrol signalsto eachbitslice. The controlleritself fit
on a single CPLD andtherouting bits were storedexternallyin FIFOs,but only
the upstreandirectionis needed.To getaroundthe large boarddesignproblem,
it wasdeterminedhatthe bitsliceswould be constructean daughtercards.

4.2.6 Daughtercard Design

To reducethesizeof theglobalring board,eachbitslicewasplacedon a datapath
daughtecard andthe controllerwasplacedon a connectingoadkplane Thelogic
connectingo alocalring wasalsolarge,soeachring connectiorwasplacedon a
local ring daughtecard aswell.

This daughtercardiesignoffers a numberof distinct advantages.First, the
daughtercardareall identical,so a few sparesould be manufcturedin caseof
defects. Secondthe cardscanbe rearrangedo isolatebit failure errors. Third,
datapathcardshadto operateat high frequeng, andthe simple 4-layeP daugh-
tercardallow simple,short,andwidely-spacedaonnectiongo beformed. Fourth,
a redesignof the backplands possiblewhile reusingthe datapathcards,so the
expensve FIFO buffersarenot wasted.Lastly, the daughtercardtake adwantage
of the 3rd dimension significantly shrinkingthe distancethe high-speedontrol
signalswould needto travel from the controller

SThereweretwo power layersandtwo signallayers,simplifying delug andimproving ground
coupling.
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4.2.7 Overall Systemimpact

Physically creatingthe globalring on a singlechip is anunrealisticway to build
large systems.Sucha schemeconfinesthe global ring to a small, centralarea,
creatingthe needfor longercablesto travel from variouslocal rings. This cable
lengthwould adwerselyaffectlocal ring clock ratein alargersystem.

Fortunately this packagingissuewas not a problemfor our prototypesize.
Four local rings (of four stationseach)shouldfit in two standardacks,with the
globalring placedin the very center Although we welcomedthe ability to use
higherspeed®ntheglobalring datapathit falls shortof whatis achiezableusing
high-speedaignalling.

5 Monitoring Design

Dueto time constraintsthe globalring wasmanugcturedoeforethe monitoring
designswerefinalized. This sectiondocumentghe designeffort thatwentin to
thering monitor.

5.1 DesignOverview

The global ring monitoring designconsistedof separatedesignsfor monitoring
globalring andlocal ring traffic. The primaryoperationfor thering traffic moni-
torsis to countthe differenttypesof traffic passingoy a particularring segment
andto keeptrackof the queuedepthsandring utilization.

Thelocalandglobalmonitoringdesignscanboth bedecomposeth the same
way. A mastercontroller determineswvhen interestingeventsto monitor take
place,andtriggersthe countingsubsystem.Parallel eventsmay be countedby
dedicateccountersn the mastercontroller or sequentiabventsmay be counted
by a large numberof countersstoredin SRAM. The SRAM countersneedlogic
to controlaread-increment-writeperationwith the dataandto selectthe proper
counteraddress.

Thelocal ring monitoringdesignwasto be placedon the local ring daughter
cards,andthe global ring would have beenplacedon the backplane.Although
thelocal ring daughtercardaereconstructedvithout monitoringatfirst, it would
be possibleto re-spinjusttheseboardsandaddlocal ring monitoringability. The

5This shouldalwaysbe the segmentthatactsasthe sequencingoint.
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globalring monitoringrequiredsignificantadditionaleffort to beableto readback
performancelata,soit wasabandoneatanearlierstage.

5.2 AccessingMonitoring Data

Ring monitorswerememory-mappet theNUMAchine addresspacesoperfor
mancestatecould be initialized by writesanddatacould be readback. Writesto
the monitorwould enterthe ring andbe removed from the ring without descend
ing. Readingwasa morecomplicatedmatter however.

To simplify the injection of responsealatainto the network, it was decided
thata processocanonly readbackmonitoringdatafrom its own local ring. As
well, only processorsnlocalring 0 would be capableof readingbackglobalring
monitoringdata. Respons@acletswerealwaysto beinjectedinto thelocal ring
at the point wherethe downstreamFIFO datais first readinto a registerbefore
sendingit alongthe local ring segment. When a responsevas ready the local
ring controllerwould take a paclet of monitoring datain preferenceo regular
downstreanmdata. This shouldbe infrequentenoughto be fair, but a ratelimiter
enforcedhis to happermat mostonceevery 8 cycles.

5.3 SRAM Counters

Thelocalring monitorheavily reliesonhaving alargenumberof countergo count
pacletson every cycle. To do this,an SRAM countersubsystenusingtwo banks
of 32-bit high-speedsynchronouSRAM wasdesignedasshown in Figure5. A
monitoringcontroller(not shovn) would determinethatan interestingeventhad
just taken place,including the possibility that a reador write to the SRAM was
required.It would inform the sramfsndevice of thisandplacethecorrectaddress
(or countemumber)on theread/writeportaddresdines.

Datawritten to the SRAM comesfrom a 32-bit write port on the monitoring
controller but datareadout from it is injecteddirectly into the local ring (at the
right time, of course).This way both SRAMs canbeinitialized at the sametime
with thesamedata,but they canbereadoutin parallelfor increasegerformance.
Note thatmonitoringeventscanoccurevery cycle andaredirectedto the proper
bankby sramfsm However, readsor writesto the SRAM may interruptmonitor
ing for ashortwhile to completethetransaction.

A two-cycle read-modify-writeoperationis requiredto incrementan SRAM
counter sothe two banksareinterleaved to countone eventper cycle. On ary
particularcycle,only onecountercanbeselectedsoonly sequentiabventscanbe

17



—
°
°

(5

BANK B
64k x 32 bits
ZBT SSRAM

data

write port read/write port
data[31..0] addr[15..0]
BANK A N sramaddr
5 .
64k x 32 bits B design
ZBT SSRAM (Altera device)
data
[ 2
P S sramincr | ] sramincr
design design
(Altera device) (Altera device)
36-bit o control signals
parity-gen latch <
N
[%]
=]
g sramfsm
read port < deS|gnl
data[31..0] (Altera device)
directly injects
into ring data
read/write
handshake
access

36-bit
parity-gen latch

read port
data[63..32]
directly injects
into ring data

Figure5: SRAM countersubcircuitusedby thelocal ring monitor.
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counted.Whenreadingback SRAM data,both banksareaccesseth parallelto
form a 64-bitresult.

The SRAM device mustbe carefully selectedto supportthis two-cycle op-
eration: mostsynchronousSRAMs containan additionaldataoutputregisterto
achieve higherclock rates,and otherdevices cannotdo back-to-backread/write
or write/readoperations. This latter featureis usually called ZBT (Zero Bus
Turnaroundpr NoBL (No BusLateng).

The incrementlogic generatesn overflov signalso an appropriatereaction
can be initiated by the mastercontroller Additional logic was designedin to
supportefficient initialization of all SRAM counterswith a single NUMAchine
write operation.As well, the SRAM could hold datato reprogranthe monitoring
FPGA. This gives software programmersa mechanisnfor instantiatinga new
monitoringcircuit in the hardware.

5.4 Local Ring Monitor

A wide variety of eventswereconsideredmportantfor thelocal ring monitor. A
list interestingmeasurementareareshavn in Tablesl and2. It isn’t realisticto
performall of thesemeasurementat once,so a samplelocal ring monitor was
designedo keepa FIFO depthcounterhistogram.This measuremenvasa good
choiceasthefirst monitor circuit becausdt usedall of thehardwarecomponents,
requiredplanningin two clockdomainsandproducedaninterestingperformance
statistic.

The FIFO depth counterhistogramcircuit works as follows. Every cycle,
the depthof the upstreamand downstreamFIFOs were measured. Thesetwo
depthsselectauniqueappropriateSRAM counterto beincrementedThe SRAM
datashavs how muchtime eachFIFO spentfilled at every particulardepth.This
alloweddatato be be correlatedsothattime spentat every upstreandepthcould
beinspectednly whenthe downstreanIFO wasnearlyfull, for example.

5.5 Global Ring Monitor

Theeventsthatwereconsideredmportantfor a globalring monitorareshovn in

Table3. It wasdeterminedhatit is not necessaryo snoopon thetype of traffic

carriedby theglobalring, sincethis is alwaysavailableatthelocal ring level asit

goesupstreamAlso, the high speedf theglobalring would have madesnooping
the paclet contentamoredifficult. As aresult,the monitoringitemslistedin the
tableincludeonly overview-typemeasurements.
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Tablel: Local Ring Monitoring.

| Difficulty

\ DescriptionandCommentary

[ EASY

\ free-runningcounterthatobeys start/stopcommands

EASY
EASY
EASY

ring link utilization

numberof free/notfreeslots
numberof cyclesring is halteddueto stop.up
numberof cyclesring is halteddueto stop.dn

EASY
EASY
EASY
EASY
EASY

HARD

paclet counts

numberof UP paclets

numberof DN paclets

numberof THROUGH paclets

numberof freeslots

filter pacletsbasedon:
datapaclets,address/cm@aclets
Nack,REQ/RESPR, RE,WB, INV, UPGDetc.

separatgaclet countsby:
PhaselDmustkeepstate)
sendingstation(takenfrom SMA)

countdegr
EASY
EASY

HARD

EASY

HARD

eeof multicasts:
counttotal # of destinationgor eachpaclet (bitsin FMASK)
givesavg. degreeof fanoutgoingto GR for modelling
count# pacletssentTO eachstation
accuratef we countUP pacletsonly
otherwisewe only geta sampleof LR multicasts
count# paclketssentFROM eachstation
accuratef we countUP pacletsonly
otherwisewe only geta sampleof LR multicasts
hardto know who thesendelis (mustkeepstate)
filter multicastpacletsbasedn:
datapaclets,address/cm@aclets
Nack,REQ/RESPR, RE,WB, INV, UPGDetc.
separatenulticastpacket countsby:
PhaselDmustkeepstate)
sendingstation(takenfrom SMA)
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Table2: Local Ring Monitoring (continued).

| Difficulty | DescriptionandCommentary

| EASY | count# of slotsnot useddueto usefree slots(from rtor chip)

EASY

EASY
HARD

HARD

EASY

FIFO depthcounting:
Note: two FIFOsto monitorfor eachLR, UP FIFO andDN FIFO

two waysof countingFIFO depths:
useE/AE/HF/AF flagsasmarkers(coarsegrain counting)
maintainhead/tailpointers take difference(fine graincounting)
storePEAK FIFO depth,andPhaselDwvhenit occurs
count# cyclesFIFO staysat eachdepth(histogram):
importantto computeTIME AV G of depth
canuselots of countersput readbackmux grows big
countnumberof timeseachFIFO depthis reachedhistogram):
givesPOPULATION AVG of FIFO profile
canuselots of countersput readbackmux grows big
maywishto ADD thedepthsof UP andDN FIFO:
if we don't add,we cant correlatewhetherthetwo FIFO depths
arebothhigh/low atthe sametime
givesusideaof delayspacletsreally seethroughGR

EASY

EASY
EASY
EASY
EASY

EASY

HARD

Measurdateng throughGR:

periodicallytaga packet goingUP:
up-boundpaclet doesnt arrive whenwanted mustwait
useperiodcounterto evenly spacesamples
time how long it takesto comedown
remembethe LONGESTtime to understanagnaximumlateng
count# of pacletstagged
measureumulative time taggedpacletsarein GR:
givesanAVERAGE responséime
build histogramof GR respons¢ime in SRAM:
links thelengthof up anddown FIFOs(time correlation)
includeseffectsof destinatiorLR beingbusy
usePhaselXo isolatemeasurement® specificregionsof code
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Table3: GlobalRing Monitoring.

| Difficulty | DescriptionandCommentary

\ EASY \ free-runningcounterthatobeys start/stopcommands

ring link utilization:
EASY | total numberof free/notfreeslots
EASY | total numberof slotsneedingto be sequenced
EASY | total numberof cyclesring is halted

headof FIFO queuewaiting for GR (UP pathfrom eachLR):
EASY | total# cyclesheadis full / empty
EASY | total# cyclesheadis waiting for afreeslot:
alreadyknow total # of pacletsfrom LR,
givesavg. #if cycleswaiting for free slot
EASY | total # free slotsthatcouldbeused but the FIFO couldnt fill headin
time (lateng increasedlueto FPDimplementation)
EASY | total # slotsnot usedbecaus®f usefree slotspolicy won't let ususe
anewly freedslot (lateng increasedlueto fairnesgolicy)
EASY | total # cyclesheadis waiting dueto FLOW CONTROL
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6 Final Design

Themodularbackplane/daughtercadesignmakesacompactupgradeablglobal
ring. Onedaughtercards usedfor eachlocal ring connectionandsix datapath
daughtercardare usedas bitslicesto switch the global ring traffic. Four local
rings canbe physically connectedo the global ring, but logically they may be
partitionedso that zero, two, three,or four of themare globalring participants.
The participantsare alwaysthe lowestnumberedocal rings. Despitethe parti-
tioning, the global ring alwaysconsistsof four physicalring segments;the extra
oneor two cyclesof lateng areundesirabldout they too difficult to work around.

6.1 Local Rings

The local ring daughtercardsontaina local ring controller called RINGCON,
which is very similar to the RTOB/BTOR (ring-to-bus/tus-to-ring)controllerin
the NIC cards. In this analogy the globalring is treatedasthe ‘bus’ side of the
controller TheRINGCONIlogicis modifiedslightly sothatonly upstreanpaclets
areselectecandwritten to the upstreantIFOs.

Hardwiredpinsin the LR slotsnumbereachlocal ring. A configurationpro-
tocol on the local ring numbersthe stationson ring. The RINGCON is always
definedto be the sequencingpoint of eachlocal ring, whetheror not this local
ring is logically participatingin the globalring.

To helpwith futureerrorcheckingthe RINGCON alwayssetsa watchdag bit
for all downstreampaclets. This bit ensuregacletsare actuallyremoved from
the local ring in the presenceof faulty stationswhich do not properly remove
themselesfrom thefiltermask. Any paclet thatis receved by RINGCON with
this bit setindicatesa faulty or absenstation,andthe slot shouldbe markedfree.
Althoughthe currentRINGCON designalwayssetsthis bit, it doesnot checkits
status’

Non-participatingocal rings arepreventedfrom writing datato the upstream
FIFO, otherwiset mayfill duringoperatingsystemconfigurationprobingandthe
ring would lock.

Thelocalring daughtercardeeceve an ECL clock from RJ-45connector®n
the globalring backplane.They corvertthisto a TTL signalanddistributelocal
copiesto on-cardregisters. They alsosendtwo copiesoff-card to the upstream

"Note: the RINGCON designalsofilters out absenstationsfrom the fmaskbits, sowatchdog
pacletsshouldnt ever be createdon thering.
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FIFOs, one on the backplaneandthe twelve on the six datapathdaughtercards.
Thisfanouthasprovento beproblematicandad-hocerminationschemesaven't
solvedit reliably.

6.2 Global Ring Segment

Four globalring sgmentsarehard-codedn asinglecontrolchip, the mastercon-
troller. TheLR slotseachnumberedn a hardwiredconfigurationwith backplane
slot labeledaslocal ring A definedto be the sequencerThe logic for eachring
segmentis identical,exceptfor somecompile-timeoptionswhich modify the se-
guencingandfiltering logic requiredto selectandclearfiltermaskbits.

The controllogic for a singleglobal ring segmentis shovn in Figure6. The
shadedbox in this figure also illustratesthe simple datapathlogic usedin the
datapatlbitslices.All logic for thenext ring segmentis predecodedh the current
ring segmentandstoredin outputregisters.Thebehaiour of someof thislogic is
alteredby the four controlsignalswhich areindicatedwith boxed outlinesin the
figure.

The mastercontrollerusesfour externalupstreanFIFOsto hold the routing
information, consistingof eightfiltermaskandonesequenceequesbits® Note
thatthe mastercontrollerdoesnot requiredownstream~IFOs,but it mustgener
atethe propercontrol signalsfor eachdatapattbitslice. All datawhich mustbe
switchedandsentdownstreamincludingacopy of thefour stationfiltermaskbits,
is sententirelythroughthe datapathdaughtercards.

The external FIFO componentsisedfor the globalring werethe largest(512
entriesdeepby 18 bits wide) of the fastest(claimed10 nscycle times)available
thatweregraciouslydonatedoy CypressSemiconductorAlthoughwe chosethe
fastestFIFOs available, the clock-to-outputtime is still on the critical path. To
mitigate this delay their outputis latchedimmediatelyon-chip using fastinput
registers. This introducesa deadcycle betweenissuinga read-enablsignaland
actuallybeingableto usethe data,which is problematicsincethe controlleronly
knows aboutonefreeslotfor thenext immediatecycle. Hence anon-chip2-deep
readaheadrIFO is necessaryThis allows datato be streamedontinuouslyfrom
the FIFO without losingdatafrom areadoverrun.

ThereadaheadrIFO canbe controlledby a finite statemachineon the mas-
ter controller or in anothermodeit canbe controlledby the external FIFOCTL

8The four stationfiltermaskbits are not essentialput areincludedfor monitoringandfuture
use,e.g., if theglobalring is usedasalocal ring replacement.
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chipsdedicatedo eachring segment. A compile-timeoption ‘ACTIVE’ alter
natesbetweenthesetwo modessinceit is not appareniwhich way works better
for timing. The FIFOCTL chipsare essentiabecause¢he mastercontrollerdoes
not have enoughlogic, pins, or speedo controlthe FIFOson all of the datapath
daughtercardsAs aresult,the FIFOCTL chipsproducesix copiesof theupstream
read-enablsignals,oneperdatapatidaughtercardBecausef thisfanoutrestric-
tion, thelogic on the datapatibitslicesactuallyoperateneor two clock cycles
behindthe mastercontroller

Themastercontrollerusesheroutinginformationto determinevhereto send
paclets. It precomputeshe free-slotandwrite-enablesignalsgoing to the next
ring sggment. This way, the datacanbe immediatelywritten to the downstream
FIFOsin thenext segmentwithoutlogic or buffering. To limit fanoutthreecopies
of the ring mux control signalsand downstreamFIFO write-enablesare sentto
the six datapathdaughtercardsA fourth copy of thesesignalsis generatedor
obsenationby monitoring.

An external device, FIFOFULL, monitorsalmost-full flags from the down-
streamFIFOsto determinewhento halt the globalring. A hysteresisounteris
usedto keepthering haltedfor atleasteightcycles. This ensurestability of the
ring andmalesit easierto delug/obsere ring halting.

An error bit is setif a paclet is ever destinedfor a local ring that hasbeen
logically disconnectedA protectioncircuit preventsthatdownstream~1FO from
acceptinghe paclet, otherwiset couldfill andflow controlwould halttheglobal
ring. Thisis particularlyimportantfor multicastswhich areover-specified,such
aswhenthe operatingsystemis probing the systemconfiguration. The master
controlleractuallyallows 3 suchover-specifiedpacletsto be sent,but the fourth
onesetsthe errorbit anddrivestheredERROR LED onthe mainboard

A globalring clockis generate@n-boardanddistributedasECL to the data-
pathdaughtercardsAn on-boardECL-to-TTL corversiondevice clocksthemas-
ter controllerandotherdevices(upstreantIFOs,FIFOCTL, andFIFOFULL de-
signs)onthebackplane.

6.3 Datapath Daughtercards

Thedatapatlcardsareusedexclusively for switchingdataandmalke no indepen-
dentcontrol decisionson their own. Mux control signalsanddownstreamFIFO

9Note thata watchdogbit wasnotimplementedn the globalring becauséhe logic would not
fit onthe mastercontrollerdevice. It wasintendedthata watchdogerroralsosetthis errorbit.
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write-enablesiregeneratedyy themastercontroller UpstreantIFOread-enables
arerecevedfromthe FIFOCTL device. All of thesecontrolsignalsareissuedone
cycle or two cyclesafterthe actualswitchingdecisionis madein the mastercon-
troller, dependingon the ‘ACTIVE’ mode. This lag isn’t a problembecausall
downstreandatais alreadyin the datapattcards;thereis no needto remainsyn-
chronizedwith datain the mastercontrollet

Thedaughtercardseceve their own copy of ahigh-speedCL clock. A con-
versionchip distributesTTL versiongo all eightFIFOsandthe datapathswitch.

6.4 Front Paneland ResetFeatures

A front panelconnectoron the backplanewas designedo give a userphysical
buttonsto controldifferentsystenfeatures Pressinghysicalbuttonswouldissue
commandver aslow (1-4MHz) 8-bit front panelbus,whichin turn controlthe
following featuresof theglobalring:

1. setthering speed,
2. setthelogical partitioningof local ringson theglobalring,
3. issuesystenresetsand

4. drivethestatud_EDs.

The front panelbus operatesas follows. Bus arbitrationis donein priority
orderamongthefollowing devices: the front paneldevice andthe four local ring
monitors(onrings3 to 0). If no device requestshe bus,theresetcontrollergains
controlanddrivesthefront panelLEDs with a storedpattern thenbusarbitration
repeats. An addresstrobeindicatesoneof the actionslistedin Table18 is to be
donewith the subsequer bits of data.

A resetcontrollerconnectedo the front panelbus canissuea resetto indi-
vidual, disconnectedbcal rings or to all globalring participants.This controller
alsochoosesvhich two differentconfiguratiorbitstreamsaresentto the datapath
FIFOs(thetop or bottomhalf of theEPROM data).Thechoiceof which bitstream
to sendmustpresentlybe preprogrammedth the device.

6.5 Critical Path and Latency

Thecritical pathof the globalring designis formedby the clock-to-outputof the
upstreanfFIFOsandthesetuptime of thereadahea@IFO in themastercontroller
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Table4: Estimateof GlobalRing Critical Path Delay:

FIFO | BoardDelay | Data& Clock Skew | CPLD Setup|| TOTAL
Tco Tp Tskew Tsu Tcrz’t
8.0ns| 1ns(estimate)] 1 ns(estimate) 3.0ns 13ns

If the global and local rings are running at the sameclock rate, a lateny
throughthe globalring of betweeril2to 16 cyclesfrom endto endwasobsened
duringsimulation.Thevariationdepend®nthe ACTIVE modeandwhetherdata
was alreadybeing streamedhroughthe readaheadrIFOs. If the globalring is
running at a differentrate, additionallatengy may be encounterediueto FIFO
clock mismatchandsynchronization.

An approximatéreakdevn of theglobalring lateng is asfollows. Five or six
cyclesof latengy comefrom enteringtheupstreantIFO, activatingthereadahead
FSM, andadwancingthe datato the headof the global ring queue. One or two
additionalcyclesarelost becauséhe datapattrunsslightly behindthe controller
in time. Two cyclesareneededor thedatato travel acrosshalf theglobalring, and
anotheffive or six cyclesareneededo leave the downstreanFIFOsandadwance
to the headof thelocal ring queue.

The global ring supportsfull-bandwidth streamingfrom the FIFOs, but the
localring will only draintheglobalring at half-bandwidth.

7 Correctnessand Construction

This sectiondiscusseshe practicalstratgiesusedto design,constructandtesta
correctlyworking system.

7.1 Simulation Strategies

The globalring was probablythe mostthoroughlysimulatedmoduleof the NU-
MAchine system. After all of the componentsvere designedand enteredinto
Cadencemodule-level testingwasdoneusingthe extractedVerilog code. Script
files werewritten to simulateinsertionof datapacletsfrom the four local rings,
andall outputactvity waslogged.
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Varioustypesof activity wassimulatedjncluding: singlepoint-to-pointtrans-
actionsin anunloadedhetwork; carefully constructeadasesnvolving contention;
andrandom,high volumetraffic usinga mixture of unicastsmulticastsandse-
guencing.

The global ring was simulatedat different operatingfrequenciespoth with
andwithout the usefree slotspolicy. During the high-trafic randomsimulation,
usingthefreeslotsrequired5—10%fewer clock cyclesto switchthe sametraffic.

Verificationscriptswerewrittenin awk to ensurethatthe correctdatapaclets
weredeliveredin thecorrectorderfor eachdestinatiorring. Thiswasmadeeasier
by stufiing the datapayloadwith specialtag informationto indicatewherethe
paclet camefrom, whereit wasgoingto, andits own unigueidentifying number

Useof thesesimulationstrategiesgave a very high degreeof confidencen the
logic designprior to manufcturingthe backplane.

7.2 Other Practical Considerations
7.2.1 High speedsignals

The designof the globalring involved high speedsignalswhich requiredcareful
attentionduringlayout. To make thesesignalseasietto find andcheck,every high
speedsignalnamein the boarddesignis prefixed with the designatorhs.”. A
nodenamesearchin the Allegro layouttool caneasilyfind andhighlight all of
thesewires.
Somehigh speeccontrolsignalstravelled over connectorgrom the backplane

to thedatapattdaughtercardg-anoutsof thesesignalswerelimited to 2 by having
themastercontrollerandsupportCPLDsgeneratenultiple copiesof eachsignal.

7.2.2 Clock Distrib ution

Clocksweredistributedasdifferential ECL until they wereascloseaspossibleto
thelogic devices. At that point, ECL-to-TTL corvertersgeneratedopiesof the
TTL clockfor deliveryto multiple chips.

The clock distribution network could not be properly simulatedbecauseof
the useof differential signals. Instead,a specialtestingjig was constructedor
simulationto bypassmostof the clock distribution network. This introducedan
errorinto the circuits during boardlayout whereonly onewire of the ECL pair
wasactuallyconnectedTo eliminateskew concernsthe onboardraceswerecut
andtwisted-pairpatchwirewasinstalledto correctthis.
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7.2.3 Testability

Designingthe global ring for testability proved difficult. Creatingan artificial
input-stimuluscircuit wasbriefly consideredbut verifying thegeneratedestvec-
torswasdeemedoodifficult. Insteadmary deluggingconnectorsvereplacedon
thebackplaneanddaughtercardsSomeof thesepinswerehard-codedbut others
connecto programmablé&-PGA/CPLDpinssoary signalcanbeextracted.

The useof a daughtercardlesignwas helpful becauset allowed cardsto be
swappedandrearrangedo isolatefaulty cards.

8 Hardware Manufacturing and Bugs

Dueto their simplicity, the datapatrdaughtercardeereconstructedirst. During
testingit wasdiscoveredthattheincominghigh-speedECL clock signalwasleft
unterminatedso patchwork wasrequired. As well, the ECL-to-TTL conversion
chipswerenotspecifiedo operatdbeyondapproximately60 MHz, sothey hadto
beremovedandreplaced.

Thebackplanevasmanugcturednext, afterwhich it wasdiscoveredthatthe
ECL clock distribution from the backplango the datapathcardswasfaulty. The
useof thesimulationjig resultedn only oneof thedifferentialsignalsto berouted
to eachdaughtercardTwisted-pairmpatchwirewassolderedirectly from the ECL
distribution chip to the connectoffor eachdaughtercardTo eliminateskew, these
wireswere cut to the samelength. This patchwasugly and,dueto the sensitve
natureof clocks,mayhave beena sourceof futurefaults. Also, somesuperfluous
passve componentsvereremovedfrom the backplane.

The local ring daughtercardsvere also constructedput they did not require
ary boardmodifications.

9 Testing

The global ring wasfirst testedwith two local rings containinga single station
each.Continuougeadandwrite traffic from oneprocessoto theremotememory
operatectorrectlyusinga variety of clock rates.

Although simpletestsworked, onesinvolving multiple local rings would not
work for longerthana minuteor two. Occasionallypaclets(or fragmentgshereof)
weredroppedor duplicated andoftenthe causecould not be determined Errors
introducedrom faulty datapatidaughtercardsometimesomplicatedhings,but
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couldbesolvedby swappingthem. Also, sincecachetransfersarebrokenup into
multiple paclets, it is very difficult to obsere whatis happeningn the overall
systemand determinethe cause. Finding the erroneoussituationon the logic
analyzeris even moredifficult becausehe analyzerbuffers are not deepenough
to correlatetheerrorwith the cause.

The type of error could be spottedby introducingpredictabledatapayloads
(settingall hex digitsto 1, then2, etc)andprinting thefaileddata.Whena partic-
ular datapathslice skippedor duplicateda paclet, it wasvisually apparentin the
data.Unfortunatelytheerrorswerenotroutinelyoccurringin ary particularslice
atary particulartime.

Whethertheringswererunningat a high speedr avery slow one,the nature
of the errorsdid not change.The problemcould have beencausedy ringing on
the control signals(or data)— eventuallywaiting out the oscillationsby slowing
up the clock shouldhave fixed this. The suspectedaultswereeithera logic de-
signerror, asignificantsetuptime violation, crosstalkbetweencontrol signalsor
the clocks,or clock ringing, wheremultiple clock edgesaresometimeobsened
whenonly onewasintended.

Extensve simulationwork did not indicateary logical errors,andfurtherin-
vestigationdid not shawv arny possibleerrors.Lik ewise,a carefulinspectionof all
setuptimesalongall signalpathsdid not shav any anomalieghereeither This
left the sourcef errorasbeinga crosstalkor clocking problem.

Investigatingcrosstallis difficult, anda solutionwould have requiredslowing
the edgeratesof the problematicsignals. To solwve this, terminationon some
controlsignalswasintroduced but the resultswereindeterminate Also, slowing
up the clock shouldhave fixed mosttypesof crosstalkerrors,but they did notgo
away.

Amongall error sourcesglock ringing wasthe prime suspect.Scoperesults
shoved that someTTL clocksdid indeedovershoot. Double-clockinga device
suchasa FIFO would duplicatedataon writes,anddropdataon reads.Terminat-
ing clocklinesdifferentlyseemedo alterthebehaiour slightly, but did not solve
it.

My personabuspicionis thatthelocalring clocksarethe sourceof theerrors.
TheLR clockis convertedto TTL onthe LR daughtercardwherea distribution
chip sendscopiesto differentdeviceson the LR carditself. However, a single
copy of the TTL clock is sentacrosshe backplandgo the six datapatrdaughter
cards(connectingto two FIFOson eachone)andto the upstreanFIFOson the
backplane.Although this clock only operatesat 20ns,sucha high fanoutmay
causeinging or it may be excessvely damped.If theformer, terminationwould
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be difficult without overdamping.However, if the clock is overdampedit would
alwaysarrive lateandcreatea holdtime problemwith thedata(whichhasasingle
fanout). To testthis theory extensie patchwirehacksto the daughtercardand
backplanearenecessaryTo bereliable,the LR daughtercaré@ndthe backplane
would needto beredesigned.

Manufacturinganew backplanas expensve andthereis no guarante®f suc-
cess.If suchaneffort is to be done,it would be worth redesigninghe clocking
anddataflow from thelocal ring to theglobalring.

10 Lessond.earnedand Conclusions

Designingthe NUMAchine global ring was a challengingtask becauseof the
desirefor a high-bandwidthJow-lateng, modularsystem.The daughtercar@p-
proachwasgoodbecausét satisfiedhe needto packagdhering in asmallspace
to attainhigherclock rates.

Although swappingdaughtercardsvas usefulfor delugging, signalson dif-
ferentdatapathcardssometimesequireddifferenttypesof terminationto create
acleansignal. This might have beenavoidableby morecarefulbackplanealesign,
but ultimatelywe hadto lock down which cardwasin which slot.

It is veryimportantto payattentionto clock distributionduringschematigen-
erationandboardlayout,particularlywherehigh-speealocksareused.Although
carewastakenduringthe designprocesstime pressurefevitably causecerrors
to popup. Properterminationof thesesignalsis essential.

It is notreasonabléo expectdataandcontrolsignalsto travel far distancesn
a singleclock cycle. We expecteda signalto leave the local ring daughtercard,
travel acrossthe backplane and entera datapathdaughtercardvithout latching
or buffering. This wasdonefor a numberof local ring signals,whichwasnot as
highaspeedstheglobalring but neverthelessemainedroblematic.Registering
thingson the backplanevould have beennice, but it would have increasedoard
areasignificantly

Despiteeffortsto make aglobalring whichwould bemodularandupgradeable
by manugcturingnew daughtercardst is probablybestto startany new design
from scratch.CurrentFPGAscomewith a plethoraof new featuressuchashigh-
speedsignalling,on-chipmemory high logic capacity andhigh pincountsall of
which changehe designscenaridrom justafew yearsago.
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APPENDIX

A Mainboard Layout

e Table5. Mainboardjumpers.
e Table6. MainboardLEDs.

e Figure7. Mainboardcomponentloorplan.

Table5: Mainboardjumpers.

| Jumper| Description

JH4 | usefree slots(seealsoD5 in Table6, amberLED)

JH5 | V.. senseDO NOT SHORT!!!!

JH6 | disableclocks(for JTAG programmingeliability)
DIPSWITCH | globalring frequeng selectionseeformulaon backplane

Table6: MainboardLEDs.

| LED | Colour | Description |

D1| red | globalringcontrollererror
D2 | red | datapati-PGAprogrammingactive
D5 | amber| usefreeslots(seealsojumperJH4in Tableb)
D7 | green | localring B presenceletect
D8 | green | localring D presenceletect
D9 | green | localring C presenceletect
D10 | green | localring A presenceletect
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Figure7: Mainboardcomponenftloorplan.
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B.1

B.2

Post-Manufacturing Modifications

Mainboard.

CorrectlyterminateECL clock signal(seeFigure8).

Rewire all ECL clocksignalpairs,onecopy goingto theonboardPECL/TTL
converterandsix copiesgoingto the datapattdaughtercards.

ReplacePECL/TTL corverterwith afasterdevice.

Install 33 or 55 ohmpullupson R54,R55,R56 andR59. Thesenumberthe
localring slotswith a hardwiredvalue.

Add terminatorson the readandwrite signalsgoingto thedatapathi-IFOs.

Installterminatoronlocalring clock signalof datapatidaughtercar&lot F
Note: this modificationis doneto onespecificdaughtercaravhich mustbe
installedin the correctslot.

Datapath Daughtercard.

CorrectlyterminateECL clock signal(seeFigure8).
ReplacePECL/TTL corverterwith afasterdevice.
Remawe R31sinceit is anincorrectECL terminator

Note: seelastitem of themainboardnodifications.

1.0 pF
ecl signal

ec signal

100 ohm

Figure8: ECL signaltermination.
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C ConnectorPinouts

e Table7. MainboardJTAG programmingconnectorJ1.

e Table8. Mainboarddelug connectotH1, ring D.

e Table9. Mainboarddelug connectoH2, ring C.

e TablelO.
e Tablell.
e Tablel2.
e Tablel3.
e Tablel4.
e Tablel5.
e Tablel6.
e Tablel7.

Mainboarddelug connectoH3, ring B.

Mainboarddelug connectoH4, ring A.

Mainboardfront panelconnectoH5.

Mainboarddehug connectoH6, resetcontroller.
Mainboardclock connectorgor local ring.

Local ring daughtercardiebug connectoH1.
Mainboardbitslice assignmentfor datapatitdaughtercards.

Datapathdaughtercardielug connectoH1.

Table7: MainboardJTAG programmingconnectord1.

| Pin | Description |
ISPTCK

GND

ISPTD7 (TDO)
VCC

ISPTMS

no connect

no connect
ISPSENSE
ISPTDO (TDI)
GND

QWO ~NOOUITE,WNE

=

36



Table8: Mainboarddelug connectoH1, ring D.

| SignalPosition|

Description

15

14

13
12..11
10

9

8..0

gr_participants<0>

hs halt.ring_|
hsmonsendinglrtogr_d
hs d_muxsek1..0>
hsmonfreeslotd
hs.dnwe_d

hs delug d<8..0>

clk

unconnected

Table9: Mainboarddelug connectoH2, ring C.

| SignalPosition |

Description

15

14

13
12..11
10

9

8..0

gr_participants<1>

hs haltring|
hsmonsendinglrtogr_c
hs c_muxsek1..0>
hsmonfreeslotc
hsdnwec

hs delug c<8..0>

clk

unconnected
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Table10: Mainboarddehug connectoH3, ring B.

| SignalPosition|

Description

15

14

13
12..11
10

9

8..0

watchdogerror
hs halt.ring_|

hsmonsendinglrtogr_b
hs b_muxsek1..0>

hsmonfreeslotb
hsdnweb
hs delug b<8..0>

clk

unconnected

Table11: Mainboarddehug connectoH4, ring A.

\ SignaIPosition\ Description
15 | usefreeslots
14 | hshaltring.|
13 | hsmonsendinglrtogr_a
12..11| hsamuxsek1..0>
10 | hsmonfreeslota
9 | hsdnwe a
8..0 | hsdelug a<8..0>

clk

globalring clock
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Table12: Mainboardfront panelconnectotH5.

| Pin | Description

| Pin | Description

1

3

5

7

9
11
13
15
17
19
21
23
25
27
29
31
33

no connect

slow clock (4 MHz)

data0

datal

data2

data3

data4

datab

data6

data7

BREQ
BGNT
readivrite
addresstrobe
next_startpwrl
next_startpwr3
no connect

2

4

6

8
10
12
14
16
18
20
22
24
26
28
30
32
34

no connect
Vee

Vce

GND

GND

GND

GND

GND

GND

GND

GND

GND

GND
next_startpwrO
next_startpwr2
next_startpwr4
no connect
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Table13: Mainboarddehug connectoH6, resetcontroller.

| SignalPosition| Description |

15..11| unused

10..8| flex_prg_st<2..0>
7..0| rstdbg<7..0>
clk | unconnected

Table14: Mainboardclock connectorgor local ring (RJ-45).

| Connector| Description |

Ul14 | localring D clock
U15 | localring C clock
U16 | localring A clock
U17 | localring B clock

Table15: Local ring daughtercardehug connectoH1.

| Pin| Description |
15..8 | unusedresenredfor monitoringdehug pins)
7..0| ringcondelug<7..0>

clk | localring clock
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Table 16: Mainboardbitslice assignment$or datapathdaughtercardsThis as-
signmentactuallydepend®on thewiring of thelocal ring daughtercards.

| DatapathSlot | Description |

SlotA | FMASK_STN<3..0> (OisLSB)
SMA<10..0>

TAG bit (GLOBAL_MON_GTOL or _.LTOG)
EXTRA<2..1> (unused)

SlotB | CMD<17..0>

SlotC | AD<17..0>

SlotD | AD<35..18>

SlotE | AD<53..36>

SlotF | AD<71..54> (71is MSB)

Tablel7: Datapathdaughtercardlebug connectoH1.

| Pin| Description |
15..12| almostemptyflagD..A
11..8| emptyflagD..A

7..0| delug<7..0>

clk | globalring clock
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D AddressSpaceand Bitslice Assignment

e Tablel8. Frontpanelbusaddresspace.

Table18: Frontpanelbusaddresspace.

| Address || Function
00xxxxxx || Resetcontrolleraddresspace.
Issuereset:
00000000/ data[7..4]indicateswhichLR to reset
data[3..0]indicateswhich LR to excludefrom GR.
Note: GR may only containconsecutie local rings, so ex-
cludingjustLR1 forces4 separatéocal rings,for example.
00000001|| LoadGR clock register
M[7..0] setto data[7..0]
00000010|| LoadGR clock register
M[8] setto data[0]
N[1..0] setto data[2..1]
N[3..2] setto ‘01’
others Undefined.
| 01xxxxxx || Monitoring addresspace Unused.
Ixxxxxxx || Frontpaneladdresspace.
UpdatestatusLED displayusingdata[7..0].
10000000 Only bits 3..0actuallyaffectthe LEDs.
others Undefined.
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E AHDL DesignFiles

All of the AHDL designfiles arelocatedin /nfs/eecg/numa/4/caranciliri/altera/*.
A descriptionof theindividualfilesis givenin Tables19 through23.

e Tablel19. Descriptionof Altera designfiles for primary backplanecircuits.

e Table20. Descriptionof Alteradesigrfilesfor auxilliary backplaneircuits.

Table21. Descriptionof Altera designfiles for daughtercaraircuits.

Table22. Descriptionof Altera designfiles for monitor circuits.

Table23. Descriptionof Altera designfiles for backplanecircuits.
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Table19: Descriptionof Altera designfiles for primarybackplanecircuits.

DesignFile

| Description

control/control.tdf

control/ringsg.tdf

control/headrg.tdf

control/advfree.tdf

control/maskfilt.tdf

Top-level designcontainingfour ring segments.
Logic for oneglobalring segment.

A small 2-deepFIFO to hold last datareadfrom external
FIFO. Thisis neededo supportstreamingevery cycle.

Determinesvhethera freeslotwill begenerated.

Remaesthebits setfor thislocal ring from thefiltermask.

fifoctl/fifohead.tdf

Top-level designon backplanecontainingupstreamFIFO

managerdor one segmenton the global ring. Readsdata
from FIFO, sometimesprefetchingto support streaming
every cycle. Sendsduplicatedreadsignalsto the upstream
datapathFIFOs 1 cycle later May sendthe readsignalto

the upstreanrouting FIFO (or the control chip maydo this,

dependingpnwhichis ACTIVE).

fifofull/fifofull.tdf

Top-level designon backplaneto monitor all downstream
FIFO flagsandactivate GR flow controlwhenary is almost
full.
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Table20: Descriptionof Altera designfiles for auxiliary backplanecircuits.

| DesignFile

Description

gr_panel/grpanel.tdf

gr_panel/statudeds.tdf

gr_panel/tritus.tdf

Top-level designcontainingthe front panelinterface.Issues
resetaandchanged4.Rsincludedin the GR. Drivestri-colour
LEDsto shov whena RESET(red)is issuedandwhich LR
arein the GR (green)andwhich arenot (yellow).

Simpletri-colour LED driver.

Simpletristatebus macro.

iri _rst/iri_rst.tdf

iri _rst/flex_prg.tdf

Top-level designcontainingresetcontroller for the global
ring backplane. It reprogramsthe datapathFPGAs on
reset/paver-up andcontrolsthe front panelbus. It specifies
the numberof local rings on the globalring, setsthe global
ring frequeng, and sendssystemresetsignalsto specific
local rings (or all thoseon the global ring) accordingto
commandsssuedon thefront panelbus.

This circuit programghe datapati-PGAs.
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Table21: Descriptionof Altera designfiles for daughtercaraircuits.

DesignFile

| Description

datapath/datapath.tqlf TOP-level designcontainingthe globalring datapattslice.

A small 2-deepFIFO to hold last datareadfrom external

datapath/headgetdf | FiFQ. Thisis neededo supportstreamingevery cycle.
) . Top-level designon datapathcardsto monitor FIFO flags
dpmisc/dpmisc.tdf andupdate EDs.

ringcon/ringcon.tdf

ringcon/expand.tdf

ringcon/contain.tdf

ringcon/fifoctl.tdf

Top-level designfor thelocalring controlleronthelocalring
daughtercardThe monitoringsupporthasbeencommented
out.

Corvertsa 2-bit number(e.g.,ring number)into the unen-
codedfiltermaskbit.

Determineswhether one filtermask containsanotheras a
destination.

DownstreamFIFO readout-SM. It canreada maximumof
onepaclet every othercycle.
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Table22: Descriptionof Altera designfiles for monitor circuits.

DesignFile

Description

monitor/sramincr/sraminadf

monitor/sramfsm/sramfsm.tdf

monitor/sramfsm/fsm1032.tdf

monitor/sramfsm/fsm1333.tdf]

monitor/sramaddr/sramadtiif

monitor/sramaddr/addrcnt.tdf

Top-level designfor SRAM data+1 incrementogic.

Top-level designfor SRAM incrementing=SM, skeletonfor
fsm1032andfsm1333.

Simple FSM for one bankof SRAM (with NoBL support).
Somemonitoredeventswill be missed.

Complex FSM for two banksof SRAM (with NoBL sup-
port).

Top-level designfor Addresslatchessharedby both banks
of SRAM. IncludesFSM to reprogramthe monitor FPGA
or initialize SRAM to all samedata. Addressesancome
onepercycle from themastercontroller or canbegenerated
from countergenabledoy the mastercontroller).

Simplecounterfor addresdatches.

monitor/megyaproj/

Top-level designto simulatesramincr sramfsm,sramaddr
Thiswasnotintendedo be programmedn adevice.

monitor/grmon.tdf

Skeletonfor a global ring monitor. Containspinout but no
function.

monitor/lrmon/

Seelrmon detailsin Table23.
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Table23: Descriptionof Altera designfiles for local ring monitorcircuits.

DesignFile |

Description

Irmon/lIrmon.tdf

Top-level designfor the samplelocal ring monitor. It keeps
trackof FIFO depths.

Irmon/cntrs/cntgrp.tdf

Irmon/cntrs/cntitdf

Irmon/cntrs/cntrbyte.tdf

Four 32-bit counters. A novel dataflav schemeeliminates
the needfor a 4:1 readbackmux by constantlyadwancing
the counterdatain a ring. To reada specificcounter the
userwaitsfor theright momentin time for the countervalue
to travel pastthereadport.

32-bitcountercomposedaf four CNTRBYTEs.

8-bit counterwith optional write port. This is usedas a
building block for larger, routablecounters. The carry-out
is bufferedto breakthe FPGA carry chainand make these
moreroutablewhenchained.

Irmon/fifocnt/fifocnt.tdf

Irmon/fifocnt/dnfcnt.tdf

Irmon/fifocnt/upfcnt.tdf

Irmon/fifocnt/graycnt.tdf

FIFO counter keeping head/tail pointers as Gray-coded
values. Usethis designif the fifo-depth mustbe obsened
accordingto a 3rd clock.

FIFO counter headpointer is Gray-coded,tail pointeris
binary-coded. Use this when the fifo-depth is obsened
usingthe FIFO readport clock (e.g.:downstreanFIFOs).

FIFO counter tail pointeris Gray-coded,head pointer is
binary-coded. Use this when the fifo-depth is obsened
usingthe FIFO write portclock (e.g.:upstreantIFOs).

Gray-codecounterof programmabléength. Thisis required
whenFIFO writes (up-count)andreads(down-count)occur
at different clock rates, eliminating glitches so countsare
be off by at mostone. Gray codearithmeticrequirestwo
carrychains,soit is betterto corvert backto binary prior to
computingFIFO depths.
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F Schematics

The last pagescontainthe schematicdiagramsfor the global ring asdrawn in
Concept.Thefirst draving shavs the overall systemwhichis composeaf three
primaryparts. Theseschematicsrepresentedn thefollowing order:

e GRMAIN, thebackplane,
e LR, thelocalring daughtercardand
e GRSLICE, thedatapatidaughtercard.
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