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ABSTRACT

This paperexaminescircuit designof bufferedrouting switchesin

symmetrical,island-styleFPGAs. The effects of switch size, tile

length, level-restoring,and slow input slew ratesare examined.
Two new fanin-basedwitch designsare usedto eliminatenearly
all of theincreasan delaythatarisesfrom fanoutwith a previous
switch design. Alternating betweenbuffers and passtransistorss

shavn toimprove connectiordelaywithoutfanoutby 25%. To take
adwantageof this, we proposeschemeso replacesomebufferswith

pasdtransistorgo simultaneouslyeduceareaanddelay Routinga
suiteof MCNC benchmarlcircuits shavs that 14%in areadelay

or 7% in delaycanbe saved usingthe new switch schemesAlter-

natively, approximatelyl3%in areacanbesavedwith no degrada-
tion to delay

1. INTRODUCTION

FPGA interconnectis often basedon programmabléetri-state
routing switches.The switchesmustbe largerthanminimum size
to overcomethe significantwire capacitancandachieve high per
formancedelayresults. If theseswitchesaresizedtoo large, they
wasteareaandcontritute to excesscapacitancaswell.

Oneway of building routing switchesis to usea single multi-
stagebuffer which drivesone or more passtransistordan parallel.
To drive a signalfrom one wire to another one of the passtran-
sistorsis turned‘on’ by a controlling SRAM bit. If a signalmust
fanoutto morethanonewire, multiple passtransistorsareturned
‘on’. Whenthisis done,however, eachbranchwill bedrivenmore
slowly thanif only onewire wasbeingdriven. Thisincreasean de-
lay dueto fanoutcanbecomequite significant;we have obsered
increase®f morethan100%to individual nets.

Onewayto avoidingthis problemis to provide eachbranchwith
its own buffer [1]. However, the areawith this approachis pro-
hibitive: eachof thesebuffersis aboutthreetimeslargerthanapass
transistorandtherearealarge numberof themin every FPGA.

This paperproposeswo new bufferedswitch designghatavoid

this fanoutproblemand requirelessareathan previous schemes.

The new switchesare demonstratedo produceboth fasterand
smaller FPGAs in VPR. Additionally, it investigatesnumerous
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transistoflevel detailsencounteredn routing switch designsuch
asthetheeffectsof slow-risinginputs,andwhethemultiple switch
sizesarenecessarguringarchitecturakxploration.

Toimprove areaanddelayfurther, differentmethodf replacing
bufferedinterconnectwires with a mixture of passtransistorsaand
buffersareexamined.For example,onemethodis the useof anew
switch block that can always steersignalsthrougha sequencef
givenswitchtypes,evenin the presencef turns.

1.1 RelatedWork

There is little published work on circuit design of routing
switches.Dobbelaerd2] proposeda novel, self-timedcircuit that
speedssignalsusing passtransistorsbut it has metastabilityim-
plications. Circuit designissuedor building the LEGO FPGAare
describedn [3]. Work by Khellah [4] touchedon passtransistor
sizing. Betz[1] hasshavn thatbuffers at 5 times minimum size
andpasdransistorsaat 10 timesminimumsizemalke low areadelay
interconnectn 0.35um technology Someof thatwork is extended
herein greaterdetailusing0.18um technology

Thiswork proposesisingfanin-basedwitchego eliminatelarge
fanoutdelays. The Alexanderarchitecture[5] used mux-based
switchesthat candirectly acceptlogic outputs. Our new switches
appeato besimilar, but we quantifytheareaanddelayadwantages.

Thiswork alsoinvestigatesisingfine-grainedswitchingbetween
buffersandpasstransistordo save area(versusfully buffered)and
to achieve low delayfor long connectionsin comparisonthe Xil-
inx XC4000EX[6] switchblock limits pasgransistordelayby us-
ing an optionalbuffer, while the Virtex architectureg7] usefully
bufferedinterconnectin [8], Shengaddspasstransistorsetween
buffered routing tracksand passtransistortracks, resultingin re-
ductionsof 10% to delay and 6% to areadelay Our work only
replacesxisting buffers with passtransistorg¢o produceareaand
areadelayreductionsof roughly 13%.

Theremaindenf this papelis organizedasfollows. In Section2,
the methodologyis described.Section3 examinesrouting switch
designin transistorlevel detail. The new fanin-basedwitchesare
describedaindevaluatedn Sectiord. Sections examinesewn ways
of combiningbuffersandpassransistorsn theroutingandSection
6 concludes.

2. METHODOLOGY

This sectiondescribesghe methodologyusedfor the HSPICE
simulationsin Section3 andthe CAD flow in thelatersections.

2.1 HSPICE Circuit Simulation

All HSPICE resultsuse “typical” processmodelsof TSMC's
0.181m technology Delay measurementaretaken whenthe sig-
nal passeshrough(Vyg —Vt)/2 = 660mV at both ends. Only the



worst-casef therising or falling delaytimesareused,andvoltage
swingsarealwaysbegun at full rail voltage. To accountfor slow
input slew-rateeffects,stepinputswereconditionedoy passinghe
signal throughtwo identical circuits and measuringdelay of the
secondne.

Metal wires are assumedo be implementedin metal-3using
minimum-width, at twice the minimum spacing. A logical wire
length of four clusteredlogic blocks (tiles) was assumedor all
wires. Basedonaclusterof four 4-LUTs, we estimatedatile length
of 116um andusedit throughouthe HSPICEmodelling.

2.2 VPR Routing Tool

Elmore delay RC parameterswere extracted for the routing
switchesdescribedn this paper andthe different switch organi-
zationsandswitch block topologieswereimplementedn a modi-
fied versionof the VPR 4.30[9, 10] routingtool. The VPR timing
modelwasmodifiedto degradethe delayof switchesunderfanout
duringroutingandtiming analysis.

Twenty of the largestMCNC benchmarlkcircuits were mapped
into 5-input LUTs (k=5), pacled into clustersof six LUTs with
17 inputs, and placedonce. Then, eachcircuit wasroutedin the
baselinearchitecturgdescribedelan) to determinethe minimum
numberof tracksrequiredto routeit, Whin. This wasrepeatedor
clustersof 4- and6-inputLUTs, using14 and21 inputsto theclus-
ter, respectiely.

The performanceof eachspecificarchitectureis evaluatedby
rerouting eachcircuit usingWnin + 20% routing tracks. This rep-
resentsthe low-stresssituation usually encounteredn practise,
sincedesignerareseldomcomfortableoperatingnearthe edgeof
routability. All areaanddelayresultsarereportedromthecomple-
tion of thislow-stresgoute. Thereroutingis necessarjor two rea-
sons.First,somearchitecturesliffer slightly in switchblock topol-
ogy. Secondthe timing-driven routershouldrerouteto malke ap-
propriatedelay-orientediecisionsvhenforming connectionsvith
thedifferentswitchtypes.

All resultsarereportedasgeometricaveragedor the 20 bench-
mark circuits. The areaof a circuit is computedasthe clustertile
sizetimesthenumberof logic clustersused.Tile sizeis determined
by countingthenumberof minimum-widthtransistorareasusedby
eachtransistorin the cluster including the routing. Wire RC val-
uesare determinedfrom the tile size (length). Delay resultsare
computedusingthe critical-pathElmoredelaymodelin VPR.

Dueto extensve circuit redesignsuchasremaoving gateboost-
ing, VPR-computedlelaytimesin thispaperaresloverthanearlier
publicationg8, 10] usingthe sametechnology

2.3 BaselineRouting Ar chitecture

The baselinerouting architecturausesonly length4 wires, with
half the tracksconnectedy size 16 passtransistorsandhalf con-
nectedby size6 buffers.

The new architecturesill usenew typesof buffered switches
andreplacesomebuffers with size 6 passtransistors.We should
emphasizéhatthesechange®nly affectthe half of thetrackscon-
taining buffers;the otherhalf alwaysusesize 16 passransistors.

3. SWITCH DESIGN

This sectioninvestigategircuit designissuef routingswitches
includingleakagecurrent,buffer constructionalternatingbetween
buffersandpasstransistorsandtransistorsizing.
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Figure 1: Level-restoring circuit to reduceleakagecurr ent.
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Figure2: The level-restoring pulldown problem.

3.1 PassTransistorswith Level-Restoring

Passtransistorsare attractvve asrouting switchesbecausehey
requirevery little area: one passtransistorforms a bidirectional
switch and requiresonly one SRAM control bit. They are very
fastfor shortconnectionsbut delaygrows quadraticallywhenthey
areplacedin series.Wideninga passtransistormalesit fasterby
reducingits on-resistancebut makingit too wide createsa self-
loading problem. Choosingthe right transistorwidth is important
for gooddelayandarea-delayperformanceandwill bediscussed
laterin Section3.3.

3.1.1 Leakae Current

Onedrawbackof usingNMOS pasdransistorss thatthey cause
leakage currentin downstreambuffers whenpassinga logic-high
voltage.Thesteady-stateutputvoltagefor suchdevicesis approx-
imatelyVy —\, whereVy is thegatevoltageandV; is thethreshold
voltageof the device which hasbeenincreasedn magnitudedue
to the body effect. This producesa weak-1linsteadof a strong-1,
causingboth transistorsof dawnstreambuffersto be partially on.
Significantleakagecurrentandstaticpower dissipatiorresults.

The casefor 0.18m is shavn in Figurel. A 1.8V inputis re-
ducedto 1.32Vafteronepasdransistorresultingin 370nAof leak-
agecurrentin eachdownstreanmbuffer. Whengateboostingis em-
ployed[11], anincreasedjatevoltageof 2.1V reducedeakageto
1nA. Gateboostinghasbeenassumedn previous publicationg[1,
10, 12], but device reliability problemswith this techniquearisein
0.181m andbelav dueto thethin gateoxides.

As analternatve to gateboosting thelevel-restoringcircuit [13,
14] showvn in Figure 1 canbe usedto pull a weak-1signalinto a
strong-1.Thiscircuit involvespositive feedbaclof a sensanverter
driving the gateof a PMOS pullup (with a long channellength).
Whenaweak-1is presentthe sensédnverterbeginsto turn on the
pullup by driving a low signalon its gate. In turn, this increases
the voltageof the weak-1until the pullup hasrestoredthe voltage
to Vyq. Onelevel-restoringcircuit is needecdn every wire that: i)
is likely to bedrivenby apasstransistorandii) drivesasignificant
amountof regular CMOS logic. All HSPICEsimulationsin this
papeiincludeonelevel-restoringeircuit oneveryinterconnectvire.



1/1 L5B gw i
21 w1 g1 B

sense intermediate drive tristate
stage stage(s) stage stage

Figure 3: Multistage buffer with (optional) tristate output.

4e-09 T T T
—+— 6x pass
09 L -~ x---- 16X pass %
35609 1 "5 6x buffer
00 L = 6x buffer/1-pass ¥
%e09 1w 16x buffer/1-pass 0

2.5e-09

\- D‘X\X\

2e-09

Delay (s)

1.5e-09
1le-09

5e-10 »

O L L L L L L
1 2 3 4 5 6 7 8

# of Series-Connected Wires
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3.1.2 Level-RestoringCircuit Size

A very strongpullup canquickly restorefull voltageto thewire,
but this may causeproblems.Sincethe pullup is alwayson while
thereis astrong-lonthewire, it hinderstheability of anothedriver
to pull thesignalbackto Vsg, increasingignalfall time onthewire.
FPGA interconnectexacerbateghis problem,and may leadto a
stuck high state. Figure 2 highlightsthis level-restoringpulldown
problem wherethe distantnode A mustbe pulled low througha
long chainof passtransistors Sincethe passtransistorsandwires
have significantresistancea voltagedivider is formedat nodeA.
If thevoltagetherecannotbe pulledbelow the switchingthreshold
of thesensenverter thewire will bestuckhigh.

The pulldown problemcanbe addressedby simply preventing
connectionghat would exhibit it. For example,an FPGA router
might prohibitthe formationof sometypesof connectionssuchas
very long onesor thosewith significantfanout. Alternatively, the
FPGA architecturemight be designedto make suchconnections
impossibleto form or easilydetectedandavoidedby therouter For
example,carefullyplacingbuffersafterevery eightpassransistors
may provide enoughisolation that the worst-casecan always be
pulleddown. For ourbenchmarlcircuits, therequiredFPGAsizes
aresmallenoughthatusingweakpullupsappearedo be suficient.
However, amorerobustsolutionis requiredin thefuture.

While sizing the level-restoringpullup length, Lp/Lmin, we ex-
amineddelay throughlong chainsof N passtransistorsof size
Wh/Whin = 10 connectingN + 1 wires!

Very long chains(N > 32) could not be pulled dowvn whenthe
pullup lengthwassizedL p/Lmin < 10. Chainswith N > 16 wires
have their fall timesbecomecritical whenLp/Lmin < N. This can
bequitesevere,e.q., atN = 32with Lp/Lmin = 10, fall time is 2.5
timestherisetime. We decidedto usepullupswith Lp/Lmin = 16

IThroughouthis paper we adoptthe notationthatL p, is thelength
of aPMOSdevice, Linin = 0.18um, W, is the width of anNMOS
device, andWpin is the minimum contactablediffusionwidth.

to compromisebetweerareaand pulldovn complications.At this
length,it takesroughly50nsto fully restoretheroutingwire to Vg,
andmorethan40 series-connectedirescanbe pulleddown.

3.2 Buffer and Buffer/PassCir cuit Design

Whenlong connectionsrerequired passtransistorareunsulit-
able due to quadraticdelay increases. Instead,the linear delay
growth of buffered routing switchesmake them essentiafor use
in large FPGAs. Unfortunately buffers are slower for shortcon-
nectionsandrequire2—4timesmoreareathanpasgransistors.

Theadwantage®f bothswitchtypescanbegainedby alternating
betweerabuffer andN passransistorsaconceptve call buffer/N-
passswitching. Somearchitecturesvhich supportthis buffer/pass
switchingwill be examinedin the next section,but herewe con-
siderthe circuit designof the buffersthemseles.

Figure4 givesend-to-endielaywhenthroughoneto eightrout-
ing wires. Thealternatingouffer/1-passwitchesareableto capture
the bestdelay characteristic®f both buffers and passtransistors,
but thisis only for a connectiorwithoutfanout.For clarity, certain
switch sizeswere omitted from the figure but their performance
is worth mentioning. For example,a size 10 buffer givesthe best
buffered delay but this is matchedby size 6 buffer/1-passswitch
which obviously requiredessarea.As well, asizel1 buffer/2-pass
switchachiezessimilar delayto the size 16 buffer/1-passwitch.

3.2.1 Buffer Construction

Large buffersareformedby stagingmultiple invertersasshavn
in Figure3. Theinput drivesthe first inverter or sensestage and
the drive stageproducesthe final output. Intermediatestages,f
ary, scaleup in size by the samefixed factor to reachthe drive
stage A tristatebuffer is formedby addinganNMOS passtransis-
tor to the drive stage. Othertristatebuffer designswith improved
drive ability, suchasthosein [1, 14], werenot consideredecause
they requiremorearea.

For example,when constructinga three-stagéduffer of size B,
the intermediatestageis size v/B andthe final andtristatestages
areboth size B. A size B stageusesan NMOS device of width
Wh = B-Whin, anda PMOSdevice of width B - Wiyin - Wp /Wh.

We foundWp /Wh = 1.5 to produceminimumdelaythroughmul-
tistagebuffers, and usedthis in the intermediatestages. For the
senseanddrive stagestheseratioswere carefully selectedn tan-
demaspartof theoverall designapproacho minimizedelay First,
a broadsearchwasdoneof a numberof parameterso explorethe
designspace. Second,the sensitvity of switch size on our tile
length assumptiorwas tested. Third, two particularbuffer sizes
were selectedanditeratively optimizedto producea final design.
Fourth,themagnitudeof delaycausedy slow inputslew rateswvas
examinedto seeif routingandtiming analysistools mustaccount
for it. Eachof thesestepswill beexplainedfurtherbelow.

3.2.2 BroadSeach

The first step involves a generalsweep, varying drive stage
Wp/Wh betweenl and 2, size B from 2 to 64, and the use of 2
to 4 inverter stageddriving 1 to 16 series-connectepasstransis-
torsandwires. The bestdelay-petwire switchesweresize 14-16,
driving two or threewires with Wp/Wh = 1.0. The bestswitch-
areadelay per wire switchesweresimilar, but useda smallersize
of 6-8. Theseswitchsizeresultswereusedto guidethethefollow-
ing optimizationandverificationsteps.

3.2.3 Tile Length

Theestimatedile lengthusedwasLj e = 116um, for atotal wire
lengthof 4-116=464um. Sinceavarietyof largertile sizeswvereto
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beused,it wasnecessaryo verify the sensitvity of thebestswitch
sizeon Lyjje.

A buffer/1-passconnectionwas simulatedfor a variety of tile
lengths.Thedelayandareadelayproductresultsareshavn in Fig-
ureb. In thefirst two graphstheswitchsizeB is variedto generate
onecure perLije. Thelowestpointsfor eachcurve areconnected
togetheby thebold curvelabeledbest Two additionalbold curves
tracethe switch sizesthat resultin beingwithin 5% andwithin
10% of the bestdelayor areadelay In thethird graph,the same
bestandwithin 5% dataarereplottedasa functionof tile length.

It is apparenfrom flatnessof eachdelaycurwe in Figure5 that,
beyond a certainpoint, delayis insensitie to the switch sizecho-
sen. The bestpossibledelaysare achieved by scalingthe switch
sizeweaklywith tile length,andcanbe approximatedy

switchsize=9.8-L%2 —11.4
for length-4wires,whereLj ¢ is givenin um. However, thefigure
alsoshaws that a constantswitch size of 11 or 14 reacheswithin
5% or 10%of thebestdelay respectiely, for tile lengthsof 230um
andbeyond. Hence switch scalingis unnecessarfor largertiles.

Whenthe sameanalysisis conductedon the switch-areadelay
product,afixed switch sizeof 4—6is seenaseffective for awider
rangeof tile lengths. However, onedifferencefrom beforeis that
the bestsize actuallydropsfor thelongertile lengths. This is be-
causelongertile lengths,neara switch size of 5, have lessdelay
sensitvity to switchsizethanthe mediumtile lengths.This causes
the areapenaltyof the larger switch to be greaterthanthe delay
improvementmakingthe smallerswitch sizemoreattractve.

Datain [11] also suggestghat the bestswitch size is insensi-
tive to logical wire lengthsof 4, 8 and16 tiles. Althougha longer
logical lengthimplies moreswitchloading,wire capacitancelom-
inates.Hence the effect of tile lengthandlogical lengthshouldbe
similar: they bothimpactphysicalwire lengthandincreaseéts RC.

The ability to usea single switch size for a wide rangeof ar
chitecturesgreatly simplifies FPGA research. For example, one
may constructpracticalareaanddelaymodelsbasedn layoutex-
periencewithout the effort of varying buffer designsfor different
sizes.It alsosuggestshatpreviousresearctwhich scaledswitches
linearly with tile size,suchas[12, 15], may have slightly over
penalizedargerclustersizes.

3.2.4 AdjustingSensendDrive Stages

With the understandinghat a fixed switch sizeis suficient for
abroadrangeof architectureswe iteratively optimizedtheW, /W
of buffer senseanddrive stage®f size6 andsize16 switches.This
wasdonefor bothbuffered-onlyandbuffer/1-passonnections.

The optimization began by fixing the drive stagewidth ratio
atWp/Wh = 1.5 andvarying the sensestageW, /W, from 0.1 to
2. WhenWp /W, < 1, the PMOS transistorwas fixed at mini-
mumwidth andthe NMOS transistowaswidened.Delay-perwire
cunes similar to Figure 6a indicatedthat minimum delay would
be reachedvhenthe NMOS transistorwas minimum size for 4-
stagebuffers, or slightly wider for 2- and 3-stagebuffers (roughly
1.2 and2 timesWpin, respectrely). In all casesa minimumsize
PMOStransistowasused.This reflectedheneedto sense lower
voltageswing causedy the passtransistoV; loss.

Next, the sensebuffer sizeswerefixed at their bestvaluesand
the drive stageWp /W, wasvariedfrom 0.3to 2. Resultssuchas
thosein Figure6b indicatedthat 2- and 4-stagebuffers requireda
strongerPMOS driver with Wy /Wh = 1.5, but Wp/Wh = 1.0 was
sufficient for 3-stageouffers.

After selectingthe bestdrive stagetransistorsizes,thesevalues
werefixedandanothempasswasmadeto re-adjustthe sensestage,
thenthe drive stageagain.A third iterationverifiedthattheresults
werestable. Thegraphsn Figure6 arethefinal resultsof this effort
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for size6 switches.A similar procedurevasconductedor sizel16
switches)eadingto the sametransistowidth ratios.

Figure6 indicateghatbuffer/1-passwitchesand3-stagebuffers
provide superiordelay-peswire. Onereasorthe 3-stagebuffer has
lower delay is dueto its inverting property The 2- and 4-stage
buffers have worst-casalelayscauseddy slow low-to-high transi-
tionson boththeinput and output,hencetheir needfor a stronger
PMOS pullup to reducedelay On the otherhand, 3-stagebuffer
delayscombinea slow-rising input with fast-alling on the output,
for amorebalanced:ffect.

Fromthis data,we decidedthatall buffer designsshouldhave 3
stagesThesensestageshouldhave aminimum-sizePMOSdevice
andadouble-widthNMOS device, andthedrive stageshouldhave
equalsizeNMOS andPMOSdevicesof sizeB.

3.2.5 Slowlnput Slenv-RateEffect

In VPR, delaythroughbuffersis simplified to a constantvalue,
theintrinsic buffer delay This is adequaten strictly-bufferedin-
terconnecbecauséheinput slew ratecanbe easilydeterminedn
adwanceandincludedin this delay However, routingthrougha se-
ries of pass-transistorbeforebeing re-kuffered will decreasghe
slew rate, henceincreasingthe intrinsic buffer delay We wish to
determinewhetherthis slow slew rate effectis significantenough
to malke buffer/passswitchestoo slow, andwhetherit is important
enoughto modify FPGAroutersandtiming analyzergo explicitly
computeit ratherthanassumingheworstcase.

We examinedthe impactof input slew rate on intrinsic buffer
delaysby measuringheunloadedouffer delayafteraninputsignal
hasbeendegradedby zerothrougheightpass-transistoronnected
wires. For the datapointat zerowires, theinput slew rateusestwo
minimumsizeinvertersto conditiona stepinput.

Figure7 presentswo setsof results.First,delayresultsaregiven
for thetotal delaythroughup to eightwires andthe corresponding
intrinsic buffer delay Although the total delay throughthe pass
transistordgs quadratictheintrinsic buffer delayincreasedinearly.
For the size 16 buffers usedin the figure, the delay roughly dou-
blesacrosgherangeof inputs. For size6 buffers,the delaytriples
acrosghesamerange.

Secondtheintrinsic delaysareplottedasportion of total delay
The intrinsic portion curve shawvs the overall impactof intrinsic
delay including the slew-rate effect. Whenbuffers are placedon
every wire, it representsiearly 50% of the delay As more pass
transistorsaareused this decreaset® about15% of thetotal delay
Theideal input portion curve removestheslew-rateeffectby plot-
ting only the zero-wireinput delayasa portion of total delay The

slow input portion curve shaws the difference|.e., the portion of
total delaydirectly causechy the slew rateeffect. Althoughit in-
creasesnildly astheinputis degraded,it representsessthan7%
of theoverall delay Repeatinghis with size6 switchesrevealsthe
slew rate effect is highestat threewires or 8% of the total delay
thendecreaseto 6% at eightwires.

Obsenationshereshav that slow input slew ratescanincrease
timing delayshy 8%. Thisis significantenougfthattiming analysis
tools shouldaccountfor it. However, it is alsosmall enoughthat
first-generatiomoutingtools canprobablyignoreit.

3.3 Determination of Switch Sizes

Selectingthe properswitch sizeis animportantstepin creating
alow-delay area-efective interconnect We simulatedthe end-to-
enddelayof abuffer driving oneto eightwiresconnectedn series
using passtransistors. This representsa wide rangefrom only-
buffered wires to primarily pass-transistoconnectedwires. The
delayandareadelayresultsperwire arepresentedn Figure8.

In termsof delay superioresultswereobtainedwith buffer/pass
switches. Using buffers only, the bestsizesof 8-10 resultedin
delaysof 430psper wire. This was nearly matchedat 450psper
wire by buffer/7-passisingsize 16 switches.In contrastdelaysas
low as330psand 320psper wire were simulatedusing size 9—16
buffer/1-passandsize 10-16+buffer/2-passwitchesrespectiely.
Theseareabout25%fasterthanpurely-hufferedinterconnect.

In termsof areadelayproduct,we presentwo differentresults.
In thesecondgraphof Figure8, theaverageswitch-aregerwire is
multiplied by delay perwire. Unfortunately switch-aregperwire
unfairly penalizedargeswitchesbecausé ignoresthe overheadbf
thelogic cluster For example,the bestbuffers are shavn to have
nearlytwice the switch-areadelay perwire of the bestbuffer/pass
switches.In thethird graph,anadjustmenis madeto accountfor
fixedoverheadrom logic clusterareaandlogic clusterdelay This
wasaccomplishedy addingthe constantsl6T to the switch area
and100psto delay Thesevalueswerechoserto reflectour obser
vationsof logic overhead:approximately45-65%of total areaand
20-25%0f total delay

The switch-arearesultssuggestuffer/2-passand buffer/3-pass
switchesof size5-10is best.In contrastthe adjustedresultssug-
gestsize 7-12is best. In both casesthe buffer/1-passswitch is
only slightly higher with the bestsizesbeing6-10in the adjusted
results.Usingthe adjustedresultssignificantlyaltersthe choiceof
bestbuffer size,from 4-6to 6-8.

Basedon this data,we have choserto usesize6 and16 switches
in ourinterconnectHalf of theinterconnectrackswill bebasedn
size6 buffers. In our later experiments someof thesebuffers will
be replacedwith size6 passtransistorshenceforming buffer/pass
switches. The remaininghalf of the interconnecttrackswill be
basedon size 16 passtransistoronly, andwill be drivenfrom the
logic clustersusingsize 16 buffers. Using only two switch sizes
helpssimplify experimentalconditions.

The choiceof usingsize 16 passtransistords probablylarger
thanonewould choosefrom Figure 8 to build an FPGA product.
Ourchoicewill resultin averyfastandslightly largerinterconnect.
Thiswasdoneto make our areaanddelayimprovementsnore con-
servative To seethis, considerthatthe pass-transistdrasedracks
will be held fixed to an areaportion thatis larger than required.
Hence,our areasavings from reducingthe buffered portion will
be understated.Similarly, makingthe passtransistorportion fast
males it difficult for buffer/passconnectionsto be faster This
will reducethe needfor the delayimprovementfrom buffer/pass
switchesagainunderstatingry gainswe achieve.
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Figure9: a) Two previous switch typeson the left, and b) two new switch typeson the right.

4. TWO NEW SWITCH DESIGNS

Historically, VPR hasusedwo differentswitchtypeswhencom-
puting areaand delay estimates.Area reportswere basedon the
small, buffer-sharingswitch, buf, thatis shavn on the left in Fig-
ure 9a. Delay of netsdriven by this switch degradesignificantly
underfanout.In contrastthe switchwithout buffer-sharing bufns
doesnot degradeunderfanout, but it requiressignificantly more
area. The dravbacksof the two differentswitch typesprompted
thecreationof two new oneswhichi) donotdegradeunderfanout,
andii) areasarea-efective asthe buf switch.

4.1 Fanin-BasedSwitches

Two new switchdesignsbufmandbufp, areshavn in Figure9Sh
The conceptehindthesenew switcheds to pull, ratherthanpush
asignalacrosghe switchblock. By changingto a pull, the buffers
avoid fanoutentirely, andthe large passtransistorson the buffer
outputsarereplacedvith smalleronesonthebuffer inputs.Hence,
fanin-basedwitchesalsooffer potentialareasavings.

Thedifferencedetweerbufmandbufp areasfollows. Thebufm
switch assumes mux-treestructureon the input side, requiring
only a few SRAM bits under high fan-in conditions. The bufp
switch replaceghe mux-treewith a flat layerof NMOS passtran-
sistorsandone SRAM bit perinput. A novel, area-dficient vari-
ation of bufp is shavn in Figure9. With this arrangemenbf the
input passtransistorsthey are usedin a bidirectionalfashionto
significantlyreduceSRAM count.

The implementationof bufm and bufp have similarities. Both
switchesuse similar driving structures,and both use minimum-
sizedNMOS transistorson the input side. For performancerea-
sons,level-restoringwas not doneon the internal points of these
switches. Level-restoringwould requirethe useof larger NMOS
transistorsto overpaver the restoringpullup. Staticleakagecur-
rentsshouldbe keptlow becausenly a fraction of the bufferson
eachwire will beunusedy the netlist.

To betterillustratetheareaoverheadf eachswitchtype,anarea
profileis shavn in Table1. Theareaof eachswitchtypeis divided
up into numberof SRAM bits, large buffers, andlarge and small
passtransistorghatarerequiredto connectfour wires at a switch
block endpoint. Using the transistorareamodelfrom [1], this is
corvertedinto anareacountfor two switchsizes.

Althoughthe bufmandbufp switcheshave a higherintrinsic de-
lay dueto their input structuresthis increasds small. The delay
perwire of aconnectiorwith afanoutof threewasmeasuredising
HSPICEandnormalizedo the bufnsdelayin Figure10. For awire
lengthof four tiles, bufpis 16%slower andbufmis only 7% slower.
In comparisonthereis upto a110%increasen delayusingthebuf
switchundersimilar fanoutconditions.

We shouldnotethatearlyversionsof the bufmandbufp switches
useda minimum-sizednverterto isolatetheinput structuresThis
increaseddelay significantly partly becauseof the longer path
and partly becausehe switch was no longer inverting. Careful
transistoflevel designis crucialto performance.

4.2 Output Pin Merging

Theinputstructureof the bufmandbufp switchess idealto sup-
port largerfaninwithout a significantincreasen areaor delay To
take advantageof this efficiengy, we connectedogic outputpins
directly into theserouting switches. This feature,which we call
outputpin meging, wasalsousedin [5].

Connectingone output this way requiresonly two additional
smallpasstransistorswith bufm, or oneSRAM bit andonenarrav
pasgtransistowith bufp. Whentheseswitchesarent presentsuch
asin pasdransistoiswitchedracks,theregularmethodinvolving a
sharedbuffer, onewide passransistorandone SRAM bit mustbe
used. This changedoesnot significantlyimpactoutputpin delay
becausehey requirea large buffer structurein bothcases.



Trans.Area(T)
SwitchType | Fs AreaProfile size6 | sizel6
pass 3 65+ 6P 57 87
pass 2 4S5+ 4P 38 58
bufns 3 125+ 12P +12B 276 480
bufns 2 85+ 8P+ 8B 184 320
buf 3 125+ 12P+ 4B 168 276
buf 2 85+ 8P +4B 130 218
bufm 3 [ 125+4P+4B+16p | 156 224
bufm 2 85+ 4P +4B+8p 124 192
bufp 3 || 165+4P+4B+12p | 176 244
bufp 2 || 125+4P+4B+8p | 148 216
bufp (efficient) | 3 || 10S+4P+4B+10p | 138 206
bufp (efficient) | 2 85+ 4P +4B+-8p 124 192
Key: SRAM (S), large pasdiransistor(P) andbuffer (B), small
pasgransistor(p). S= 6T, p=1T. Size6: P=3.5T,
B =135T. Sizel6: P=8.5T, B=25.5T.

Table 1: Transistor areato connectfour wir e endpoints.
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Figure 10: Delay per wir e under fanout, normalized to bufns,
size6 switches.

4.3 Experimental Results

Constant-delaytiming modelsof the bufm and bufp switches
whereconstructedor VPR basedon the worst-caseanin condi-
tions. To modelbuffer fanoutdelay we modified VPR to addan
RC nodeat the drive stageoutput(beforethe tristatestage). This
changecausedielayincrease®f up 200%or morefor individual
nets? Thechangesn netdelayincreasedtitical-pathdelayby 5%
onaverage.

Theaveragecritical-pathroutingdelayresultsfor 20 MCNC cir-
cuits arepresentedn Table2. Theignoring fanoutcolumnscon-
tainthedelaysreportedby VPR usingthe original unmodifiedim-
ing model. Theincluding fanoutcolumnsgive the new delaythat
is computedwith the buffer fanoutmodifications. This is alsore-
portedasa percentagén theincreasecolumns.For all threeLUT
sizes,fanoutat buf switchesincreasedhe averagecritical pathby
5%. For individual circuits, this increasewvasashigh as16%. In
contrast,the bufp and bufm switcheslimit this increaseto 1% on
averageprupto 5% for individual circuits. Thisincreasavould be
zero,exceptthatoutputpinsstill usethe buf switchto connectwith
passtransistortracks.

2To sare areaputputpinsstill useashared-bffer switchto connect
to the numerouspasstransistortracks. This higherfanoutcauses
higherdelayincreases.

Thereis somevariationin the ignoring fanoutcolumnsfor the
different switch types. This variation comesfrom two sources.
First, the switcheshave differentintrinsic delays,sowe would ex-
pect bufp to be slower, for example. Second,benchmarksvere
reroutedor eachswitchtypebecaus¢hetiming-drivenroutermust
beableto to male differentdelaytrade-ofs suchasusingpassran-
sistortracksandchangingfanoutpatterns.

The normalized arearesultsin Table 3 shav that the new
switchessave 2-3%in transistorarea. It is interestingthat both
bufp and bufm have similar transistorareacosts,despitethe area
profile shaving bufp to be lower. The mainreasorfor thisis that
bufm saresmoreareafrom outputpin memging. In termsof delay
bufmsaves7% comparedo only 2-5%with bufp. Whencombined
with the areaimprovements areadelayproductis reducedby 5%
and9% for the bufp andbufm switchesrespectiely.

Althoughequialentin areathe bufmswitchis superiorto bufp
in termsof delay For this reasonwe will focuson usingbufmin
theremaindeiof this paper

5. BUFFER/PASSARCHITECTURES

In this section,numerousouting architectureshatallow a sig-
nal to be switchedby a combinationof buffersandpassransistors
arepresentedWe first introducetwo switchschemeshatalternate
betweenbuffers and passtransistors.This conceptis generalized
to cycle amongacollectionof Ny differentswitchtypes. Then,we
describesomeless-structurediuffer/passarchitectures All archi-
tecturesconsideredcan be derived from the baselinearchitectue
by replacingsomeof the buffers with passtransistor¢o save area
andto potentiallyreducedelay

5.1 Alternating Buffer/PassSwitches

We have identifiedtwo waysof replacingbufferswith passtran-
sistorsso that long connectionsalternatebetweenthe two switch
types. In the first schemealtl, two buffers which are normally
“in parallel” but drive oppositedirectionshave one of the buffers
replaced.In the secondschemealt2, an entiregroupof buffersis
replacedat every otherswitchblock.

With a small modificationto the switch block topology these
changesanbe implementedn a singlelayouttile. Startingwith
the4-wire cliquesin Figure9, atwisting of straightconnectionsn
track pairs,asshawvn in Figure 11, is sufiicient to implementalt2.
The altl schemerequiresthis twist plus differentturning connec-
tions. Greatercircuit-level detail of theseschemesusingthe bufp
switch,is shawvn in Figure12.

Thealtl schemgromisegreateispeedattheexpenseof slightly
higherarea. With this arrangementsomewireswill be driven by
only buffers, while otherswill be driven by only passtransistors;
ary long connectiorwill alwaysstrictly alternatebetweerbeingon
a bufferedwire andan unkufferedone. It is potentiallyfasterbe-
causdoadingoccurscloseto thebuffer sourcei) all pass-transistor
fanoutoccursasa signalleavesthe bufferedwire, andii) all of the
diffusion capacitancérom unusedbuffer switchesis connectedo
the samebufferedwire. The pasdtransistoris only usedin adirec-
tion oppositeto the buffer (this wasenforcedby therouter).

In comparisonthe alt2 schemeuseslessareabecauset takes
adwantageof both switchingdirectionsof a passtransistor This
reduceghenumberof pasgransistorandSRAM bits required.

5.1.1 Genealizing: Any Switdh Sequence

Theswitchblock changegor altl canbegeneralizedothatlong
connectionwvill cycleamongary sequencef switches.For exam-
ple, onepossiblesequencevould be a buffer followedby two pass
transistors.This strict cycling continuesin the presencef turns,
providedthattheturnsaremadeat wire endpointonly.



LUT buf routing switch bufp routingswitch bufmrouting switch

size ignoring including ignoring including ignoring including
= || fanout(ns) | fanout(ns) | increase|| fanout(ns) | fanout(ns) | increase|| fanout(ns) | fanout(ns) | increase
4 16.9 17.8 5.2% 17.3 17.4 0.8% 16.5 16.6 0.6%
5 16.2 17.1 5.3% 16.5 16.7 0.8% 15.8 16.0 0.8%
6 15.4 16.2 5.3% 15.3 15.4 0.6% 14.9 15.0 0.8%

Table 2: Delayincreasedue to buffer fanout (geometricaverageof the critical-path (Elmore) delay for 20MCNC circuits).

Buffer Trans.Area(x10°T) Delay(ns) AreaDelay(T-s)
Type k=4 5 6 || k=4 5 6| k=4 5
unnormalized|| 3.25| 3.34 3281 17.8] 17.1] 16.2 || 0.058| 0.057| 0.053
buf 1.00| 1.00 1.00(] 1.00| 1.00| 1.00 1.00| 1.00| 1.00
bufp 0.97| 0.98 0.98( 0.98| 0.97| 0.95| 0.95| 0.95| 0.94
bufm 0.97| 0.98 0.98 | 0.93] 0.93| 0.93| 091| 091| 0.91

Table 3: Transistor area,delay, and areadelay resultsusing differ ent buffer types.

track twisting

-

- wire midpoint \
connections

L

a) alternating scheme 1

il

b) alternating scheme 2

Figure 11: Buffer locations and straight-thr ough connections
for two proposedbuffer/1-passschemes.

To accomplishthis cycling amonga group of Ng switch types,
thetracksin achannehredividedinto Ng groupsandthenthenin-
terconnecteasfollows. Tracksin groupg areconnectedo tracks
of anothergroupacrossthe S block, f(g). We have adoptedthe
corventionthat switch type g is usedfor all connectiondo group
g. Differentf(g) mappingfunctionsareselectediependingn the
turn direction,asshawvn in Figure13. Thefigurealsoprovidesex-
amplesfor connectingwo or threedifferentswitchtypes.Thespe-
cific decisionof which trackson the two sidesareconnectedloes
notmatter providedthetracksareeachfrom the propergroup.

5.2 ArchitecturesConsidered

In addition to the abore two alternatingschemesanotherap-
proachfor replacingbuffers with passtransistorss to treatwire
endpointconnectionseparatelfrom wire midpoints.A wire seg-
mentspanningL tiles passeghroughL — 1 switch blocks where
midpoint connectionscan be made. Midpoint connectionsfor
length2 wiresareshovn in Figure11.

The architectureswe explored involve assigningall combina-
tions of different switch typesto endpointand midpoint connec-
tions. The midpoint switch typesconsideredwere: buffer, pass
transistor altl, or alt2. Separatelythe endpointswitchestypes
consideredvere: buffer, passtransistoraltl, alt2, strbuf_turnpass,
or strpassturnkuf. Thelasttwo schemesnvolve arrangingbuffers
suchthatonly straightor only turningconnectionsrebuffered,and
the otherconnectionsisepasgransistors.

o

a) alternating scheme 1
(two tracks shown)

b) alternating scheme 2
(one track shown)

Figure 12: Details of two buffer/1-passswitchesusing bufp.

Many combinationsof the above switch schemesgio not force
alternationfor long, straightconnectionsHowever, delaycanstill
be reducedbecausanostof themdo createthe opportunityfor al-
ternationasa connectiorexecutegurns.

5.3 Experimental Results

Experimentatiorwas performedto determinethe bestway to
replacesomebuffers with passtransistors. The architecturesie-
scribedin the previous sectionwereusedin routingexperimentso
determinghebestorganizatiorfor area,delayandareadelay

Table4 presentghe mainresultsof the differentbuffer/passar
chitecturesTheentriesin thistablearenormalizedto anarchitec-
tureusingbufmswitchesat midpointandendpointiocations.

The first setof rows comparethe performanceof the buf and
bufm switches. In both cases,more areais saved as more mid-
point switchesarereplacedwith passtransistorsfrom altl to alt2
to pass Thereis greatersarzingswith 4-inputLUTS, sincea greater
proportionof its areais consumeddy the routing. Most of these
buffer/passarchitectureshave higher delay: the buf switch in-
creasegslelay by 8-10%,while bufm often increasest by 2—3%.
In termsof areadelay the delayincreaseof the buf switch domi-
natesto resultin lessefficient architecture¢> 1), while the bufm
areasavingsproducesnoreefficientarchitectureg< 1).
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Figure 13: Switch block to evenly cyclethr ough a sequenceof switches.The exampleson the right cycleamong?2 or 3 switches.

Thesecondsetof rows evaluatethe remainingbuffer/passarchi-
tectures.Dueto its superiordelay performancepnly bufm switch
resultsareincludedin this portion of the table. As well, endpoint
switchesusingonly pasgdransistorsvereexcludeddueto very poor
delayresults(20—70%increases)In the following discussionthe
terminologyaltl-passarchitecturewill referto interconnecusing
altl endpointswitchesandpassmidpointswitches.

All of theremainingbuffer/passarchitecturesareslower thanthe
buffered-tuffered architecture The alt1-buffered andalt2-buffered
versionshadthe lowestdelayincreaseat 2—3%. Despitebeingde-
signedto be faster the alt1-alt1 organizationwas only about1%
betterthanalt2-alt2, andalt1l-passwvasup to 3% slower thanalt2-
pass Thestrhuf_turnpassandstrbuf_turnpassarchitecturegener
ateddelayresultsthatweretypically 10—-19%slower.

It wasdisappointingthat the buffer/passarchitecturesvere un-
ableto realizeary delayimprovement.We constructedsimpletest
circuits with long connectionsandtheseachieved 15—-20%delay
reductionusing the Elmore delay models. We routedthe bench-
markswith significantlymoretracksthanrequired,but this failed
to producea delayimprovement.We foundthatthe critical pathin
eachcircuit usuallyincludedhigh fanoutnodes.Underfanout,the
buffer/passconnectionsvould slov dowvn and begin to erasethe
expectedgains.Furtherinvestigationis requiredto improve delay

Areatrendsweresimilar to before. In generalthe architectures
using passusedthe leastarea,followed by thoseusingalt2, altl,
thenbuffered Interconnecusingalt2-alt2 was 2% betterthanus-
ing altl-altl. Thestrbuf turnpassandstrbuf_turnpassarchitectures
were unableto save moreareathanalt1-passor alt2-pass which
usedtheleast.

Only afew of theremainingarchitecturesvereableto improve
areadelay andonly for 4-input LUTs. The bestwere altl1-alt1,
alt2-pass alt2-alt2. All of thealt architecture&eptareadelayin-
creasesvithin 6%, comparedo a4—12%increasdor theothers.

Thebestarchitecturearesummarizedn Table5. Unlikethepre-
vioustable,theseresultshave beennormalizedo thebuf switchre-
sultsto illustratethetotal areaanddelaysavingsrealized.The best
delay architecturestill usesonly buffered interconnectbut saves
7% usingthebufmswitch. Thebestareadelayarchitecturehanges
midpointswitchesto passtransistorsto achiere a11-14%savings.
The bestareaarchitecturesases8—13%in areayet sacrificesonly
1-2%in delay

6. CONCLUSIONS

Replacinggate-boostingvith alevel-restoringecircuit wasanef-
fective wayto solve thestaticpower dissipatiorproblem.Attention
mustbe paidto thelevel-restoringpulldovn problemto avoid dan-
gerousstuck-highstatesL evel-restoringecircuitsalsoimpactsignal
falltime, sometimesnakingit thedominantdelay

Routingbuffers werefastestwhenthey wereinverting, consist-
ing of 3 inverter stages. A larger NMOS transistoron the input
stagehelpsspeedsignalling, and a weak PMOS transistoron the
drive stageis sufiicientto drive throughNMOS passransistors.

We found that slow input slew ratesincreasesntrinsic buffer
delaysby two to threetimes. This canaccountfor up to 8% of
net delay when buffers are mixed with passtransistors. Timing
analyzersand second-generatiorouting tools shouldaccountfor
theseeffects.

Testinga wide rangeof tile lengthsfor optimum buffer sizein
termsof areaandareadelayproducedhe unexpectedresultthata
fixed sizeis probablysufiicient to achievze within 5% of the best
possible However, switchsizesshouldprobablybe scaledfor best
delaywhensmalltile lengthsof lessthan150-20@um areused.

Modelling buffer fanoutdelayin VPR increasedlelayresultsby
5%. Two new switches,bufp and bufm were able to practically
eliminateall of this increasebecausehey have no fanout. The
bufmswitchwasfoundto befasterthanbufp, soit wasthepreferred
choice.Thenew switchesaremoreareaefficient thanthe previous
ones particularlyfor large buffer sizesandwhenhigherflexibility
is required.

Replacingsomebuffers with passtransistorswvas performedto
createan interconnectapableof alternatingbetweenbuffers and
passtransistors.In doingthis, areasarzingswasguaranteedHow-
ever, eventhoughalternatingoetweertheseswitchesvasobsered
to be 25% fasterin HSPICE,no delay improvementwas seenin
thefinal routedcircuits. A delayincreaseof up to 5% wastypical,
but upto 70%wasobseredfor organizationsith passransistors
atwire endpoints.Presumablythis increasevascausecdy fanout
loading;thedelayimprovementwasonly expectedor singlefanout
nets.

Overall, the architecture®f choiceare summarizedn Table5.
Theseresultshave beennormalizedto the baselinearchitecturee-
sultsto illustratethe total areaanddelay savings realizedwith the
new switch. The bestdelay architecturestill usesonly buffered
interconnect,but saves 7% using the bufm switch. The best
areadelayarchitecturechangesmidpoint switchesto passtransis-
tors,to achieve a 11-14%savings. Thebestareaarchitecturesaves
8-13%in areayet sacrificesonly 1-2%in delay Due to the use
of fast,wide pasgransistorsn theunmodifiedportion of theinter-
connecttheseresultsaredeemedo be conserative estimates.
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Endpoint Midpoint | Buffer || Trans.Area(x10°T) Delay(ns) AreaDelay(T-s)
Switches Switches| Type || k=4 5 6 = 5 k=4 5

unnormalized 3.16 | 3.27 3.23]16.6 | 16.0| 15.0 || 0.0523] 0.0522| 0.0485
buffered buffered | bufm || .00 | 1.00 1.00( 1.00] 1.00 | 1.00 1.00 1.00 1.00
buffered altl buf 0.99 0.99 1.00( 1.08] I.10| 1.10 1.07 1.09 1.10
buffered alt2 buf 0.98 | 0.99 0.99( 1.09| 1.10| 1.10 1.07 1.09 1.09
buffered pass buf 0.94| 0.95 096 1.09| 1.10| 1.11 1.02 1.04 1.07
buffered altl bufm || 0.98 | 0.98 0.99( 1.03] 1.00 | 1.00 1.01 0.98 0.99
buffered alt2 bufm | 0.97 | 0.97 0.98 (| 1.02| 1.03 | 1.00 0.99 1.00 0.98
buffered pass bufm | 0.93| 0.94 0.96 || 1.02| 1.03 | 1.02 0.95 0.97 0.98
all buffered | bufm [ 0.99] 0.99 T1.00[ 1.03] 1.037 1.03 1.02 1.02 1.03
altl altl bufm | 0.96 | 0.97 0.98 (| 1.04| 1.06 | 1.05 0.99 1.02 1.03
altl alt2 bufm | 0.96 | 0.96 0.97 || 1.05| 1.06 | 1.07 1.01 1.02 1.04
altl pass bufm || 0.91| 0.93 095( 1.12| 1.12| 1.12 1.03 1.04 1.06
a2 buffered | bufm || 0.987] 0.98 099 1.03] 1.02| 1.02 1.01 1.00 1.00
alt2 altl bufm || 0.95| 0.96 0.97 || 1.06 | 1.07 | 1.07 1.00 1.02 1.03
alt2 alt2 bufm | 0.94 | 0.95 0.96 || 1.05| 1.06 | 1.06 0.99 1.01 1.02
alt2 pass bufm | 0.90| 0.92 094 1.09| 1.09 | 1.11 0.97 1.00 1.04
strouf_turnpass| buffered | bufm || 0.99| 0.99 0991 1.06| 1.07| 1.09 1.05 1.06 1.08
strbuf_turnpass altl bufm || 0.96 | 0.96 097 1.11| 1.13| 1.16 1.06 1.09 1.12
strluf_turnpass alt2 bufm || 0.95| 0.96 097 1.12| 1.13| 1.12 1.06 1.08 1.08
strbuf_turnpass| pass bufm || 0.91| 0.92 094 1.18| 1.18| 1.19 1.07 1.09 1.12
strpassturntuf | buffered | bufm || 1.00 | 1.00 1.00] 1.05] 1.05| 1.05 1.04 1.05 1.04
strpassturntuf altl bufm || 0.97| 0.98 0.98( 1.10| 1.10| 1.12 1.07 1.08 1.10
strpassturntuf alt2 bufm || 0.96 | 0.97 0.98( 1.09| 1.10| 1.09 1.05 1.07 1.07
strpassurntuf pass bufm || 0.92| 0.94 0.95( 1.14| 1.13| 1.16 1.06 1.06 1.11

Table 4: Area,delay, and areadelay resultsusing differ ent buffer typesand mixing of passtransistors with buffers.

Criterion Endpoint| Midpoint | Buffer || Trans.Area(x10°T) Delay(ns) AreaDelay(T-s)
Switches| Switches| Type =4 5 6 = 5 6 k=4 5 6
unnormalized 3.25| 3.34 3.28| 17.8| 17.1| 16.2|| 0.058| 0.057| 0.053
baseline buffered | buffered buf 1.00] 1.00 1.00]| 1.00| 1.00| 1.00|| 1.00] 1.00| 1.00
bestdelay buffered | buffered | bufm || 0.97] 0.98 0.981] 0.93] 0.93] 0.93| 0.91I| 091 0.91
bestareadelay | buffered pass bufm || 0.91] 0.93 0941/ 095]0.96] 094 0.86| 0.89]| 0.89
bestarea alt2 pass bufm || 0.87 0.90 092 1.01]1.02] 1.02|] 0.88] 0.91| 0.95

Table 5: Bestarchitecturescomparedto the baseline.
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