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ABSTRACT

In FPGAs, the internal connectionsn a clusterof lookup tables
(LUTSs) areoftenfully-connectedike a full crossbar Sucha high

degreeof connectiity makesroutingeasierbut hassignificantarea
overhead. This paperexploresthe use of sparsecrossbarsas a
switchmatrix insidetheclustershetweerthe clusterinputsandthe
LUT inputs. We have reducedthe switch densitiesinside these
matricesby 50% or moreandsaved from 10 to 18% in areawith

no degradationto critical-pathdelay To compensatédor the loss
of routability, increaseccomputetime andspareclusterinputsare
required. Furtherinvestigationmay yield modestareaand delay
reductions.

1. INTRODUCTION

A recenttrendin FPGAarchitecturatlesignis to usea clusteed
architectue, wherea numberof lookuptables(LUTs) aregrouped
togetherto actasthe configurabldogic block. The motivation for
using clustersis manifold: to reducearea,to reducecritical path
delay andto reduceCAD tool runtime[1, 2, 9, 10]. Thistrendis
followed by FPGAsfrom Xilinx’ s Virtex and Spartan-lifamilies,
aswell asAltera’s APEX andACEX products All of theseFPGAs
arebasedn clustersof 4-inputlookuptables.

In a clusteredarchitecturethe LUT inputscanbe chosenfrom
two sources:1) a setof sharedclusterinputs which are signals
arriving from otherclustersvia the generalpurposerouting, or 2)
from feedbak connectionswhich arethe outputsof LUTSs in this
cluster It hasbeencommonto assumethat theseinternal clus-
ter connectionsrefully populatedor fully connectedmeaningev-
ery LUT inputcanchooseary signalfrom all of the clusterinputs
and feedbackconnectionscombined. This arrangementan also
beviewed asafull crossbarwherea switchor crosspoinexists at
theintersectiorpointof every LUT inputandevery clusterinputor
feedbackconnection.

In thispaperit is assumedhattheconnectionsvithin thecluster
aremadeby multiplexersdriving the LUT inputs,calledLUT input
multiplexers. Thesemultiplexerstendto have alargenumberof in-
putsand,afterincludingtherequisiteinput buffersandcontrolling
SRAM bits, contritute significantlyto FPGAarea.

Permissionto malke digital or hard copiesof all or part of this work for

personalor classroomuseis grantedwithout fee provided that copiesare
not madeor distributedfor profit or commercialadvantageandthatcopies
bearthis noticeandthefull citationonthefirst page.To copy otherwiseto

republishto poston senersor to redistritute to lists, requiresprior specific
permissiorand/orafee.

FPGA 2001, February11-13,2001, Monterg, CA. Sometypographical
errorshave beenfixed (February20, 2001).

Copyright 2001ACM 1-58113-341-3/01/0002.$5.00

David Lewis
Dept. of Electrical and Computer Engineering
University of Toronto
Toronto, Ontario, Canada M5S 3G4

lewis@eecg.toronto.edu

A clusteredFPGA is composedof a humberof cluster tiles
which arerepeatedn a simplearray patternduring layout. Each
tile is completein thatit includesthe clusterlogic (the flip-flops,
LUTs, andLUT input multiplexers)aswell asthe generalrouting
to interconnecthem. Basedon an areamodelstatedlaterin Sec-
tion 2, the LUT input multiplexersalonecanconsume?4 to 33%
of the transistorareain a clustertile. A breakdan of the area
estimatedor anumberof suchtilesis providedin Tablel.

Thesignificantamountof arearequiredby the LUT input multi-
plexersmotivatedtheideaof remaving switchefromthefull cross-
bar, or depopulatingit, to resultin a sparsecrossbar Naturally,
depopulatinghe clusterraisesthefollowing questions:

1. Will depopulatiorsave area,requiregreaterroutingarea,or
createunroutablearchitectures?

2. Will depopulatioreduceor increaseoutingdelays?

3. Whatamountof depopulatioris reasonable?

4. How muchareaor delayreductioncanbe attainedjf ary?
5. Whatarethe othereffectsof depopulatinghecluster?

This paperaddresseshesequestionsusing an experimentalpro-
cessof mappingbenchmarlkeircuits to clustered=PGA architec-
turesandmeasuringheresultingareaanddelaycharacteristics.

1.1 Comparisonto Prior Work

The useof fully-connectedclusterslikely stemsfrom previous
work [12] whichsuggestshatinputsof a4-LUT befully connected
to therouting channel.This providesenoughrouting flexibility to
obtainminimumchannelwidthsin non-clustereé@rchitecturesthe
areametricin useatthattime. Sincethen,clusteredarchitectures
have becomeprevalent,CAD toolshaveimproved,andareametrics
have becomemoredetailed.

Reducingthe amountof connectiity within the clusterwasre-
cently exploredusinga simple stripedswitch layout[11]. Rather
than modify the router the T-VPACK packingalgorithm was al-
teredin sucha way that routability of the clusterwas still guar
anteed. Unfortunately the areaimprovementobtainedusing this
techniquewaslimited to 5% anddelaysincreasedip to 30%.

In this work, the packing algorithm was left unchanged. In-
stead,improved switch patternswere used, spareclusterinputs
were addedto the cluster and modificationsto the router were
madeto supportthesearchitecturachangesAlthoughthesespare
inputs contribute to additionalarea,they alsoimprove routability
andreducechannelwidth requirementsOverall, a netareareduc-
tion of up to 18% with no degradationto critical-pathdelaywas
obtained.



Architecture Fully PopulatecClusterTile Area

LUT | Cluster (Numberof Minimum-Width TransistorAreas)

size | size LUT+FF | Routing | LUT InputMux | Total
4 6 990 (10.6%)| 6050 (65.0%)| 2267 (24.4%)| 9307
5 6 1840 (16.4%)| 6321 (56.2%)| 3080 (27.4%)| 11241
6 6 3496 (24.4%)| 6713 (46.9%)| 4109 (28.7%)| 14318
7 6 6831 (34.8%)| 7645 (39.0%)| 5146 (26.2%)| 19622
7 10 11358 (32.3%)| 12022 (34.2%)| 11765 (33.5%) | 35145

Table 1: Breakdown of cluster tile area. The routing areais an arithmetic averagerequiredto route 20 MCNC circuits.
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Figure 1: Details of the cluster tile architecture.

1.2 Tradeoffs

Sparseclustersgive the promiseof reducedarea,but oneimpor-
tanttradeof thatmustbe madeto realizethis savingsis increased
routingtime. In our experience an approximateruntimeincrease
of threeto four timeswasobsered. Thisincreasanaynotbetoler
ableduring early prototypingstagesvhendesignchangesarefre-
quent,but alesscostlydevice couldoffsetthisinconveniencevhen
an FPGA designshifts to volume production. Consequentlythe
premiseof this paperis to evaluatethelimits of areareductionthat
canbeobtainedusinga high degreeof CAD tool effort.

The remainderof this paperis organizedasfollows. In Section
2, the FPGA architecturds describecalongwith the areaandde-
lay models.Section3 discussethe experimentaimethodologyand
CAD toolsused.Section4 presentsheresults,andSection5 con-
cludes.

2. FPGA ARCHITECTURE

This sectiondescribesassumptionsnadeaboutthe FPGAarchi-
tectureandthe areaanddelaymodels.

2.1 Architectural Model

Thearchitecturausedin this studyis a symmetricaljsland-style
FPGA containinginterconnectectlusters. The basic FPGA tile

k LUT size

N clustersize

I numberof clusterinputs

Ispare  NuMberof additionalclusterinputs,

usedfor routingonly

Table 2: Cluster organization parameters.

Fe, clusterinputto LUT inputdensity
Fe, LUT feedbacko LUT inputdensity
Fe routingchanneto clusterinput density

Fe,, clusteroutputto theroutingchanneldensity

Table 3: Switch density parameters.

formedby a clusterandits routing channelds shawvn in Figure1.
Thistile is dravn in away to suggest step-and-repedayoutthat
is possible,with wires on the left edgeof onetile lining up with
wiresontheright edgeof the adjacentile.

OneclustercontainsN basiclogic elementgBLES), whereone
BLE containsa k-input LUT and a register Each cluster has
I = |k(N+1)/2] primaryinputswhichareusedduringpacking[2].
As well, a clusterhaslspare additionalclusterinputswhich arere-
senedonly for routing. Theseextrainputsarerequiredto improve
routability dueto therestrictionamposedby sparseclusters All of
theseclusterorganizationparameteraresummarizedn Table2.

The clusterinputs are assumedo be logically equivalent, but
they may connectto only someof the LUT inputs. The cluster
input (and output) pins, which connectthe clusterto the general
routing, are evenly distributed on the four sidesof thetile. Later
in Section4.3,we shallpartitionthe clusterinputsinto four groups
basecbnwhich sidethey areplaced.

2.2 Routing Ar chitecture Details

Detailedroutingarchitecturaparametersveresetto bethesame
asearlierstudieq?2, 4]. In thedetailedroutingarchitecture50% of
thetracksarelength-4segmentsusingtri-statebuffers, theremain-
ing tracksarelength-4segmentsusingpasstransistorsandclocks
wereassumedo beroutedonaglobalresourceThedisjointswitch
(S) block wasused so signalsenteringthe routing on tracki must
remainon thattrack numberuntil the destinationis reached.The
numberof i /o padsperclustertile pitchwassetto 5 for N = 6, and
to 7 for N = 10.

The routing switch sizes (i.e,, buffer and pass transistor
sizes)andwiring RC propertieswere computedassumingdouble
minimum-spaceaviring anda fully-populatedclustertile size.For
thek=4,N = 6 architecturethebuffer was6.1 timestheminimum



sizeandthepasdransistoiwas12.2 timesthe minimum. Theother
architecturedadlargertile sizesandusedbuffer sizesof 6.6, 7.6,
8.9, and11.8. The passtransistorsizeswerealwayschoserno be
twice the correspondindpuffer size.

Within aBLE, theLUT inputsareassumedo belogically equiv-
alentandhencefreely permutable Theseinputscanselectsignals
from two independensources:either clusterinputs or feedback
connections. The density of switchesfor thesetwo regions, F,,
andF,,, respectiely, areindependentlycontrolled. Thesetwo pa-
rametersontrolthe sparsenessf switchesinsidethe cluster

For connectiongo outsidethe cluster the inputsfrom andout-
putsto the generalrouting channelsare selectedisingswitchma-
triceswith densitiesof F¢ andF,,, respectiely. The partof the
generalrouting channelthat connectso the clusteris commonly
referredto asthe connectiorblock or C block.

Theparametersontrollingswitchdensitiesnsideandoutsideof
theclusteraresummarizedn Table3.

EachBLE outputdirectly drivesaclusteroutputandalocalfeed-
back connection. The BLE outputsare assumedo be logically
equivalent,allowing ary functionto be placedin ary of the BLEs
of the cluster To achieve this output equivalence,every BLE is
giventhe exactsameinput switch patternt

To improve routability, the routing tool takes advantageof the
input andoutputequivalencegust described It may alsoreplicate
logic onto multiple BLEs in the samecluster provided thereare
emptyBLEs available.

2.3 AreaModel

The areamodel usedin this paperis the samebuffer-sharing
modelusedpreviously [2, 4], with afew minor changeslescribed
belan. This modelis basedon the unit areaof a minimum-width
transistor(T), including the spacingto an adjacentiransistor As
mentionedn [4], discussionsvith FPGAvendorshave suggested
thatthis, andnotwiring, is thearea-limitingfactor

All of the logic structuresn the FPGA are modeled,including
BLEs, the LUT input multiplexers,andthe clusterrouting, but not
the padframe For example,the areacontritution of a passtransis-
tor depend®n the transistowidth, anda buffer chaindependsn
thenumberof inverterstagesaswell astherequireddrive strength
of eachstage.

The drive strengthrequiremenfor a buffer is basedon fan-out
andis computedasfollows. In general,t is assumedhata sizeB
inverterin a buffer is sufficient to drive anothelinverterof size4B,
or atotal transistorgatewidth of 8B. However, buffersdriving the
LUT input multiplexers,i.e., the clusterinput buffers, weresized
differently Thesebuffers mustdrive a larger load createdby the
mary levels of the LUT input multiplexer tree. This load s larger
not only dueto the depthof the tree, but alsobecausdiffusionis
beingdriven. For thesebuffers, a size B was selectedf the first
level fan-outof the buffer 2 wasloadedby a total diffusion width
of 2B, with the exceptionthat drive strengthwaslimited to be at
least7x andatmost25x minimumsize. Theseapproximationsvere
madeafterexaminingHSPICEresultsfAhmedandWilton, private
communicatioh

There were a few additional improvementsmadeto the area

1An alternatie architecturewith differentinput switch patternsfor
eachBLE canbebuilt. Suchan architecturewould requirea full
permutationstageto reorderall of the BLE outputsto the cluster
outputsand feedbackconnections.This could be doneby fixing
Fer, = Feye = 1.0, for example,or by usingN additionalN —to— 1
multiplexers. We did not considersuchanarchitecturéhere.
2Notethatthis fan-outcanbesignificantlylower in a sparselypop-
ulatedcluster andthis areasavingsis counted.

modeldescribedn [4]. ThepreviousLUT areamodelwasslightly
pessimistiandusedthelargestbuffer requiredfor all LUT inputs.
In addition, it wasoptimistic whenestimatingclusterinput buffer
load, and this producedslightly understatedarearesults. In this
paper every LUT input buffer and every clusterinput buffer was
sizedaccordingto its uniqueload requirementsyielding a slightly
smallerLUT areabut a larger clustertile areathanpreviously re-
ported.

One simplification madewhile employing this areamodelwas
thatthe routing switch sizeswerechoserbeforehandasedon the
tile sizeof a fully populatedcluster As aresult,the switchesare
larger thanrequired,sinceary areasaved by emplg/ing a sparse
clusterwould surely shrink the tile size. If recomputedisingthe
smallersparseclustertile size,the routing switch sizes,hencethe
overall tile size,would be reduced. However, this simplification
merelyimpliesthatareasavingsreportedin this paperareconser
vative.

2.4 DelayModel

The delaymodelusedhereis the samepath-basedgritical-path
delaymodelusedpreviously[2, 4]. Timing parameteréor all delay
resultswereobtainedusing0.18im TSMC processnformationand
detailedHSPICE circuit models. The precisedelaysalong each
patharecomputedn oneof two ways,asdescribedelow.

Routingdelaysfrom the clusteroutputbuffer to the clusterinput
buffer arecomputedusingthe EImoredelay[6] of the RC-treenet-
work. Thedelaysinsideacluster howvever, aremodeledasconstant
worst-casalelaytimes(eitherrise or fall) extractedfrom HSPICE
simulationresultsof a fully populatedcluster For example,these
constantlelaysmeasurgropagatiorfrom a clusterinputto a LUT
input, or the delaythroughthe LUT.

Delay resultsin this paperare very conserative and may be
overstatedor two principalreasonsFirst, theroutingdelayresults
areoverestimatedecausehey ignorethetile sizeshrinkthatwas
mentionedin Section2.3. Consequentlythe routing wirelength
parasiticeandswitch sizesarelargerthanrequired.Seconddueto
reducedoading and smallerclusterinput buffers, internal cluster
delaysmightbereducedf thissimulationwasrepeatedor sparsely
populatectlusters.

For thesetwo reasonsthe delay model usedtendsto produce
pessimisticresultsfor both component®of delay: internal cluster
routingandgeneralpurposerouting. Sinceinternalclusterrouting
aloneaccountdor 35% of the critical-pathdelayon average[14],
ary savings from either componentwould lead to a measurable
overall delayreduction.

3. METHODOLOGY

In generalthe experimentaimethodologyfrom [2, 4] wasused.
Benchmarkcircuits were optimized using SIS [13], mappedinto
LUTs usingFlowMap and FlowPack [5], pacled into clustersus-
ing T-VPACK [9], andplacedusingVPR [3, 4, 10] ontothesmall-
estsquareFPGA thatfits the circuit. In all experimentsthe same
packingand placementwas usedfor eachunique combinationof
circuit, LUT sizeandclustersize.

Below, the remainderof the CAD processis described pegin-
ning with detailsabouttherouting stage thena descriptionof the
routerenhancementsndlastly a noteon CAD tool parametese-
lection.

3.1 Routing Step

The last stepof the CAD flow involvesrouting a placednetlist
in the detailedrouting architecture.The routing tool usedhereis
basednamodifiedversionof VPR 4.30whichwastailoredspecif-



ically for sparseclusters. This versionof VPR includesthe latest
timing-driven packingandplacemenenhancement®, 10].

During routing, the minimum channelwidth requiredto route,
Whin, was found using a binary search. Afterwards, a final low-
stresgoutingwasdonewith W = 1.3-Wpn tracksto computearea
and delay statistics. This proceduremodelsthe way FPGAsare
actually used; designersare seldomcomfortableworking on the
edgeof capacityor routability.

The final low-stressrouting actually failed in 34 out of 3980
(0.9%) circuit/architecturecombinationspusuallydueto slow con-
vergenceor switch patterninterference°’. To resolhe this, one,two,
thenthreeadditionaltrackswereaddedto the channel.This strat-
egy wassufficientto routeall but four of thetroublesomeases—
thethreeunderlyingarchitecturesor thesecasesveredeemedin-
routable sothey wereabandonedrom furtherconsideratiorin this
paper

Also, if the binary searchwasunableto find a reasonablenin-
imum channelwidth (Whin < 240) for ary of the circuits, the ar
chitecturewas deemedunroutableandabandoned Consequently
every architecturalresultpresentedn this paperwas obtainedby
routingall of the benchmaricircuits.

All areaanddelayresultsareaverage®btainedrom placingand
routingthe 20 largestMCNC benchmarlcircuits[7]. Areais com-
putedasthe geometricaverageof the active FPGA area, whichis
definedbelon. The geometricaverageensureghatthe circuitsare
all weightedequally independenof the size of the circuit. Delay
resultsarealsothe geometricaverageof the critical-pathdelayfor
eachbenchmarlcircuit.

ActiveFPGAareais thearea,jn unitsof minimum-widthtransis-
tor areaspf oneclustertile (includingits routing)timesthenumber
of clustersactuallyusedby the benchmarlkcircuit. This measure-
mentwasusedin [1, 2] to betterdistinguishpackingefficiengy. We
have choserto usethe actve FPGA areametric hereto be consis-
tentwith thoseresults?

3.2 CAD Tool Enhancements

Originally VPR routedonly to clusterinput pins becausdully-
connectedlusterscould guaranteghe routability of clusterinputs
andfeedbackconnections.Extensve modificationsto VPR were
necessaryo route sparselypopulatedclusters. For example,the
routinggraph timing graph,andnetliststructureshadto bealtered
to accommodatéhe clusterfeedbacknetsandthelocationof every
BLE sink. As well, otherchangesverenecessaryo permitnetsto
entera clustermorethanonceto improve routability.

The switch patterngeneratofrom [8] wasintegratedinto VPR
to createthe switch patternsfor the LUT input multiplexers. This
generatofirst distributesswitchego balancehefan-inandfan-out
of eachwire, usuallyin arandompattern.A greedyimprovement
stratgy is thenfollowed which roughly maximizesthe numberof
distinct outputwires reachedoy every pair of input wires. To ac-
complishthis, switchesare randomlyselectedfirst in pairs,then
singly, andmoved only if the fan-in/-outconstraintsare kept and
theaforementionedostimproves. Usingthistechniquethe switch
patternswithin a clusterareindividually well-designed.

Other switch patternsin the routing fabric, namelythe cluster
input and output patterns,usethe original VPR switch placement
generators.Additionally, we have not attemptedto optimize the
cascadin@f thetheclusterinput multiplexersandLUT input mul-
tiplexers, exceptasnotedbelown in Section4.3. This extensionto
thework is nontrivial andleft for futureinvestigation.

30f the failed combinations,20 of them had Ispare = 0 andthe
remaindethadF, <0.25.

“Notethattheresultsin [2] usea differentprocesgechnology

Clusterfeedbackconnectionsare also sparselypopulated,and
this may causesomeproblemsduring routing. In particular there
maybetoo few switchego satisfyall possiblefeedbackconnection
patterns so feedbacksignalsare also permittedto leave the clus-
ter andre-enterthroughthe clusterinputs. This may causespeed
degradation,or somenetlistsmay becomeunroutablebecausell
clusterinputsareused.

Thereis no immediatesolutionfor the speeddegradationprob-
lem, but we addresghe routability problemby assuminghereare
spake clusterinputsin thearchitecture Thesesparenputsimprove
routability by providing therouterwith morechoiceq8]. Thenum-
ber of spareinputsgiven, lspare, is specifiedprior to routing asa
fixed part of the architecture. For corveniencethe packingtool
addstheseas part of the netlist andthe router automaticallyuses
them.

The effectivenessof the modified VPR router was validated
againstthe original versionof VPR. Both routersobtainedsimilar
delays,channewidthsandarearesultsfor fully populatedclusters
usingavarietyof clusterandLUT sizes.

3.3 Tool Parameters

In general,the packing, placementand routing tools were run
in timing-driven modeusingtheir default parameters Somenon-
standarccommandine switcheswereusedfor routing— theseare
shavn in Table4 anddescribedn furtherdetailbelow.

The number of router iterationshad to be increasedbeyond
the default value of 30, partly becausesparselypopulatedclus-
ters require additional routing effort. As well, large variations
were obsered in delay results becausethe router parameter
that increaseghe cost of nets sharingwires betweeniterations
(pr es_f ac_nmul t ) wastoo high.

The impactof reducingthis parameteon runtime and average
critical-pathdelay of the low-stressroute canbe seenin Figure 2.
As well, therangeof averagedelayvalues(acrossall benchmarks)
for eacharchitectureis shavn usingerror bars. This wide range
madeit difficult to distinguisharchitecturesvith low delay from
thosewith higherdelay Clearly, increasedouting effort wasre-
quiredto reducethedelayvariation,but we feelthis wastime well-
spent.Withoutthiseffort, wewould beunableto conclusvely com-
parethedelayresultsof the differentarchitectures.

For this experiment,the maximumnumberof routeriterations
wassetto 300. On average however, thenumberof iterationsused
increases$rom 23to 160in a mannetthatvery closelyfollows the
increasen runtime. Theroutervaluesshavn in Table4 werecho-
senin referenceo theseresults.

4. RESULTS

This sectiongives the areaand delay resultsfrom placing and
routing 20 MCNC benchmarlcircuits. In all casespnly the geo-
metricaverageis usedfor FPGAareaandcritical-pathdelay Initial
experimentsdeterminedhebestroutingparametersghenthesepa-
rametersvereusedto evaluatethe areaanddelayof sparsecluster
architectures.

4.1 Keyto Curve Labels

In thefollowing graphseachcurve represents family of archi-
tectureparameterizedlongthe x-axis. Eachcurve labeldescribes
the specificarchitecturgparameterin thefollowing order:

k N |spare FCin FCfb

Theseparametersre fully describedin Tables2 and3. Where
the value of a parameteiis given as‘X’, that simply meansthe
parameters beingvariedalongthe x-axis.



[Tool

[ Additional Parameters |

T-VPACK default

VPR placement default

VPRDinarysearch|| -presfac_mult 1.3 -max_router_iterations 250
VPRfinal route -presfac_nmult 1.05 -nmax_router_iterations 300

Table4: CAD tools and non-default parametersused.
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Figure 2: Variation in averagecritical path delay is shovn as
a function of the router sharing penalty factor. To reducethe
variation (and the delay), longer runtime is required.

4.2 Routing Ar chitecture Selection

To explore the sparsepopulationof switchesinside the cluster
it is first necessaryo establisha goodrouting architectureoutside
of the cluster Hence,the bestvaluesfor F; andF.,, needto be
selectecheforehand We choseto find the bestswitch densitythat
would give minimumarearatherthandelay To generateéheresults
for this expediently the numberof routeriterationswaslimited to
75, but all otherparametersvereleft attheir default values.

4.2.1 Selecting for minimumarea

The densityof switchesconnectingchannelwiresto clusterin-
putsin the C blocksis calledF.. We wishto determinethevalueof
F. thatwould resultin aminimum-aredFPGA.

The choiceof F; dependn the effectivenesf the CAD tools
andthe sizeof the C block, determinecby the channelwidth, W,
andthe numberof clusterinputs,|. It hasbeenourexperiencethat
| is themostimportantfactorinfluencingthe choiceof F.

Routingexperimentsveredonefor k = 7 architecturesyarying
N from 2 to 9. This large LUT size was chosenbecauseve are
mostlyinterestedn the effectsof having a large numberof cluster
inputs. Both full (100%) and sparse(50%) populationlevels in-
sidethe clusterweretried. The 50% densitywaschosenbecause
thiswasalmostalwaysroutablewithout addingsparenputs,hence
|spare = 0 here.

The average low-stresschannelwidth requiredto route the
benchmarkcircuits, W, is presentedn Figure 3 for a variety of
Fc values.Only threeclustersizesareillustrated,but the otherre-
sultsaresimilar. From theseresults,it canbe seenthat choosing
Fc > 0.4 haslittle impacton channelwidth. Although not shavn,
thisis particularlytruefor N > 3.

Interestingly the channelidth resultsarevery similar for both
sparseand fully-populatedclusters. Sparseclusterstypically re-
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Figure 3: Fc impact on channelwidth.

quiredonly 2 to 4 moretracksthanthe correspondindully popu-
latedones. Hence the sparsearchitecturds still quite routableat
the50% populationlevel.

Although channelwidth is not hinderedby a large value of F;,
having moreswitchesthannecessarwill contribtuteto anareain-
crease. Figure 4 alsoshaws the actve FPGA areaversusF, for
clustersizes2 and 9> Again, similar resultswere obtainedfor
clustersizes3 through8.

Oneunexpectedarearesultis that the 50% sparseclusternear
Fc = 1.0 always usesfewer transistorsthan the minimum-area
fully-populatedcluster This canbe seenin Figure4 wherepoint
B is lower thanA, andD is lower thanC. This trendholdsfor the
otherclustersizesaswell. Hence,it is betterto sparselypopulate
the clustersthan the generalrouting, a non-intuitive result. One
reasonablexplanationfor this is thereare abouttwice as mary
LUT input multiplexersasclusterinput multiplexers,eventhough
theclusterinput multiplexerscaneasilyhave twice asmary inputs
(basedn the channelwidth).

Anotherresultshavn in Figure 4 is a significantly larger area
reductionfor N = 9 thanN = 2. The reductionis so large that
the N = 9 architecturegoesfrom usingmorearea(curve C) than
the correspondindN = 2 architecturgicurve A) to usinglessarea
(curvesD andB). This resultshavs how sparseclusterscan shift
the optimum designpoint towards larger clusters. For example,
in this k = 7 architecturethe fully-populatedclustershouldcon-
tain betweerd and6 LUTSs to be area-eficient. However, the 50%
sparsely-populatedlustershouldcontainbetweerd and9 LUTS.
Furtherinvestigatiorof differentclustersizesis left asfuturework.

Thevaluesof F; producingthelowestareafor eachclustersize,
i.e., for eachvalueof |, areshavn in Figureb5. It is remarkablehat

5Noticethatthe sparse; = 1.0 resultis missingfor N = 9in Fig-
ures3 and 4 because/PR was unableto route the clma circuit
underlow-stressconditionsdueto slow convergence.
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Figure 4: Fc impact on areafor cluster sizesof 2 and 9. Intermediate cluster sizesgave similar results.

the sparseandfully populatedclusterresultsare so similar. This
canbe partly attributedto the relative flathessnearthe minimum
area. For N = 9, varying F¢c from 0.1to 0.5 causedessthan5%
changdn area.Hence preciser; selectionis notcritical, provided
it is large enoughto beroutable yet notwastefullylarge.

For theremainderf theresultsin this paper it wasdetermined
thata fixedvalue of F; would not significantlyhinderarearesults.
Ratherthanusingthe minimum-area. valuesfrom Figure5, we
felt that having a few more switchesin the routing (by having a
slightly larger F¢) would be helpful as clusterswere madeeven
more sparseg(internally). This is especiallyimportantbecauseno
effort was madeto tune the two switch patternstogetherand we
wishedto avoid possibleinterferencepatterns. Hence,we chose
to setF; = 0.5 for the N = 6 architecturesandF; = 0.366 for the
k = 7,N = 10 architecture. Theseparticularvalueswere chosen
becausehey were usedin previous work [2, 4] andthis givesus
themostcomparablaesults.

4.2.2 Selecting,,

Previous experimentshave shavn that e, = 1/N is adequate
for routing in fully populatedarchitecture44]. Consideringthe
similarity of the F; arearesultsbetweensparseand fully popu-
latedarchitecturesit wasdecidedthatmodifying Fc,, would have
insignificantimpactin a sparselyconnectedarchitecture.Hence,
Fe,. = 1/N wasusedfor all results.

4.3 Partitioning of Cluster Inputs

Additional netdelay canbe causeddy sparselypopulatedclus-
tersbecausesomeLUT inputsmay not be reachabldrom particu-
lar sidesof the cluster For example,considerthe casewhensome
LUT input connectiondave alreadybeenformed,andthe lastre-
maininginput signalis beingmade. A lack of switchesinsidethe
clustermay causethat netto enterthe clusterfrom a moredistant
side. Theresultis increasedlelay

Weinvestigatedhis problemby trying a singleswitchmatrix for
all clusterinputs,andonewhich waspartitionedinto four smaller
switch matrices,one for eachinput side. The partitionedmatrix
addressethe abore problemby ensuringthatall of the clusterin-
putsfrom ary particularside canreachall of the LUT inputs. It
alsohasa weaknesshough:thesesmallerswitch matricesarenot
carefullydesignedo coupletogethemell. Eachpartitionedmatrix
is derivedfrom the samebasicswitch pattern but eachhasits own
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permutationof the rows (or outputs)to balancethe fan-in of the
LUT inputs. Thesematrices,but not the permutationpattern,are
illustratedin Figure1.

Bothswitchdesignswvereroutedin ak=7,N =10, F¢,, = F¢,, =
0.43 architecture.Both designsrequiredidentical transistorarea,
andthepartitionedmatrix wasonly about1% faster Althoughthis
is not significantlyfaster it wasusedfor subsequentesultsin this
papersinceit may helpwith somepathologicakases.

4.4 SparseCluster AreaResults

Theprimarymotivationfor depopulatinglusterss to reducethe
area,andsubsequentlyhe cost,of anFPGA.In Sectiord.2,it was
determinedthat simply depopulatingthe clusterto 50% is more
effective at reducingareathanchoosingthe propervalueof F;. In
this section furtherdepopulatiorof the clusteris explored.

To reducethe numberof routing experimentsjt wasdecidedto
fix theclustersizeto N = 6 andvary the LUT sizesfrom 4 through
7. That particularclustersize was selectedbecausdt generated
nearminimumareaandarea-delayesultsfor fully populatectlus-
terswith all of theseLUT sizes.ThelargerLUT sizesareespecially
interestingoecausehey requirelargerinput switchmatriceshence
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Figure 6: Active FPGA areaof fully and sparselypopulated clusters.

offering morepotentialfor depopulation.Oneadditionalarchitec-
turewith k = 7,N = 10 waschoserto studyanevenlargernumber
of inputsenteringthe cluster

A numberof preliminary routing experimentswere run with a
wide rangeof valuesfor Fg,, andF,,. Fromtheseresults,which
arenotshawn here it wasconfirmedthatF,, haslessinfluenceon
area.As Fc,, wasreducedelor 50%,anumberof circuitswould
nolongerroute. It wasdeterminedhatF,, of 50% (or 3/7 = 43%
for k =7) wasaslow avalueascouldbetolerated.Similar prelim-
inary sweepsndicatedthat R, > 0.5 wasnearlyalwaysroutable,
soareareductionshouldconcentrat@n moresparsevalues.

The arearesultsfrom routing the four LUT sizesare shawvn in
Figure6. In thesegraphs,eachcune representshe geometricav-
erageof active FPGA areafor a fixed valueof F¢,,. The number
of spareinputsis varied alongthe x-axis. The sparseclusterre-
sults shouldbe comparedagainstthe bold curve representinghe
fully-populatedclusterarea.

The mostapparentrendin thesecurvesis a gentledip, thena
generalupward climb in areaas Ispare is increased.The upward
trendis anexpectedresult,sincethe spareinputswill requireaddi-
tional clusterinputmultiplexers. Thedip is causedy arapidinitial
declinein averagechannelwidth, which thengraduallyreachesa
5% to 20%reduction(10%is typical).

A numberof datapointsaremissingin Figure6, specificallyfor
smalllspare Values.Thisis becaus@neor morebenchmarlcircuits

couldnot beroutedon the architecture Hence althoughthey con-
tributeto areareductionin only afew casesit is essentiako have
thesespareinputsto make sparseclustersroutable. Typically, be-
tweentwo to five sparenputsarerequiredto make thearchitecture
routableandattainthe lowestarea.

The lowest-areaarchitecturesrom Figure 6 are summarizedn
Table5. As well, thelarge N = 10 clusterarchitecturds included.
With thesearchitecturesa 10 to 18%areasavingsis achieved. As
mentionedearlier betweentwo andfive spareinputsis sufficient
to achieve mostof this saszings, which is surprisingsincethis only
aboutonespareinput perside.

A breakdavn of the clustertile areais given Table 6. For 4-
input LUTSs, therewas a slight decreasen routing areabecause
the spareinputshelpedreduceaveragechannelwidth. The 5- and
6-input LUTs caseddid not achieve the samebenefitbecauseahe
spareinputscontritutedmoreto areathantheamountsavedby the
slight channelwidth reduction. Thetwo 7-LUT architecturesad
anincreasen routing areadueto the spareinputsanda channel
width increaseHowever, thesparseswitchpopulationgproduceda
netareasasingsof 14%and18%,with thelargerclusterbenefitting
more. With respecto the entiretile, depopulatinghe clusterswas
very effective at reducingthe relative LUT input multiplexer size
from the 24—33%rangedown to 12—-18%.

Onevery interestingresultfrom this datais thata sparsecluster
of six 6-input LUTSs is slightly more area-€ficient (3%) than six



Architecture BestSparseéParameterg| ChanneWidth (arith. avg.) Active FPGAArea(x 1P Ts)
K| N| I'| F| lspare| Fep | Feq || Fully Populated| BestSparse| Fully Populated| BestSparse| Savings
41 6|14 0.5 2 0.5 0.5 47.9 45.9 3.71 3.33 10.1%
5| 6117 0.5 2 0.4 0.5 46.4 45.6 3.79 3.35 11.5%
6| 6|21 0.5 2] 033 0.5 44.3 43.5 3.76 3.23 14.0%
7| 6|24 0.5 510.143| 0.43 43.8 44.6 4.62 3.95 14.3%
7| 10| 38| 0.366 10 | 0.143| 0.43 53.7 55.1 4.96 4.03 18.8%
Table5: Active FPGA areasavings obtained by depopulating switchesinside the cluster.
Tile Area(Numberof Minimum-Width TransistorAreas)
Architecture Fully PopulatedCluster Best-AreaSparseCluster
k] N Total | LUT+FF | Routing | LUT InputMux | Total | LUT+FF | Routing | LUT InputMux
4 6 9307 990 6050 | 2267 (24.4%)| 8380 990 5960 | 1430 (17.1%)
5 6 11241 1840 6321 | 3080 (27.4%)| 9964 1840 6371 | 1753 (17.6%)
6 6 14318 3496 6713 | 4109 (28.7%) | 12343 3496 6732 | 2115 (17.1%)
7 6 19622 6831 7645| 5146 (26.2%) | 16879 6831 8120 | 1928 (11.4%)
7 10 35145 11358 | 12022 11765 (33.5%) | 28646 11358 | 12990 4298 (15.0%)
Table 6: Breakdown of cluster tile area. The routing areais an arithmetic averagefor all circuits.
1.45e-08 1.45e-08
1.4e-08 &« 1.4e-08 | k=4
- 1.35e-08 & 1.35e-08 |
3 g
S 13e08 3 13e08 |
1.25e-08 1.25e-08
1.2e-08 1.2e-08
4 5 6 7 0.1 0.2 0.3 0.4 0.5 0.6
k

Figure 7: Delay decreasewith LUT size.

4-LUTsin asparsecluster Thisis adeparturdrom previouswork

which hasconsistentlyshavn that4-LUTs achieve lower area,al-

beit in fully populatedclusters. The reasonfor this differenceis

simple: larger LUTs provide more opportunityfor depopulation.
This conceptis supportedoy previous work which hasshavn that

sparsecrossbarsvith moreoutputsrequirefewer switchesfor the

samelevel of routability [8].

4.5 SparseCluster Delay Results

As mentionecdearlier reducedswitchdensitiesmay causeanin-
creasan delaydueto anincreasdn bendsor wire useto achiere
routability. Although delay may decreasdor otherreasonssuch
asreducedoading,we choseto be conserative andignorethese
possiblebenefits.

Thecurvesin Figure7 shav theimpactthatvaryingtheLUT size
hason delayfor afew of theN = 6 architecturesThe curve labels
identifying the architectureshave beenomitted for clarity, since
only trendsneedto be obsered. The importantthing to noticeis
that,for all architecturesgelaygoesdown ask increases.

Figure 8: Delay is not influenced by F,. Similar resultsindi-
cateit is not influencedby lspare OF Fy,.

Similarly, Figure8 shavs thechangen delayasthe switchden-
sity F,, is varied. It is apparentn thegraphthatcurvesof thesame
LUT sizeareall groupedtogether In particular the 4- and5-LUT
datais easilydistinguishedrom the 6- and7-LUT data. Theflat-
nessof all of thesecurvesillustrateshow little impactFg,, hason
delay

Analysisof delaywhile varyinglspare Or Fe,, shavsthesamere-
sult: delayis independentf theseparametersEventhoughsparse
clustergpresentchallengdo therouterandremore mary choices,
and even thoughsomefeedbackconnectionsmustleave the clus-
terandre-entetthroughthegeneral-purposeuting,therouterstill
hasenoughfreedomto ensurethatnetson the critical pathremain
onthefastespathsto the critical sinks.

4.6 SparseCluster Area-DelayProduct

Theprevioustwo sectiongresentedesultsindicatingthe6-LUT
hadthelowestareaandthe 7-LUT hadthelowestdelay Whenthe
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Figure 9: Area-delayproduct resultsfor fully-populated and best-areasparsearchitectures.

AverageRuntime(seconds) Average# Routinglterations
VPR 4.30 | Modified VPR VPR 4.30 | Modified VPR
k| N Fully Populated | BestSparse Fully Populated | BestSparse
41 6 70 153 150 84 86 86
5| 6 72 183 205 93 91 93
6| 6 57 177 178 84 86 88
71 6 53 188 350 88 83 109
7110 43 177 275 96 94 116

Table 7: Averageruntime and number of routing iterations for the final low-stressroute (arithmetic averagesof 20 benchmarks).
Runtimes were collectedon an 866MHz Pentium Il computer with 512MB of SDRAM.

areaanddelayresultsare combinedin the form of an area-delay
product, the 6-LUT emepes as the superiorlogic block choice.
This metricis importantbecauset indicateswhenthe besttrade-
off is beingmadebetweerusinganadditionalamountof areafor a
similarrelative gainin clock rate(or vice versa).For example,it is
directly usefulin FPGA-basedomputationbecausehe computa-
tion rateis a productof boththe clock rateandparallelism.

The bestsparsearea-delayproductorganizationsare compared
to their fully-populatedversionsin Figure9. The area-delayrod-
uct improves for every LUT size dueto the areareduction. The
overall bestsparsearchitecturecontaining6-LUTs is about14%
more efficient thanone containing4-LUTs, and about22% more
efficientthanthetraditionalfully-populated4-LUT cluster

4.7 Routing Runtime with SparseClusters

The removal of switchesinside the cluster also removes the
routability guaranteef the cluster Consequentlythe routermust
pay attentionto all of the wiresandswitcheswithin the cluster so
it is expectedthatadditionalruntimeeffort is requiredto complete
theroute.

The averageruntime and averagenumberof iterationsrequired
for routingthedifferentarchitecturesreshavn in Table7. Results
are presentedor fully populatedclustersto comparethe original
VPR 4.30to the modifiedone. As well, the modifiedVVPR canbe
comparedhgainsitself to studytheadditionalimpactof routingthe
best-areaparseclusters.

Generally the modified VPR currentlyrunsaboutthreeto four
timesslowerthantheoriginal versionwhenfully populateclusters

areused.Eventhoughruntimehasincreasedthe numberof router
iterationsusedis practicallyunchanged.The main reasorfor the
slovdovn comedrom theincreasedciumberof wiresandswitches
in the architecturethat mustbe examinedwith eachiteration: all

clusterinputsnow have connectiongo mary LUT inputs,andnets
areallowedto enteraclustermorethanonce.This causesherouter
to evaluatemary morerouting pathsheforemakinga decision.

It is worthwhile to notethat having larger LUT sizesandclus-
ter sizesreduceshe amountof work that VPR 4.30 mustdo, so
runtime decreasesThis benefitwas not realizedin the modified
VPR becaus¢éheamountof wiring insidetheclusteralsoincreases,
keepingruntimerelatively flat.

The additionalruntime neededo routethe best-aresparsear
chitecturesis alsoshavn in Table 7. For k = 4,5,6 the runtime
andthe numberof iterationsis similar, for k = 7 runtime nearly
doubledandthe numberof iterationsincreasedy 25-30%° This
increasdn the averageis causeddy alargeincreasean four of the
normally difficult-to-route circuits. The needfor more router it-
erationsindicatesthesearchitecturesre barelyroutable ,probably
becausd,, is solow, eventhoughthesecircuits arebeingrouted
usingthelow-stresschannelwidth.

Increasing routability by increasing Ispare to 15 for the
k=7, N = 10 architectureeduceduntimeto 210 secondsand97
iterations.Hence the amountof areasavings canalsobe balanced
againstheruntimeeffort.

6The amountof searchingdonein eachiterationmay increaseas
thesearchspacexpandssoeachiteration’s runtimemayincrease.



5. CONCLUSIONS

Thiswork hasstudiedtheareaanddelayimpactof sparselypop-
ulating the internal clusterconnectionsn a clusteredarchitecture.
At the expenseof threeto four timesthe computetime, an area
saszings of 10to over 14%wasrealizedby sparselypopulatingthe
clusterinternalsof 4-, 5-, 6-, and 7-input LUT architectureson-
taining 6 LUTs per cluster A larger clustersize of ten 7-LUTs
obtainedan 18% areasavings. It wasalsoobsened thatthe addi-
tional routereffort andreducedrouting flexibility did not degrade
critical-pathdelay

A fixed numberof spareinputs were addedto each cluster
Theseinputs are usedonly by routing, and are not usedor re-
quiredfor packing. By addingup to 15 spareinputs, the channel
width decreasedy about10% in mostarchitectureswhetherfull
or sparselypopulated. Although sparseclusterson their own im-
poseasmallincreasan channelwidth, the spareinputsreducethe
channebwidth, resultingin a small,netsavings.

The channelwidth reductiontypically produceda netsavingsin
routing areaalonewhenup to seven spareinputswere added but
resultedn anetincreasahereafter Of coursethe clusterarea(ex-
cludingtherouting)alwaysincreasedvith the additionof sparen-
puts.However, this areaincreasedt aslower ratein moresparsely
populatedclusters,as expected. Whenaddedto the routing area,
mostarchitecturebecamdessefficient after morethanfive spare
inputswereemployed.

The increasein routability and decreases channelwidth and
areaindicatethatit is bestto forcethe packingalgorithmto leave a
few spareinputs(two or three)for therouter

Oneinterestingoutcomeof this work is that, contraryto popular
belief, it is more area-eficient to depopulateonly the LUT input
multiplexersthanit is to depopulateonly the clusterinput multi-
plexers(i.e., the C blocks)in the generalrouting. The reasonfor
thisis that,dueto inputsharingin acluster thereareabouttwice as
mary LUT input multiplexersthan clusterinput multiplexers. Of
coursedepopulatingpothregionsprovidesevenmoresavings.

Another interestingobsenation is that 6-LUTs becomemore
areaefficientthan4-LUTswhensparselustersareemployed. This
was entirely attributableto the more sparsepatternthat could be
usedin the6-LUT case.

The areaanddelayresultsin this paperusedconserative esti-
matesandignoredsecondaryeffectswhich would improve results
further In particular thetile sizeandthesubsequenbutingswitch
sizereductionfrom sparseclusteruseshouldlieadto additionalarea
anddelayreduction. Delay improvementmay alsocomefrom re-
ducedloadinginsidethe clusterandby generallyusinglargerclus-
ter sizeswhich aremorearea-dicient whenusingsparseclusters.

It is reasonableo expectthat larger clustersizesmay produce
anevenlargerareasavzingsdueto thelargeamountof areaconcen-
tratedin the LUT input multiplexers.

Futurework in this areawill includeeffort to jointly designthe
LUT input switch matriceswith the clusterinput multiplexersto
avoid switch patterninterference. Additional constraintssuchas
carry chainsor otherlocal routing may impact sparseclusterde-
sign and should be evaluated. A wider variety of clustersizes,
particularly the effectivenessof large clusters,shouldalso be ex-
plored. The areasarings from sparelypopulatedclusterswill re-
ducetile size,but thesubsequerdreaanddelayreductionfrom us-
ing smallerrouting switchesshouldalsobe quantified. The delay
improvementsarisingfrom reducedoadingandlargerclustersizes
shouldbeinvestigatedAlso, efforts shouldbemadeto improve the
runtimeof therouterwhile still retainingtheareasavings.

An interestingextensionof this work would involve tightercou-
pling with the packingstage. For example,underspecialcircum-

stancesit maybereasonabléo have the packingtool usethespare
inputsresened for routing. Before doing this, it could first do a

routability testto verify whetherthepotentialclusterof logic blocks
is routable.Sincethis shouldnt be acommoncase,t canbedone
with reasonable€CPU effort. This may increasethe usefulnesof

the FPGA architecturefor subcircuitswhich have wide fan-in (or

poorinputsharing) suchasfinite statemachines.
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