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Abstract

FPGA device area is dominated by the on-chip interconnect. For this reason, the
amount of interconnect provided must be limited. This limit is usually imposed
by designing an FPGA device family with a fixed channel width. CAD tools must
meet this hard channel-width constraint for a circuit to be successfully mapped
to a device from this family. Previous work has shown that if a design cannot be
mapped to a device due to insufficient interconnect availability, it is possible to
identify regions of high interconnect demand, and spread out or depopulate the
logic in this area into surrounding regions. This is done by re-packing logic in the
affected regions into an increased number of CLBs. This increases the effective
amount of interconnect available to these high-demand areas. This methodology
has been shown to significantly reduce channel width, at the expense of CLB
count and runtime.

In this work, we extend this previous algorithm in two ways: we present novel
region selection techniques to optimize the selection of which regions should be
depopulated, and we introduce a local channel-width demand model which can
used to more accurately determine the amount of white space insertion at each
iteration. Together, these techniques lead to significant run-time improvements
and reduce the area of the resulting FPGA implementations. We were able to
improve runtime by a factor of up to 5.5 times while reducing area by up to 20%

when compared to previous methods.
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Glossary

Field-Programmable An integrated circuit device which are capa-

Gate Arrays (FPGA) ble of being programed to implement any dig-
ital circuit

Look-up Table (LUT) An element of a FPGA device which impli-
ments any logical function of its inputs

Configurable An element of a FPGA device which com-

Logic Blocks(CLBs) prises of a group of N BLEs which are in-
terconnected with a fast local interconnect
network

Basic Logic An element of a FPGA device which is com-

Elements(BLESs) prised of a LUT and Flip-Flop

Aplication Specific An integrated circuit device which is specif-

Integrated Circuit (ASIC) ically designed and manufactured for a spe-
cific purpose

Computer-Aided Automated computer software tools used to
Design (CAD) aid the design and implimentation of systems
Minimum Routable The minimum number of tracks required for

Channel Width (MRCW) a given design to be routeable

Channel Width The number of wiring tracks in each routing
channel in the FPGA

Hardware Description A human readable language to express hard-
Language (HDL) ware designs

Microelectronics A set of widely used acedemic benchmark cir-
Corporation of North cuits for FPGAs

Carolina (MCNC) Circuits
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Chapter 1

Introduction

Field Programmable Gate Arrays are customizable devices capable of implement-
ing a variety of digital logic applications. This is because FPGAs can be cus-
tomized by configuring re-programmable logic blocks and routing fabric. In con-
trast, Application Specific Integrated Circuits (ASICs) offer an alternative to FP-
GAs. ASICs are custom-manufactured integrated circuits which are designed for
a specific application. Because of the application-specific nature of ASICs, they
can typically offer better speed, density, and power characteristics than FPGAs.
However, ASICs also require large up-front manufacturing costs and do not pro-
vide the re-programmability offered by FPGAs. FPGA devices are purchased
pre-manufactured from the vendor. Time-to-market can be reduced because de-
velopment and testing can be performed immediately using actual FPGA devices.
Thus, FPGAs are favorable in circumstances where field-programmability and
time-to-market benefits outweigh its speed, density and power disadvantages. In
addition, low volume applications may not justify the economics of the high up-
front costs for ASIC manufacture. FPGAs offer designers an alternative option
for low to medium volume applications.

As FPGAs increase in capacity and capability, it is common for manufacturers
to provide separate low-cost and resource-rich families. For a similar logic capac-
ity, low-cost families often have less embedded memory, embedded multipliers,

and interconnect in the form of routing tracks in each channel. To target low-cost



Chapter 1. Introduction

device families, computer-aided design (CAD) tools must configure the FPGA
device in a way which meets a hard channel-width constraint imposed by routing
capacity limits.

Careful allocation of FPGA logic can help meet routing capacity constraints.
Device logic in FPGAs are grouped as clusters, also known as configurable logic
blocks (CLBs). The distribution of logic among CLBs can impact the number of
routing tracks used around each CLB; the interconnect use around CLBs varies
spatiality with placement. It is possible to distribute regions of high local inter-
connect demand by spreading logic over a larger number of CLBs. This increase
in area allows the same amount of logic access to an increase in aggregate routing.
Therefore, it is possible to spread logic in regions where there is high local inter-
connect demand, allowing CAD tools to meet hard channel-width constraints by
increasing CLB usage.

In a traditional single-pass CAD flow such as VPR [3], a solution may not
be found which meets the channel-width constraint of a low-cost device. When
regions are found which are congested, we can distribute logic over a larger
area through whitespace insertion. Whitespace is inserted in the form of empty
logic elements; for example, we can impose a limit on how many basic logic ele-
ments (BLEs) are allowed to form a CLB. Those CLBs in regions with higher local
interconnect requirements should contain less BLEs such that local interconnect
requirements are less then or equal to the channel-width provided by the device.
The processes of identifying and re-clustering CLBs to reduce logic capacity is
termed depopulation.

Depopulation can occur in different ways. Single-pass clustering approaches,
such as that presented in [26], can perform clustering in a way which results

in clusters that are not full. These clustering approaches typically estimate the



1.1. Contributions

routability of the circuit at the clustering stage and attempt to perform cluster-
ing to ease routability. However, without detailed information from placement
or routing solutions, it is difficult for a clustering tool to determine the routing
requirements of the circuit. This is especially true if our goal is to reduce local
interconnect usage to meet channel-width constraints. In order to effectively de-
populate only the areas of the device which are unroutable, we need to accurately
identify and select which CLBs to depopulate. We also need to determine the
amount of depopulation needed, which will require accurate prediction of post-
routing interconnect demand after depopulation has occured.

In Un/DoPack [29], authors presented methods to iteratively perform whites-
pace insertion. Post-routing information is used by the CAD flow to determine
which regions should be targeted for depopulation. Regions which cannot be
routed are reclustered to a smaller cluster size. This cluster size is determined
either by the size of the region, or relative to the routability of the region. To
our knowledge, to date, only Un/DoPack is capable of meeting a user-specified

channel-width constraint through the use of iterative depopulation.

1.1 Contributions

The main contribution of this work is to improve region selection and whitespace
insertion of Un/DoPack through the use of congestion information. We improve
region selection, and effectively allocate whitespace to reduce routing require-
ments to meet channel-width constraints, but at the same time reduce runtime
of the CAD flow and CLB usage. Un/DoPack showed that congested areas in
the placement can be identified and reduced, but lacked an interconnect demand

model to determine the amount of whitespace to insert. We will show that the



1.2. Thesis Organization

use of a model-driven depopulation approach can result in both runtime and area
improvements.

Primarily, we will be improving area and runtime by selecting multiple con-
gested regions simultaneously, and depopulating each region according to local
interconnect demand. The model will be used to select congested areas in the
placement for depopulation; this model will also attempt to predict the local in-
terconnect demand after depopulation has occurred. This information will then
be used to determine an adequate amount of whitespace to insert.

To compare the runtime and area improvements, we will compare our work
against the baseline version of Un/DoPack presented in [29] using the same bench-
mark circuits and channel-width constraints. The benchmark circuits, composed
of smaller sub-circuits, are designed to simulate large system-on-chip circuits.
These circuits exhibit the property where each sub-circuit may have different lo-
cal interconnection requirements. Compilation using various channel-width con-

straints are performed to compare the various schemes presented in this thesis.

1.2 Thesis Organization

The remainder of the thesis is organized as follows: Chapter 2 provides an overview
of modern FPGA technology, the state of current FPGA CAD technology, and
previous work relating to the subject of this thesis; Chapter 3 describes the algo-
rithms used and the experimental methodology; Chapter 4 compares the results
of this work against previous work; Chapter 5 presents the conclusions of this

work, contributions, and possible future work.



Chapter 2

Background

This chapter provides an overview of current FPGA technology, as well as modern
methods used to implement circuit designs onto an FPGA. A description of each
step of a generalized CAD flow is discussed, along with a survey of common tools
used in each step. We then describe, in detail, a CAD flow which performs regional

depopulation to alleviate routing congestion.

2.1 FPGA Architecture

CLB CLB CLB
CLB CLB CLB
CLB CLB CLB

Figure 2.1: FPGA Logic and Routing Layout

Field-Programmable Gate Arrays (FPGAs) are integrated circuits which are
capable of implementing any digital circuit. This is possible because FPGAs con-

tain an array of programmable logic elements, which can communicate with each

5



2.1. FPGA Architecture

LUT

FF

Figure 2.2: Basic Logic Element

other via a programmable routing fabric. This is shown in Figure [2.1| and is often
referred to as the Island Style Architecture. Logic is arranged in a rectangular
array and are surrounded by wires in the vertical and horizontal directions. The
number of CLBs spanning the FPGA in the horizontal and vertical position is
referred to as the array size. Surrounding the periphery of the FPGA, are in-
put/output pads which allow the FPGA to connect with circuitry outside the
FPGA.

FPGA logic elements are known as a basic logic element (BLE). The logic ca-
pacity of a FPGA device is commonly measured as the number of BLEs contained
in the whole FPGA.

As shown in Figure 2.2 BLEs consist of a k-input look-up table (LUT) and a
flip-flop. A k-input LUT, or k-LUT, can implement Boolean logic up to k inputs.
The BLE can be used in combinational mode, where the output of the BLE is
taken from the LUT, or sequential mode where the output is taken from the
flip-flop. It has been shown that it is advantageous to combine multiple BLEs
into clusters. These clusters contain a fast, local interconnect which connects
constituent BLEs. Clusters connect to other clusters using an inter-cluster routing
fabric. These clusters are known as configurable logic blocks (CLBs), shown in
Figure 2.3] Previous work has shown that clustering creates various advantages

including: the reduction of delay, reduction of interconnect usage, increase in
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Figure 2.3: Generalized Configurable Logic Block (from [30])

device density, and most importantly a reduction in CAD runtime. The maximum
number of BLEs contained within a single CLB is defined as N, and the number
of inputs as i. [I] experimentally determined the relationship between the number
of inputs required for a cluster as a function of the LUT size and cluster size. The
number of inputs per cluster was determined to be ¢ = % X (N +1), where k is the
LUT size and N is the number of BLEs per cluster. The authors in [I] determined
that this relationship yielded a high utilization (98%) of the logic contained within
the CLBs.

FPGA routing surrounds the CLBs. The routing fabric consists of three com-
ponents: wires, connection blocks, and switch blocks. Wires occupy the verti-
cal and horizontal channels adjacent to CLBs in the FPGA. In modern designs,
wire segments may span multiple CLBs to allow efficient communication across
longer distances. Because the number of wires occupying each channel are fixed at

manufacture-time, the routing capacity of a FPGA device is limited by the num-
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Connection
{ Block

Figure 2.4: Routing

ber of wires contained in each channel across the device. The number of wires in
each channel is referred to as the channel width. Channel width provides a major
constraint for FPGA computer-aided design (CAD) tools since designs cannot
be implemented if channel width constraints cannot be met; insufficient routing
resources imply that connections between CLBs cannot be made. Furthermore,
the channel width required may not be uniform across the device; some regions
will require more interconnect than others. The occurrence of a small portion of
the FPGA requiring more wiring than is offered by the FPGA architecture will
prevent the entire design from being implemented. In this case, the circuit is
said to be unroutable. The minimum channel width required for the circuit to be
implemented is referred to as the minimum routable channel width (MRCW).
FPGA routing also contains connection blocks and switch blocks. Connection
blocks allow CLBs to accept inputs from, or provide outputs to, nearby wires.
Switch blocks allow signals to change direction by connecting vertical and hori-

zontal routing wires together. This is shown in Figure [2.4
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Synthesis ‘

A

Technology Mapping ‘

A

Clustering

A

Placement

A

Routing

Figure 2.5: Typical FPGA CAD Flow

2.2 FPGA CAD Flow

Through the use of software tools, designers produce a bitstream used to program
the FPGA device. Figure shows the 5 typical steps, and is referred to as an
FPGA CAD flow. These steps are: synthesis, technology mapping, clustering,

placement, and routing. These steps are described in detail below.

2.2.1 Synthesis

A designer will typically express the design in a hardware description language
(HDL), such as VHDL or Verilog. The task of the synthesis step is to translate
the design into a gate-level representation. This representation is a network of

Boolean logic gates and flip-flops.



2.2. FPGA CAD Flow

2.2.2 Technology Mapping

The technology mapping step takes the output of the synthesis step and maps
groups of logic into k-LUTs. At this stage, optimizations can be made to minimize
logic usage, delay and power. For example, delay can be reduced by minimizing
logic depth, which is the longest path of the circuit. Most notably, FlowMap [§]
was able to produce a depth optimal-solution in polynomial complexity time.

Other technology mapping algorithms are presented in [9], [10], [LI] and [L5].

2.2.3 Clustering

The clustering step packs LUTs and flip-flops into BLEs and combines multiple
BLEs into CLBs to reduce delay and routing resource usage of the circuit. Each
CLB contains a fast local interconnect structure which allows constituent BLEs
to communicate with each other. This intra-cluster routing is much faster than
inter-cluster routing in general.

The simplest clustering approaches are based on greedy selection. Known as
the bottom-up approach, individual CLBs are built by first choosing a seed BLE.
Subsequent blocks are added to the CLB based on their relationship to the seed.
This occurs until CLB capacity constraints are met. Various greedy clustering
algorithms exist, each with distinct goals. Examples include: Vpack [2], which
attempts to minimize total number of inputs per cluster; T-VPack [3], which tries
to reduce the number of intercluster nets on the critical path; RPack [4], which
attempts to reduce the routing effort of the circuit by enclosing intercluster nets
into clusters; an intrinsic shortest-path length based clustering method [23], which
attempts to reduce post-placement wirelength; and iRAC [26] which attempts to

minimize routing channel width by completely enclosing low-fanout nets within a

10



2.2. FPGA CAD Flow
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Figure 2.6: Hlustration of Placement (from [16])

cluster. Greedy clustering algorithms are fast and area efficient, but due to a lack
of backtracking, they can get trapped in local minima.

For the experiments performed in this thesis, a replica of the iRAC clustering
algorithm was used. iRAC clustering has been shown to produce a low routed
channel width solution and good delay performance when compared to other clus-

tering approaches.

2.2.4 Placement

The placement step attempts to find an optimal arrangement for each of the
CLBs in the array. Each CLB in the FPGA can be placed in fixed locations in
the array. Placement tools will typically try to find a location for each CLB,
such that a cost function is minimized. For example, timing-driven placement
attempts to minimize the lengths of the critical and near-critical paths; bounding-
box placement will attempt to reduce the sum of the half-perimeter bounding
boxes for all nets in the circuit; CMap [32] attempts to reduce peak interconnect
demand by balancing predicted interconnect demand across the device; iRAP [24]

attempts to balance local interconnect demand by matching the Rent parameter

11



2.2. FPGA CAD Flow

of the placement with the architectural Rent parameter; the Rent parameter is a
measure of how tightly interconnected a circuit is.

Placement algorithms generally fall into two categories: simulated annealing
and analytical placement. Simulated annealing is a flexible technique that can be
applied to any optimization problem. Different optimizations can be implemented
just by changing the cost function. For FPGA placement, the simulated annealing
approach first starts with a random placement of CLBs. Pairs of CLBs then
exchange locations. For each swap, a cost function evaluates the cost of the
swap. If the cost decreases, the move is accepted. If the cost increases, the
probability of accepting the swap depends on the current temperature. Initially,
the temperature is set to accept all swaps, regardless of the cost. Gradually,
the temperature decreases, reducing the probability that detrimental swaps are
accepted. The acceptance of detrimental swaps allows the placement tool to
possibly find a placement with globally minimal cost, instead of being trapped in
local minima. However, due to the random nature of simulated annealing, it is
a computationally intensive method to arrive at a placement solution. For this
thesis, placement will be based on a simulated annealing approach.

Analytical placement uses systems of equations to solve the placement prob-
lem. This can potentially be much faster than simulated annealing. For example,
in force-directed placement, CLBs are modeled as a system of particles being con-
nected by a system of springs. The final location of each CLB is determined by
solving the system such that the system is at a state of equilibrium. A drawback
of analytical placement is that illegal placements may occur due to CLBs overlap-
ping each other; each CLB can only be placed in a discrete location. Legalization
methods must then be introduced to address this issue.

A drawback of the traditional CAD flow is that clustering, placement, and

12



2.2. FPGA CAD Flow

routing occur in sequence. Changes to clustering are able to significantly affect
circuit structure. Yet, accurate information from the placement step regarding
wirelength, timing, and routability are not available during clustering. Some
techniques combine clustering and placement to overcome this issue. For example,
SCPlace [7] extends the simulated annealing based placement method to allow
BLEs to be swapped between CLBs while optimizing for wirelength and timing.
Work by [30] utilized node duplication and a novel depth-optimal initial clustering

solution with combined clustering and placement to reduce critical path delay.

2.2.5 Routing

The routing step determines which wires on the FPGA device will connect the
signals between CLBs. In general, routing algorithms are classified into single or
two-step algorithms. The two-step approach first performs global routing, then
detailed routing. In global routing, a signal is assigned to input-output pins and
a routing channel. In a subsequent detailed routing step, the signal is assigned to
a specific track in the routing channel. Examples of two-step routing approaches
include [6], [I7], and [25]. Single-step routers combine global and detailed routing
into a single step. Examples include [19], [20], and [22].

The routing algorithm used in this thesis is the PathFinder [20] negotiated-
congestion routing algorithm contained within VPR. The PathFinder algorithm
initially maze routes all nets in the circuit. This will lead to some routing resources
being overused due to sharing from multiple signals. Those shared resources are
assigned a cost and all nets are ripped up and re-routed. The cost for overused
resources iteratively accumulates until enough nets avoid the use of these resources

such that only one net is routed on each wire, meaning the circuit can be routed.

13



2.3. Un/DoPack CAD Flow

2.3 Un/DoPack CAD Flow

The traditional CAD flow is not typically equipped to address hard channel width
constraints of FPGA devices. Once the routing fails, designers need additional
flexibility to produce a routable solution. Un/DoPack [29] is a fully automated
congestion-aware CAD flow which performs re-clustering at a local level to meet
a hard channel-width constraint.

Re-clustering of local regions is especially important in the case of circuits
with large interconnect variation, such as system-on-chip circuits, which may con-
sist of many different subcircuits, each having significantly different interconnect
demands.

While clustering tools exist which maximize logic utilization by fully packing
CLBs, various authors [12][27] have shown that the best performance may result
from a balance between logic utilization and interconnect demand. Work by
[4][26][29] showed that overall area could be reduced by packing CLBs to less
than 100% capacity. Since FPGA area is dominated by interconnect, reducing
the overall interconnect requirements by balancing local routing demand with
logic utilization can produce a net decrease in FPGA area.

The clustering tool in [27] performs depopulation uniformly across the design,
which depopulates uncongested regions along with congested regions.

Shown in Figure Un/DoPack [29] reduces interconnect only in localized
congested regions of the FPGA by iteratively reclustering regional BLEs into an
increased number of CLBs. The user provides the following inputs to Un/DoPack:
a circuit description, architecture description, target channel-width constraint,
and an array size constraint. Iteratively, the MRCW of a circuit is reduced by

spreading local areas of high congestion. This happens until the MRCW meets
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2.3. Un/DoPack CAD Flow

Congestion

P cCalculator |
(UnPack)
Circuit Description,
Architecture Description,
Channel Width Constraint,
Array Size Constraint
\ Yes
Array Size Limits
Synthesize and Reached?
Technology Map
(SIS/Flowmap)
Y v
Cluster (iRAC Incremental
Replica) Cluster (DoPack) Failure
A\ A
Placement Fast Placement
(VPR) (Incremental or
VPR)
Routing (VPR) Routing (VPR)
A
X No
Channel Width | Channel Width
Constraint Met? Constraint Met?

Success!

‘<
I
»

Figure 2.7: Un/DoPack CAD Flow (From [29])

the specified channel-width constraint.

Initially, a traditional CAD flow using SIS/FlowMap and VPR is run. This
is shown inside the dashed outline in Figure 2.7 Any packing, placement, and
routing algorithm can be used; we use iRAC and VPR. If the specified target
channel-width constraint is met on the first pass, it is done. If the channel-width
constraint cannot be met, the iterative portion of the Un/DoPack flow is invoked,

which consists of the steps described below.

e The first step of the iterative portion, the UnPack step, determines which
regions to depopulate. A region should be depopulated if the local intercon-

nect demands of the region exceed the specified channel-width constraint.
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2.3. Un/DoPack CAD Flow

Previous work presented two region selection schemes: single and multiple
region schemes. These schemes select regions of a fixed radius, and calcu-
late a new cluster size. The new cluster size is calculated such that enough
whitespace is introduced to expand the number of CLBs in each region by

a pre-determined amount.

The second step repacks the BLEs in the selected regions. The clusters are
packed less than 100% full using new cluster sizes determined by the UnPack
step. BLEs from each region are individually reclustered with other BLEs
from the same region. Any clustering algorithm can be used; for this work

we used iRAC as our clustering algorithm.

The final step is to perform placement and routing. If the final result is a
routable solution, the CAD flow will exit. If the circuit remains unroutable
after this step, the algorithm will iterate: the congestion information from
routing will be used in the UnPack step to determine which regions should

be depopulated next.

For placement, Un/DoPack uses a incremental placer, RePlace [I8], which

preserves the placement stability in each iteration. At each iteration, Un/DoPack

is creating additional CLBs. These CLBs should be placed in close proximity to

other CLBs from the same region. Existing CLBs are shifted to create room for

the newly created CLBs. A low temperature anneal is then performed to optimize

the placement. Since Un/DoPack is modifying only small localized regions of the

FPGA, the incremental placement has the effect of significantly reducing runtime,

when compared to a full VPR placement. Incremental placement also preserves

the existing locations of CLBs in uncongested regions.

While Un/DoPack was shown to be very effective in reducing the channel-
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2.3. Un/DoPack CAD Flow

width, runtime and area expansion can be further reduced through the use of
better congestion-driven region selection and cluster-size calculation techniques.
In the following sections, we will discuss the various Un/DoPack schemes

against which this work will compare.

2.3.1 Baseline Un/DoPack

The Baseline version of Un/DoPack depopulates a large, single region of the de-
vice.

In each iteration, a single region is selected by marking all the CLBs in a
circular area, centered on the CLB with the highest congestion label, closest to
the center of the array. The congestion label is the maximum of the number of
signals in the x or y channel immediately adjacent to the CLB. In this work, we
will use the original parameters for region size, from [29]. A circular region with
a radius of array_size / 4 will be used.

The number of new CLBs created is equal to the number of CLBs in one
row plus one column of the FPGA array. Equation illustrates the increase
in CLBs using the Baseline Un/DoPack approach. We will be comparing the
area and runtime performance of each algorithm against the Baseline version of

Un/DoPack.

num_new_CLBs_baseline = \/(num_CLBs_in_.FPGA) 2 + 1 (2.1)

num_region_LFEs

new_region.CLBs = (2.2)

num_CLBs_in_region + num_new_CLBs_baseline
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2.3. Un/DoPack CAD Flow
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Figure 2.8: Region Selection and Whitespace Insertion - Baseline Un/DoPack

2.3.2 Fine-Grained Un/DoPack

As one of the observations in [2§8], authors noted that adding very small amounts
of whitespace at each iteration produced superior area results compared to the
Baseline approach, at the expense of increased runtime. This is referred to as
the Fine-Grained approach. At each iteration, a single small region is selected for
depopulation. We will be using the same region size as in [28], which is a circular
region of radius array_size / 8.

The number of new CLBs in each region is determined by Equation . The
Fine-Grained Un/DoPack method offers the least amount of area inflation, for the
same channel width targets. Therefore, we will be comparing our work against

the area performance of Fine-Grained Un/DoPack.

num_new_CLBs_finegrained = \/(num_CLBs_in_region) * 2 + 1 (2.3)

num_region_LE's

_region_ CLBs =
new-regron s num_CLBs_in_region + num_new_CLBs_finegrained

(2.4)
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Figure 2.9: Region Selection and Whitespace Insertion - Fine-Grained Un/DoPack

2.3.3 Multiregion Un/DoPack

The multiple region approach presented in [29], referred to as Multiregion
Un/DoPack, reduced runtime by depopulating multiple regions simultaneously
in each iteration.

Regions are selected by centering the region on the CLB with the largest
congestion value, closest to the center of the array. Once marked, CLBs cannot
belong to any other region. Iteratively, all CLBs with a congestion value over the
target channel width constraint are marked in this way, until no other unmarked
CLBs have a congestion value over the target channel width constraint. We use the
region size presented in [29], which is a circular region with a radius of array_size
/ 10.

In this approach, there is no restriction on how many CLBs are created in each
iteration. Each region in the Multiregion scheme grows proportionally to the peak
congestion in each region and an empirically determined scaling factor. In each
iteration, the new number of CLBs in congested regions are calculated according

to Equation [2.5) and Equation [2.6

a = 45 - region_radius (2.5)

(2.6)

highest_clb_label o f _regi
new_region.CLBs = « - ( ighest_clb_labelof -region 1)

channel_width_constraint
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2.3. Un/DoPack CAD Flow

Of the previous Un/DoPack approaches, Multiregion Un/DoPack requires the
lowest runtime. We will be comparing our work against the runtime peformance

of Multiregion Un/DoPack.
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Chapter 3

Multiple Region Depopulation
with Congestion-Driven Metrics

The work presented in this thesis is based on the Un/DoPack CAD flow. We
extend this approach to use congestion information presented by the placement
and routing stages to more accurately determine the amount of whitespace to
insert at each iteration. We introduce congestion-driven techniques that utilize
local congestion metrics to reduce runtime and area inflation. Two new approaches
are presented which explore the use of congestion information to determine which
regions will be reclustered in each iteration of the Un/DoPack flow. First, we
present an approach to help the CAD flow to better select congested regions.
Second, we relax the constraint on how many CLBs are created in each iteration,
and apply an interconnect demand model to determine the amount of whitespace
to insert in each iteration. Finally, we introduce a congestion-aware placement
algorithm to show that it is possible to further improve the overall quality of the

Un/DoPack flow through the inclusion of other congestion-aware tools.

3.1 Budgeted Multiregion Un/DoPack (BMR)

Our first observation is that while previous work showed that depopulation is
effective in reducing local interconnect congestion, it is important to correctly
select congestion areas. A CAD flow was built which modified the region selection

technique of Un/DoPack. We will refer to this as the Budgeted Multi-Region
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3.1. Budgeted Multiregion Un/DoPack (BMR)

(BMR) approach for the remainder of this work.

Multiple small regions are utilized to capture congested areas more accurately
than a large single region. In addition, the number of CLBs created in each
iteration is limited by a budget which is the same as in the Baseline Un/DoPack
Flow; this budget is such that the number of CLBs in each iteration increase the
FPGA array size by 1 row and 1 column. Each region is depopulated by a fixed
amount equal to the Fine-Grained version of Un/DoPack. This has the effect
of inflating area as much as the Baseline method, but the budget is spread to
multiple regions.

We will show that despite the overall same area growth in each iteration, we

can converge more quickly to a routable solution.

3.1.1 Region Selection

Instead of selecting a single large region, such as in Baseline Un/DoPack, our
BMR approach creates regions that cover all congested CLBs. The details of each

step in region selection is as follows:

e The first congestion region is selected by finding the CLB with the highest
congestion label, closest to the center of the array. This forms an initial x,y
center location for a circular windowed region of size bmr_radius which will
be marked for depopulation. In this work, bmr radius is array size / 10.
This step is shown in the leftmost illustration in Figure 3.1(a)] The initial
region is centered on the most-congested (darkest in the illustration) CLB,

closest to the center of the array.

bmr_radius
T )

e The window center is adjusted slightly (up to in each direction

by using force-directed shifting. Force vectors between each CLB in the win-
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Figure 3.1: Example of Region Selection

dow and the center of the region are calculated using the congestion values

for each CLB. The sum of these vectors produces a direction in which to

move the window. A binary search along this direction between the starting

point and the farthest possible new starting point is then used to determine

the window location that encompasses the largest average congestion. The

furthest that the window can shift is a distance of up to

+ bmrJQadws away

from the original window center. This produces a force-directed move to

shift the region to encompass the most amount of congestion. The center

illustration in Figure 3.1(a)| shows that location of the region has shifted.
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3.1. Budgeted Multiregion Un/DoPack (BMR)

The congested CLBs near the top left of the array create a net force which

cause the region to shift.

The CLBs in this selected region are marked as belonging to this region.

This is shown in the rightmost illustration in Figure |3.1(a)

The next congestion region is selected by finding the next CLB with the
largest congestion value, closest to the center of the array. The center CLB

is only chosen from CLBs not already selected. This is shown in the leftmost

illustration in Figure |3.1(b)

Force-directed shifting is applied to the new region. The region center is not
allowed to shift into an already selected region. However, once the region
location is determined, CLBs overlapping with other regions are allowed to

belong to this new region. This is shown in the center illustration in Figure

B1(0)

This continues until all CLBs exceeding the target channel-width constraint

are covered by a region.

The force-directed move ensures the depopulation window region is reposi-

tioned so the CLB label peak value is still captured, but it will also capture

as many other CLBs as possible that need depopulation. A list of all such re-

gions is then sorted such that the regions with the highest average congestion are

depopulated first. This ensures that the overall budget will be spent on the most-

congested regions first. At each depopulation step, we determine the number of

CLBs which will be added. Once a region is depopulated, subsequent regions will

not be able to depopulate the CLBs that are already depopulated in this iteration.

The regions are depopulated in sorted order until all congested regions are depop-
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3.1. Budgeted Multiregion Un/DoPack (BMR)

ulated. This is shown in Figure . Although region 1 and region 2 overlap,
region 1 will be depopulated first because it is more congested. Subsequently,
region 2 is depopulated but does not overlap with region 1.

In addition, those adjacent regions with the same target cluster size are merged
together into a single combined “super-region”, which may allow for better flexi-

bility during reclustering.

3.1.2 Whitespace Insertion

Whitespace insertion is achieved by reducing the cluster size of the CLBs, such
that some BLEs become unused. For the BMR flow, we limit the growth in each
region to an amount determined by Equation 3.1, However, the total number of
new CLBs produced in each iteration is limited by a budget, defined in Equation

0.2

num_new_CLBs_region = /(num_CLBs_in_region) * 2 + 1 (3.1)

new_CLBs_bmr = \/(num_CLBs_in_ FPGA) *2 + 1 (3.2)

For each region marked for depopulation, we subtract the number of new CLBs
created in each iteration against the budget until the budget is exhausted. In some
cases, the target cluster size can not be attained because the remaining budget
is insufficient. In this case, all of the remaining budget will be applied to that

region and the cluster size will be calculated accordingly.
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Figure 3.2: Region Selection and Whitespace Insertion - BMR Un/DoPack
3.2 Congestion-Model Multiregion Un/DoPack

(CMR)

In addition to improved region selection, we experimented with using a channel-
width demand model to improve the accuracy of the whitespace insertion. We
will term this scheme the Congestion-Model Multiregion Un/DoPack (CMR). We
utilize the same region selection method as in the above BMR flow, but we extend
the whitespace insertion method to utilize congestion information to determine a
target cluster size. The overall budget is removed to allow as much depopulation
in each iteration to occur as needed.

Of the interconnect models available in previous work, the most applicable
to this work consist of those models which predict wire length and channel-width
demand [13][14]. The work in [I3] extends previous models to consider the routing
inflexibility inherent in FPGAs. The advantage of this model is that we can use
it to predict outcomes in interconnect demand based on decisions made during
clustering. Since this model assumes its application to an entire FPGA, we make

some simple assumptions to apply it to our local depopulation regions.
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3.2. Congestion-Model Multiregion Un/DoPack (CMR)

3.2.1 Modeling Regional Interconnect Demand

While most channel-width demand models predict the interconnect demand at
a global level, we are interested in determining, on a region-by-region basis,
how much whitespace insertion is necessary for each congested region to become
routable. Thus we create the following simple model of local interconnect demand

to allow the application of a global model, shown in Equation [3.3]

total region_demand = region_internal_demand + region_external _demand

(3.3)

Interconnect demand for a region of CLBs can be generally categorized in two
types: internal interconnect, which is the interconnect needed to route between
CLBs inside a region, and external interconnect, which consists of routing that
connects CLBs outside the region, but pass through the region without connecting
to any CLBs inside the region.

While depopulation directly affects the internal interconnect demand through
whitespace insertion, we cannot directly reduce interconnect demand from exter-
nal routing by whitespace insertion into a region. Instead, we must separately
account for its effects by identifying the contribution to the channel-width de-
mand inside a region caused by these external nets, as shown in Equation
For each region, our goal is to reduce total region_demand to meet our channel-
width constraint by reducing region_internal_demand.

We apply a congestion-estimation model, Wirelength-per-Area [31], to the
internal and external nets separately. We can compare the amount of average

interconnect demand from internal nets to the average interconnect demand of
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3.2. Congestion-Model Multiregion Un/DoPack (CMR)

external nets. Combining this with post-routing information, we can then estimate
the actual interconnect demand due to external and internal nets.

For simplicity, we assume that subsequent iterations will produce relatively
the same amount of external-net congestion in the next iteration. Although this
is a simplification, interconnect demand from external nets are typically less than
interconnect from internal nets. This is intuitive since local routing should mostly
originate from logic inside regions. We leave the influence of inter-region effects on
congestion to future work. The channel-width estimation model using Equation
from [13], is then used to determine the amount of whitespace to insert for

the next reclustering step.

3.2.2 Modeling Internal Demand

The interconnect model presented in [I3] is shown in Equation 3.5 This model
is an extension of El Gamal’s master slice interconnect model [14], which pre-
dicts the channel-width for a fully flexible FPGA. This is shown in Equation
W absmin is the channel-width required for a fully flexible FPGA, while A is the av-
erage number of used inputs and R is the average point-to-point wirelength. The
channel-width determined from the master slice interconnect model does not ac-
count for additional channel-width required due to routing inflexibility caused by
wire segment length, switch blocks, and connection blocks. Instead, [13] accounts
for these by including additional terms, shown in Equation [3.5]
AR

Wabs,min = p? (34)
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W = Wabs,min
+ 1 (Wabsmin) (Wabsmin ) cn (Wabsmin ) Gout
ﬂ Fs FCin FCout
AL —1) 1
1 . 3.5
T < ! FC) 3

In Equation [3.5, W is the estimated peak channel-width. Post-placement,
we can measure the average number of used inputs per CLB, . Fj is switch
block flexibility, Fry, and Feo, denote connection block flexibilities for inputs
and outputs, and L is wire segment length; these values can be determined from
the FPGA architecture. We use the values 1.4, 0.5, and 0.25 for 3, a;,, and ayy,
respectively, as presented in [13]. We assume, as in [I3], that R remains constant
with cluster size. Therefore, by using the measured peak channel-width for a
region and average number of used inputs, we can solve Equation for p - R.
With these constants set, we substitute W for the target channel-width and solve
Equation for Waps min. From Equation we can then solve for X\. Therefore,
by re-clustering the region at the next iteration to meet the A constraint on the
number of used inputs, this region should become routable.

In our implementation, the clustering tool iteratively reclusters a region with a
progressively lower cluster-size until the average number of used inputs constraint
is met. Since the clustering runtime is very small, the increase in overall runtime
is negligible. In addition, we retain the flexibility of the clustering tool to use

different clustering methods.

3.3 Congestion-Aware Placement

A second goal of this work is to show that a congestion-aware placement tool

improves the overall quality of the Un/DoPack flow, but is insufficient as a
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replacement to Un/DoPack. While several congestion-aware placement tools
exist [32][24][5], work presented in [32] follows a philosophy complimentary to

Un/DoPack by optimizing placement to reduce local congestion.

Nnets

Cost = coef f Z q[i] (bby (i) + b, (7)) (3.6)

The placement approach in [32], referred to as Bounding Box Overlap place-
ment, uses a congestion estimation map to create a coefficient. This coefficient
is multiplied with the bounding box cost function in the VPR placement tool to
penalize swaps which lead to congested placements. The modified cost function
is shown in Equation [3.6] For each net i, the horizontal and vertical spans, bb, (i)
and bb, (1), are added and multiplied with the q(i) factor which compensates for
the fanout of the net. This is summed over all nets and multiplied with the co-

efficient calculated from the congestion map. The coefficient is calculated using

Equation [3.7]

SiUY  (SiUL N
coeff:( ’ /( >> (3.7)

nx-ny' \nr-ny

In Equation , Ui; is a CLB label in the congestion estimation map used.
The congestion estimation map in [32] uses an approach referred to as Bound-
ing Box Overlap. The congestion estimation map indicates how many bounding
boxes overlap each CLB. Since we are able to use any method to generate a con-
gestion estimation map, we also took the opportunity to explore a slight variation

to Bounding Box Overlap heuristic. In [31], authors explained that a related
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Circuit VPR VPR BB Wirelength
Default BB Overlap  per Area
(tracks) (tracks) (tracks) (tracks)
stdev0 96 95 92 93
stdev002 96 93 94 86
stdev004 101 97 98 92
stdev006 89 89 90 86
stdev008 119 116 115 106
stdev010 153 150 152 139
stdev012 145 145 141 138

Table 3.1: Maximum MRCW Comparison of Placement Schemes

heuristic, Wirelength per Area, produces a congestion map which better indicates
relative local amounts of interconnect demand when compared to Bounding Box
Overlap. We created congestion maps using the Wirelength per Area method and
applied this to the congestion-aware placement tool.

Table illustrates the effect of congestion-aware placement on the maximum
MRCW of our benchmark suite, and Table 3.2/ compares the runtime performance
for each placement scheme. While much slower in runtime, results show that a
congestion-aware placer consistently reduces the number of routing tracks. The
runtime and maximum MRCW results obtained using VPR default, VPR bound-
ing box, Bounding Box Overlap, and Wirelength per Area placement approaches,
are compared in Table [3.1) and Table [3.2] We note that the Wirelength per Area
method indeed performs slightly better in reducing the maximum MRCW, al-
though both produce consistently good results. Our experiments combine our
Congestion-Model Multiregion version of Un/DoPack with the congestion-aware
placement, using the Wirelength per Area method. This will be called CMR-CAP.
The congestion-aware placement is integrated with the incremental placement

tool, RePlace.
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Circuit VPR VPR BB Wirelength

Default BB Overlap  per Area

(seconds) (seconds) (seconds) (seconds)
stdev0 2406 783 10063 10918
stdev002 2207 882 10226 10639
stdev004 2170 831 8792 9694
stdev006 1704 692 8794 9803
stdev008 1810 776 9602 10204
stdev010 2279 1037 10394 11942
stdev012 1875 1063 12126 13808

Table 3.2: Runtime Comparison of Placement Schemes

32



Chapter 4

Results

We compared the runtime and area performance of Baseline Un/DoPack to
the following schemes: Multiregion Un/DoPack, Fine-Grained Un/DoPack,
Budgeted Multiregion Un/DoPack (BMR) and the Congestion-Model Multire-
gion Un/DoPack (CMR). We also performed experiments which combined the
Congestion-Model Multiregion Un/DoPack approach with a congestion-aware

placement tool (CMR-CAP).

4.1 Experimental Methodology

This section discusses the experimental framework to evaluate our algorithmic
improvements.
The results in this work are normalized to the baseline Un/DoPack flow pre-

sented in [29]. Baseline Un/DoPack has the following characteristics:

Congestion calculator with single region depopulation

Clustering algorithm which is a replica of iRAC

RePlace, incremental placer presented in [18], using default VPR placement
(timing and wirelength driven placement)

VPR flags: pres_fac_mult 1.3, max_router_iterations 100

FPGA architecture with LUT size k = 6, cluster-size N = 16, inputs per
cluster I = 51, and a wire length of L = 4
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The experiments were conducted on a single core of a Xeon X5355 2.66 GHz
processor with 16GB of RAM. The maximum MRCW of each circuit, was de-
termined from VPR with the binary search option set. The verify_binary_search
option in VPR was used to ensure that the lowest routable channel width was
measured. All versions of Un/DoPack were run on our servers including the fol-
lowing Un/DoPack schemes: Baseline, Fine-Grained, BMR, and CMR. All VPR
simulations used an overuse penalty factor growth factor, pres_fac_mult, of 1.3
and the maximum number of router iterations, max_router_iterations, set at 100.
The channel-width constraints are the same as those presented in [29] using the
benchmark circuits described below.

We used the benchmark circuits from [29]. Each of the benchmark circuits have
the following characteristics: 40013 LUTs, 241 inputs, 120 outputs, and approxi-
mately 52000 nets. These circuits are designed to help examine the performance
of CAD tools for large, system-on-chip designs which are composed of subcircuits
with varying amounts of interconnect demand. The benchmark circuits created in
[29] were generated by mimicking the properties of MCNC benchmark circuits [21]
as subcircuits in one large, synthetic circuit using the generator GNL. GNL al-
lows the user to specify the overall Rent parameter of the circuit, and also the
Rent parameter of individual subcircuits. The average Rent parameter is 0.65 for
each benchmark circuit, but the standard deviation of the Rent exponent for the
subcircuits is varied. The result is a set of benchmark circuits which contain some
circuits with uniform local interconnect demand across the circuit, while others
have regions of high local interconnect demand.

For each of the Un/DoPack multiregion depopulation methods, we use a de-
population radius of array size / 10. This is the same region size of Multiregion

Un/DoPack presented in [29]. We use a depopulation radius of array_size / 4 for
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Baseline Un/DoPack, and a depopulation radius of array _size /8 for Fine-Grained
Un/DoPack, in accordance to [28]. Multiregion Un/DoPack will be our target ap-
proach for a low-runtime version of Un/DoPack, while Fine-Grained Un/DoPack
will form the target for the low-area version of Un/DoPack.

A separate set of experiments were performed to examine the effect of combin-
ing a congestion-aware placement tool with the Congestion-Model Un/DoPack ap-
proach. All parameters for this set of experiments are identical to those mentioned
above, with the exception of the inclusion of the congestion-aware placement cost

function within the incremental placer.

4.2 Previous Un/DoPack Schemes

Figure[4.1|shows the area versus runtime results for Multiregion and Fine-Grained
Un/DoPack for each of the benchmark circuits used in this thesis, over a range
of channel width constraints. The horizontal axis indicates the runtime for each
benchmark, normalized to the runtime of Baseline Un/DoPack. The vertical
axis indicates the area for each benchmark, normalized to the area of Baseline
Un/DoPack. In this work, area is considered the sum of routing area and CLB
area. Area is calculated in the same way as VPR [3], where the layout area of
an individual transistor is expressed in units of minimum-width transistor areas.
The vertical axis indicates the runtime of each scheme, normalized to the runtime
of Baseline Un/DoPack.

Our results show that of the previous Un/DoPack schemes, the Fine-Grained
approach produces the best results in terms of area; the area is reduced by up
to 30% when compared to Baseline Un/DoPack. However, this has a large run-

time penalty; due to the small number of CLBs inserted at every iteration, many
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Figure 4.1: Area versus Runtime - Fine-Grained and Multiregion Schemes, Nor-
malized to Baseline

iterations are needed, especially for lower target channel-width constraints. The
runtime increases accordingly. Multiregion Un/DoPack reduces runtime by depop-
ulating multiple regions simultaneously, while inserting whitespace proportional
to the peak congestion value of a region. As expected, Multiregion Un/DoPack
outperforms the runtime of Baseline Un/DoPack, improving runtime by up to
6x. Area performance also improves in general by up to 17.5% over Baseline
Un/DoPack. However, unlike Fine-Grained Un/DoPack, which consistently re-
duces area up to 28%, Multiregion Un/DoPack also produces worse area results,

inflating area up to 32% more than Baseline Un/DoPack.
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4.3. Budgeted Multiregion Un/DoPack

4.3 Budgeted Multiregion Un/DoPack
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Figure 4.2: Area versus Runtime - Fine-Grained and BMR

Figure |4.2| shows the area versus runtime results for BMR and Fine-Grained
Un/DoPack for each of the benchmark circuits used in this thesis, over the same
range of channel width constraints. We observe that BMR Un/DoPack is able to
maintain area performance which is comparable to Fine-Grained Un/DoPack, and
yet runtime is significantly faster. The general trend for Fine-Grained Un/DoPack
is that as the area performance improves against Baseline Un/DoPack, but run-
time also increases. In BMR however, the opposite trend is apparent; a decrease
in area is accompanied by a decrease in runtime; this is despite BMR creating
as many CLBs as Baseline Un/DoPack in each iteration. The speedup can be

explained, in some cases, by a reduction in iterations needed to reach a channel
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4.4. Congestion-Model Multiregion Un/DoPack

width constraint. Depopulating multiple congested regions simultaneously allows
BMR to converge faster by depopulating multiple locations.

The area performance of BMR is better than Baseline Un/DoPack. A smaller
CLB increase in each region may prevent regions from being over-depopulated.
Accurate region selection reduces the likelihood that uncongested CLBs are depop-
ulated, due to non-circular congestion regions and force-directed shifting. Com-
pared to Baseline Un/DoPack, area is reduced by up to 23%, with the maximum
increase over Baseline at 1.1%. This leads to the conclusion that increasing the
total CLB budget for depopulation in each iteration is an important factor in
reducing runtime. For the congestion in each region to be resolved as soon as
possible, we require an adequate amount of depopulation. However, by reducing
the amount of depopulation in each region to the minimum necessary amount,

unnecessary area inflation can be reduced.

4.4 Congestion-Model Multiregion Un/DoPack

For the CMR scheme, the limit on area growth for each iteration is removed.
Instead, a congestion model for whitespace insertion is added to determine how
much whitespace to insert in each iteration.

Figure [4.3| shows a comparison of area and runtime performance between the
Multiregion Un/DoPack and CMR Un/DoPack. Because of the removal of the
budget, the number of iterations decreases dramatically compared to Baseline
and Fine-Grained Un/DoPack. The reduction of iterations produces a runtime
improvement that is comparable to Multiregion Un/DoPack. In our experiments,
CMR Un/DoPack is able to achieve a 5.5x speedup over Baseline Un/DoPack,

while Multiregion Un/DoPack is able to achieve a runtime improvement of 6x.
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Figure 4.3: Area versus Runtime - Multiregion and CMR

However, we note that the area performance of CMR Un/DoPack is consis-
tently better than Multiregion Un/DoPack. In some instances where Multiregion
Un/DoPack has significant runtime speedup, the area growth is quite high. In
contrast, an improvement in runtime is also accompanied by an area improvement
for CMR in general.

Figure 4.4 shows a comparison of all multiple region depopulation methods.
Both CMR and BMR show consistently better area performance than Multiregion
Un/DoPack.

Figures and show examples of typical results for individual bench-
marks. Shown is the area and runtime of Baseline Un/DoPack compared to other

methods. The horizontal axis is minimum routable channel width, normalized to
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Figure 4.4: Area versus Runtime - BMR, Multiregion and CMR

the maximum MRCW. The maximum MRCW was determined by performing the
traditional VPR CAD flow with the binary search option enabled for the rout-
ing step. This determines the minimum number of tracks needed to route each
benchmark circuit before depopulation using Un/DoPack. Area is measured as
the total transistor area of the logic and routing of the CLBs used. This captures
the effect of successfully reducing the channel width as well as the effect of using
more CLBs after depopulating. Runtime figures presented are normalized to the
maximum MRCW for the circuit. A value of 0.6 on the x-axis means that the
final routed channel width is reduced by 40%.

As expected, Fine-Grained Un/DoPack produces the best area with the worst

runtime. Our CMR approach maintains or improves the runtime performance of
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Figure 4.5: Runtime Comparison with Baseline Un/DoPack - Circuit Stdev004

the previous Multiregion approach, but also improves area.

Results for other circuits are similar to circuit Stdev004. However, in situations
where the maximum MRCW is quite large, the performance of all approaches will
be similar. This is because only a small number of regions need to be depopulated
for the circuit to become routable. Therefore at larger channel width constraints,
the number of iterations required for each approach is similar, and so the runtime
is also similar. As the maximum MRCW is lowered, Baseline and Fine-Grained
Un/DoPack perform less depopulation at each iteration than the Multiregion or
Congestion-Model Multiregion approaches. This allows our approach to have a

significant speedup at lower MRCW settings. In addition, our CMR approach
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Figure 4.6: Area Comparison with Baseline Un/DoPack - Circuit Stdev004

reduces the over-depopulation of regions and area performance is improved even

at low target channel widths.

4.5 Critical-Path Comparison

The critical path for each method are relatively similar. Typical critical path

results, compared to Baseline Un/DoPack, are shown in Figures [4.7 and [4.8]

42
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Figure 4.7: Critical Path Comparison - Circuit Stdev004

4.6 CMR with Congestion-Aware Placer

The inclusion of a congestion-driven placement tool can further improve the
Un/DoPack approach. Figures to illustrate that combining CMR
Un/DoPack with a congestion-aware placer consistently improves area.

As indicated in Table [3.1] this congestion-aware placement tool cannot by
itself reduce the channel-width more than is possible with whitespace insertion.
However, when combined with CMR, we can further limit area inflation of the
Un/DoPack flow. This improvement can be significant, up to 25% better than
CMR alone, as shown in Figure [£.10] Although this particular congestion-aware

placement tool causes CMR-CAP Un/DoPack to be slower (4x slower than Base-
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Figure 4.8: Critical Path Comparison - Circuit Stdev006

line Un/DoPack), our results indicate that the inclusion of other congestion-driven
placement techniques can possibly reduce the area of the Un/DoPack flow. This
illustrates that the inclusion of local congestion-driven techniques can further im-

prove, but not replace, the Un/DoPack approach.
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4.6. CMR with Congestion-Aware Placer
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4.6. CMR with Congestion-Aware Placer

1-35‘_ o o-- Fine-Grained
1.304 -0~ Multiregion
1.25 —v— CMR

1.204 \\ —— CMR + CAP
1.15] " "
1.10-
1.05-
1.00
0.95
0.90-
0.85-
0.80-
0.75-
0.70-
0.7 0.8 0.9 1.0

MRCW

(Normalized to maximum MRCW)

Normalized Area

Figure 4.10: CMR with Congestion-Aware Placement - Stdev006



Chapter 5

Conclusions

In this thesis we show that we are able to effectively improve the performance
of the Un/DoPack flow in area and runtime by effectively utilizing congestion
information. This work presented methods to better select congested regions on
an FPGA and calculate the amount of depopulation required at each iteration.
Our Congestion-Model Multiregion approach is shown to improve runtime by a
factor of up to 5.5 times and reduce area by up to 20%, compared to Base-
line Un/DoPack. This allowed us to reduce channel-width up to 55%. We also
showed that this CAD flow is complementary to using a congestion-aware place-
ment method; the inclusion of a congestion-aware placement tool had positive

effects on the overall area performance of Un/DoPack.

5.1 Future Work

5.1.1 Influence from Neighbouring Regions

To further improve the accuracy of congestion-driven whitespace insertion tech-
nique for each region, future work should consider the influence of depopulating
neighbouring regions on the congestion. This is especially an important consid-
eration when neighbouring regions are depopulated with different cluster sizes.
The congestion model in this work assumes that the CLBs in each region will

eventually be placed adjacent to CLBs from the same region. However, in reality,
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5.1. Future Work

it is possible that CLBs from one region to be placed into adjacent regions during

the placement step.

5.1.2 Congestion-Driven Placement and Clustering

This work has shown that additional congestion-aware methods can further im-
prove the area performance of Un/DoPack. Through fine-grained logic placement,
SCPlace has been shown to produce more routable solutions at a better runtime
than VPR simulated annealing. While SCPlace performs fine-grained placement,
it does not introduce whitespace insertion into to help a non-routable solution
become routable. The combination of a simultaneous clustering and placement
method, combined with incremental placement and Un/DoPack whitespace inser-
tion would further improve runtime and area performance.

Additionally, a large part of the runtime cost for each iteration is due to the
time required for routing. We attempted to extract local interconnect demand
information, using an estimator based on the Area-Per-Wirelength model [31].
While it is able to locate congested regions somewhat adequately, it does not
provide the very accurate congestion information needed for our congestion-driven
whitespace insertion. Additional research into estimation methods which estimate
local congestion and routability information will help reduce the need to rely on

full routing to determine accurate congestion information.
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Appendix A

Baseline Un/DoPack

CW Runtime CLBs CP Area

100 2867 3148 5.06E-08 1.82E4-08
95 6001 3596 5.26E-08 2.00E+08
90 6506 3911 5.53E-08 2.15E+08
85 9518 4449 5.70E-08 2.37E+08
80 13616 4863 6.15E-08 2.51E+08
75 19318 5445 5.90E-08 2.75E+08
70 29127 6392 5.96E-08 3.14E+08
65 52205 7290 6.46E-08 3.52E+08

Table A.1: Baseline Un/DoPack - Stdev0

CW Runtime CLBs CP Area

105 3286 3157 5.28E-08 1.87TE4-08
100 3085 3157 5.28E-08 1.82E4-08
95 3470 3290 5.74E-08 1.85E4-08
90 3163 3298 5.34E-08 1.82E4-08
85 5599 3683 6.03E-08 1.97TE+4-08
80 7888 4220 5.67E-08 2.18E+08
75 10330 4656 5.87E-08 2.37E+08
70 17390 5351 5.75E-08 2.65E+08
65 26359 6029 5.91E-08 2.90E+08
60 35047 6867 6.31E-08 3.21E+08

Table A.2: Baseline Un/DoPack - Stdev002
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Appendix A. Baseline Un/DoPack

CW Runtime CLBs CPp Area

100 2977 3302 5.79E-08 1.90E+4-08
95 3136 3273 5.98E-08 1.85E4-08
90 3491 3298 6.01E-08 1.82E4-08
85 4113 3409 6.14E-08 1.83E4-08
80 7093 3961 5.87E-08 2.04E+08
75 13240 5014 5.78E-08 2.53E+08
70 16985 5196 5.68E-08 2.58E+08
65 31989 6195 5.89E-08 2.98E+08

Table A.3: Baseline Un/DoPack - Stdev004

CW Runtime CLBs CP Area

95 2772 3139 5.29E-08 1.78E4-08
90 3045 3139 5.50E-08 1.74E4-08
85 5943 3889 5.57E-08 2.09E+08
80 7908 4090 5.65E-08 2.11E+08
75 12817 4916 5.90E-08 2.50E+08
70 20791 6067 6.02E-08 2.98E+08
65 30157 6443 5.98E-08 3.11E+08

Table A.4: Baseline Un/DoPack - Stdev006

CW Runtime CLBs CPp Area

125 3548 3151 5.21E-08 2.02E+08
120 4178 3286 5.60E-08 2.05E+08
115 3600 3282 5.92E-08 2.02E+08
110 4399 3289 5.27E-08 1.97E4-08
105 5174 3560 5.78E-08 2.08E+08
100 4645 3412 5.48E-08 1.96E4-08
95 11595 4426 5.72E-08 2.47E+08
90 12227 4281 6.13E-08 2.35E+08
85 17837 4832 5.94E-08 2.58E+08
80 23261 4999 5.78E-08 2.58E+08
75 35152 5593 5.99E-08 2.83E+08
70 50869 6654 6.06E-08 3.28E+08

Table A.5: Baseline Un/DoPack - Clone
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Appendix A. Baseline Un/DoPack

CW Runtime CLBs CP Area

165 3544 3152 5.81E-08 2.35E+08
155 3105 3152 5.94E-08 2.26E+08
150 4100 3304 5.76-08 2.31E+08
145 4154 3307 5.66E-08 2.27TE+08
140 4309 3282 5.92E-08 2.22E+08
135 5236 3460 6.39E-08 2.27TE+08
130 6200 3469 6.00E-08 2.24E+08
125 6618 3434 6.10E-08 2.18E+08
120 9696 3573 6.08E-08 2.21E+08
115 9348 3665 6.27E-08 2.24E+08
110 15258 3839 6.21E-08 2.28E+08
105 15797 3952 6.33E-08 2.30E+08
100 18072 4015 6.50E-08 2.31E+08
95 30961 4813 6.49E-08 2.69E+08
90 31815 4879 6.48E-08 2.66E+08
85 39060 5170 6.26E-08 2.75E+08

Table A.6: Baseline Un/DoPack - Stdev010

CW Runtime CLBs CP Area

155 4131 3304 5.93E-08 2.35E+08
150 3588 3163 5.74E-08 2.22E+08
145 4081 3163 5.82E-08 2.19E+08
140 4918 3313 5.84E-08 2.23E+08
135 6957 3600 5.96E-08 2.36E+08
130 7994 3586 5.87E-08 2.31E+08
125 9816 3750 6.22E-08 2.39E+08
120 13155 3943 6.09E-08 2.44E+08
115 18225 4501 6.28E-08 2.76E+08
110 28230 4861 6.35E-08 2.89E+08
105 30233 4628 6.41E-08 2.73E+08
100 39021 5095 6.12E-08 2.92E+08

Table A.7: Baseline Un/DoPack - Stdev012
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Appendix B

Fine-Grained Un/DoPack

CW Runtime CLBs CP Area

100 3131 3148 5.06E-08 1.82E4-08
95 5611 3223 5.28E-08 1.80E+-08
90 10794 3404 5.42E-08 1.88E+-08
85 19360 3618 5.46E-08 1.95E+08
80 47615 4236 5.89E-08 2.21E+08
75 62504 4410 6.17E-08 2.24E+08
70 106495 5135 6.05E-08 2.53E+08
65 203021 5817 6.09E-08 2.81E+08

Table B.1: Fine-Grained Un/DoPack - Stdev0

Cw Runtime CLBs CP Area

105 2572 3157 5.28E-08 1.87TE4-08
100 2853 3157 5.28E-08 1.82E4-08
95 3294 3178 5.55E-08 1.79E4-08
90 5124 3253 5.83E-08 1.80E+-08
85 6820 3286 5.65E-08 1.77TE4-08
80 21225 3662 5.78E-08 1.90E+08
75 31006 3853 5.76E-08 1.97E+08
70 55206 4383 5.60E-08 2.17E+08
65 92211 4834 6.02E-08 2.33E+08
60 203822 5931 6.05E-08 2.80E+08

Table B.2: Fine-Grained Un/DoPack - Stdev002
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Appendix B. Fine-Grained Un/DoPack

CW Runtime CLBs CPp Area

100 3178 3169 5.68E-08 1.83E+08
95 3536 3188 5.83E-08 1.79E+08
90 4911 3220 5.58E-08 1.76E+08
85 5970 3261 5.70E-08 1.76E4-08
80 16577 3547 5.52E-08 1.84E+08
75 19323 3600 5.62E-08 1.82E+08
70 62945 4558 5.90E-08 2.25E+08
65 96523 5020 5.63E-08 2.41E+08

Table B.3: Fine-Grained Un/DoPack - Stdev004

CW Runtime CLBs CP Area

95 2749 3139 5.29E-08 1.78E+08
90 2639 3139 5.50E-08 1.74E+08
85 8399 3356 5.57E-08 1.79E+08
80 18600 3682 5.61E-08 1.91E+08
75 35314 4031 5.63E-08 2.05E+08
70 50198 4447 5.73E-08 2.19E+08
65 80474 4812 6.10E-08 2.33E+08

Table B.4: Fine-Grained Un/DoPack - Stdev006

CW Runtime CLBs CP Area

125 3074 3151 5.22E-08 2.02E+08
120 3343 3172 5.37E-08 1.98E+08
115 3386 3172 5.48E-08 1.95E+08
110 5849 3229 5.33E-08 1.92E+08
105 6670 3262 5.41E-08 1.93E+08
100 10818 3348 5.42E-08 1.91E+08
95 15808 3441 5.48E-08 1.92E+08
90 24808 3616 5.55E-08 2.00E+08
85 44691 3870 6.07E-08 2.08E+08
80 87193 4359 5.74E-08 2.28E+08
75 112947 4758 5.64E-08 2.40E+08

Table B.5: Fine-Grained Un/DoPack - Clone
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Appendix B. Fine-Grained Un/DoPack

CW Runtime CLBs CP Area

165 3202 3152 5.81E-08 2.35E+08
155 3237 3152 5.94E-08 2.26E+408
150 4026 3166 6.10E-08 2.22E+08
145 5523 3183 6.01E-08 2.19E+408
140 8736 3236 6.07E-08 2.17TE+08
135 9679 3259 5.89E-08 2.17TE+08
130 11838 3284 6.43E-08 2.14E+08
125 18518 3371 6.05E-08 2.16E+08
120 18326 3379 6.28E-08 2.12E+08
115 26796 3441 6.18E-08 2.10E+08
110 40918 3613 6.26E-08 2.18E+08
105 60074 3639 6.39E-08 2.14E+08
100 74675 3856 6.38E-08 2.22E+08
95 107440 4181 6.77E-08 2.33E+08
90 148997 4348 6.59E-08 2.37TE+08

Table B.6: Fine-Grained Un/DoPack - Stdev010

CW Runtime CLBs CP Area

155 4323 3184 5.83E-08 2.27TE+08
150 3346 3163 5.75E-08 2.22E+408
145 3644 3163 5.82E-08 2.19E+408
140 6043 3196 5.92E-08 2.16E+408
135 8672 3251 6.07E-08 2.17TE+08
130 15415 3356 5.83E-08 2.16E+08
125 23355 3418 6.05E-08 2.18E+08
120 37426 3558 6.46E-08 2.21E+08
115 56216 3781 6.11E-08 2.31E+08
110 66307 3969 6.21E-08 2.35E+408
105 103231 4233 6.16E-08 2.50E+408
100 149969 4412 6.54E-08 2.53E+08

Table B.7: Fine-Grained Un/DoPack - Stdev012
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Appendix C

Multiregion Un/DoPack

CW Runtime CLBs CP Area

100 2567 3148 5.06E-08 1.82E4-08
95 4438 3434 5.26E-08 1.92E+4-08
90 6894 3667 5.87E-08 2.01E+08
85 9903 5148 5.76E-08 2.74E+408
80 12917 6095 5.84E-08 3.17E+08
75 10678 6096 5.98E-08 3.10E+08
70 8682 6102 5.65E-08 3.02E+08
65 10746 7174 5.86E-08 3.45E+08

Table C.1: Multiregion Un/DoPack - Stdev0

CW Runtime CLBs CP Area

105 2517 3157 5.28E-08 1.87TE4-08
100 3143 3157 5.28E-08 1.82E4-08
95 2719 3195 5.69E-08 1.79E4-08
90 3630 3284 5.56E-08 1.81E4-08
85 3461 3455 5.47E-08 1.85E4-08
80 8710 4177 5.67E-08 2.16E+08
75 7164 4531 6.17E-08 2.30E+08
70 4620 4695 5.96E-08 2.32E+08
65 6528 6328 6.09E-08 3.05E+08
60 10319 8812 5.99E-08 4.11E4-08

Table C.2: Multiregion Un/DoPack - Stdev002
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Appendix C. Multiregion Un/DoPack

CW Runtime CLBs CPp Area

100 3571 3171 5.58E-08 1.83E4-08
95 4066 3217 5.72E-08 1.80E4-08
90 4784 3355 5.89E-08 1.83E4-08
85 4233 3304 5.72E-08 1.77TE4-08
80 8429 4128 5.83E-08 2.15E+08
75 8477 4968 6.02E-08 2.52E+08
70 9832 6438 5.76E-08 3.18E+408
65 7965 7167 6.23E-08 3.45E+08

Table C.3: Multiregion Un/DoPack - Stdev004

CW Runtime CLBs CP Area

95 3142 3139 5.29E-08 1.78E4-08
90 2945 3139 5.50E-08 1.74E4-08
85 8741 3713 5.86E-08 1.98E4-08
80 11644 5385 5.94E-08 2.79E+08
75 9591 5407 6.62E-08 2.74E+08
70 9060 6561 5.74E-08 3.22E+408
65 5008 6824 6.40E-08 3.29E+08

Table C.4: Multiregion Un/DoPack - Stdev006

CW Runtime CLBs CPp Area

125 3616 3151 5.22E-08 2.02E+08
120 3056 3165 5.39E-08 1.98E4-08
115 4217 3206 5.37E-08 1.96E4-08
110 5505 3256 5.56E-08 1.97E4-08
105 6832 3384 5.70E-08 2.00E+408
100 4312 3309 5.55E-08 1.90E4-08
95 6314 3620 5.79E-08 2.04E+08
90 9575 4101 5.63E-08 2.26E+08
85 7616 4634 5.81E-08 2.49E+08
80 11451 5539 6.53E-08 2.87E+08
75 8669 6159 6.26E-08 3.12E+08
70 16623 7240 6.23E-08 3.58E+08

Table C.5: Multiregion Un/DoPack - Clone
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Appendix C. Multiregion Un/DoPack

CW Runtime CLBs CPp Area

165 2834 3152 5.81E-08 2.35E+408
155 3488 3152 5.94E-08 2.26E+08
150 3792 3182 5.85E-08 2.23E+08
145 6099 3222 6.13E-08 2.21E+08
140 11691 3227 5.89E-08 2.16E+08
135 5515 3257 5.98E-08 2.17TE+08
130 6878 3251 6.16E-08 2.13E+08
125 8846 3427 6.11E-08 2.18E+08
120 8932 3537 6.36E-08 2.20E+08
115 7047 3576 6.06E-08 2.18E+08
110 9549 3771 6.40E-08 2.26E+08
105 9432 3852 6.32E-08 2.28E+408
100 10711 4284 6.12E-08 2.46E+08
95 10807 4492 6.34E-08 2.53E+08
90 14656 5300 6.42E-08 2.89E+408
85 13677 6350 6.52E-08 3.38E+408

Table C.6: Multiregion Un/DoPack - Stdev010

CW Runtime CLBs Cp Area

155 4589 3168 5.86E-08 2.27TE+08
150 3402 3163 5.75E-08 2.22E+08
145 3755 3163 5.82E-08 2.19E+08
140 7819 3294 6.24E-08 2.23E+08
135 6325 3331 5.93E-08 2.19E+408
130 17459 3595 6.07E-08 2.32E408
125 17165 3793 6.22E-08 2.41E+08
120 13467 4006 6.42E-08 2.50E+08
115 14687 4402 6.23E-08 2.69E+08
110 14980 4569 6.27E-08 2.72E+08
105 15235 4855 6.96E-08 2.83E+408
100 28027 5266 6.51E-08 3.01E+08

Table C.7: Multiregion Un/DoPack - Stdev012
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Appendix D

Budgeted Multiregion

Un/DoPack

CW Runtime CLBs Cp Area

100 3018 3148 5.06E-08 1.82E+08
95 3559 3248 5.29E-08 1.81E+08
90 5284 3598 5.29E-08 1.96 E+08
85 7387 3833 5.37E-08 2.04E+4-08
80 11016 4352 5.43E-08 2.24E+08
75 14184 4366 5.49E-08 2.23E+408
70 24214 5472 5.96E-08 2.69E+408
65 34074 5503 5.70E-08 2.78E+08

Table D.1: BMR Un/DoPack - Stdev0

CW Runtime CLBs Cp Area

105 2463 3157 5.28E-08 1.87TE+08
100 2342 3157 5.28E-08 1.82E+08
95 3664 3247 5.67E-08 1.81E+08
90 2772 3249 5.48E-08 1.77TE+08
85 4347 3276 5.61E-08 1.77TE+08
80 6258 3708 5.64E-08 1.92E+08
75 10603 4220 5.64E-08 2.13E4-08
70 14223 4621 5.57E-08 2.27TE+08
65 18115 5040 5.90E-08 2.42E408
60 28257 5743 6.52E-08 1.69E+08

Table D.2: BMR Un/DoPack - Stdev002
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Appendix D. Budgeted Multiregion Un/DoPack

CW Runtime CLBs CPp Area

100 2875 3246 5.69E-08 1.85E+08
95 3699 3171 5.76E-08 1.79E+08
90 3890 3363 5.76E-08 1.83E+08
85 3986 3478 5.51E-08 1.85E+08
80 6901 3618 5.82E-08 1.89E+08
75 10066 4115 6.13E-08 2.10E+408
70 15015 4898 6.38E-08 2.41E+08
65 19572 5023 5.80E-08 2.42E+08

Table D.3: BMR Un/DoPack - Stdev004

CW Runtime CLBs CP Area

95 2354 3139 5.29E-08 1.78E+08
90 2357 3139 5.50E-08 1.74E408
85 6924 3621 5.56E-08 1.95E+08
80 8953 3967 5.43E-08 2.05E+08
75 8036 3765 5.51E-08 1.92E+08
70 13754 4619 5.67E-08 2.27TE+08
65 22104 5141 5.63E-08 2.48E+08

Table D.4: BMR Un/DoPack - Stdev006

CW Runtime CLBs CP Area

125 2864 3151 5.22E-08 2.02E+08
120 3349 3249 5.22E-08 2.01E+08
115 3756 3248 5.57TE-08 1.97TE+08
110 4786 3362 5.53E-08 2.00E+08
105 5155 3478 5.89E-08 2.03E+408
100 5267 3475 5.61E-08 1.98E+08
95 8672 3599 5.60E-08 2.00E+08
90 9089 3835 6.08E-08 2.09E+408
85 12550 4221 5.62E-08 2.25E+08
80 19763 4896 5.94E-08 2.52E+08
75 23908 5327 5.99E-08 2.69E+08
70 32674 5761 5.85E-08 2.83E408

Table D.5: BMR Un/DoPack - Clone
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Appendix D. Budgeted Multiregion Un/DoPack

CW Runtime CLBs CPp Area

165 3553 3152 5.81E-08 2.35E+408
155 3022 3152 5.94E-08 2.26E+408
150 4665 3247 6.17E-08 2.25E+408
145 5587 3286 5.87E-08 2.27TE+08
140 5473 3310 6.31E-08 2.23E408
135 5607 3246 6.18E-08 2.13E+408
130 6316 3360 6.35E-08 2.16E+08
125 7346 3474 6.17E-08 2.19E+408
120 8355 3480 6.48E-08 2.15E+408
115 9190 3384 6.06E-08 2.08E+4-08
110 11261 3499 6.05E-08 2.11E+08
105 14383 3714 6.13E-08 2.16E408
100 16032 3837 6.62E-08 2.19E+408
95 23491 4217 6.72E-08 2.34E+408
90 28701 4487 6.59E-08 2.44E+08
85 41871 4517 6.23E-08 2.43E+408

Table D.6: BMR Un/DoPack - Stdev010

CW Runtime CLBs Cp Area

155 4559 3230 5.85E-08 2.29E+408
150 3295 3163 5.75E-08 2.22E+08
145 3423 3163 5.82E-08 2.19E+408
140 4541 3248 5.72E-08 2.17E+08
135 5958 3358 5.90E-08 2.20E+08
130 8241 3478 5.94E-08 2.24E408
125 8883 3475 6.20E-08 2.19E408
120 13624 3840 6.06E-08 2.37TE+08
115 17338 3957 6.19E-08 2.40E+408
110 20845 4093 6.05E-08 2.43E+408
105 31227 4486 6.11E-08 2.61E+408
100 41038 4896 6.61E-08 2.78E+08

Table D.7: BMR Un/DoPack - Stdev012
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Appendix E

Congestion-Driven Multiregion

Un/DoPack

CW Runtime CLBs Cp Area

100 2758 3148 5.06E-08 1.82E+08
95 4464 3254 5.31E-08 1.84E+08
90 5133 3519 5.50E-08 1.94E+08
85 3644 3515 5.16E-08 1.89E+08
80 7905 4794 6.12E-08 2.49E4-08
75 8154 4392 5.42E-08 2.24E+08
70 11176 6011 5.82E-08 2.96E+408
65 9519 6457 5.63E-08 3.12E+08

Table E.1: CMR Un/DoPack - Stdev0

CW Runtime CLBs Cp Area

105 2940 3157 5.28E-08 1.87TE+08
100 2641 3157 5.28E-08 1.82E+08
95 3081 3203 5.66E-08 1.79E+08
90 3615 3243 5.53E-08 1.77TE+08
85 4361 3437 5.53E-08 1.84E+08
80 6365 4250 5.75E-08 2.21E+408
75 5382 4129 5.73E-08 2.10E+4-08
70 6155 4767 5.48E-08 2.37TE+08
65 6848 5017 5.99E-08 2.41E+408
60 8921 6115 6.43E-08 2.88E+408

Table E.2: CMR Un/DoPack - Stdev002
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Appendix E. Congestion-Driven Multiregion Un/DoPack

CW Runtime CLBs CPp Area

100 3571 3171 5.58E-08 1.83E+08
95 2953 3171 5.76E-08 1.79E+08
90 4320 3390 6.24E-08 1.87TE+08
85 4734 3610 5.81E-08 1.95E+08
80 6107 3815 6.00E-08 1.97TE+08
75 6027 4492 5.85E-08 2.29E+08
70 6276 4567 5.78E-08 2.26E+408
65 7227 5163 6.22E-08 2.48E+08

Table E.3: CMR Un/DoPack - Stdev004

CW Runtime CLBs CP Area

95 2518 3139 5.29E-08 1.78E+08
90 2633 3139 5.50E-08 1.74E408
85 5669 3771 5.58E-08 2.02E+4-08
80 4295 3718 5.53E-08 1.92E+08
75 7822 4368 5.70E-08 2.23E408
70 6953 4737 5.60E-08 2.33E+08
65 10167 6615 6.05E-08 3.19E+408

Table E.4: CMR Un/DoPack - Stdev006

CW Runtime CLBs CP Area

125 2770 3151 5.22E-08 2.02E+08
120 3493 3195 5.38E-08 1.99E+08
115 3375 3174 5.63E-08 1.95E+08
110 4636 3239 5.41E-08 1.93E4-08
105 4953 3419 5.41E-08 2.01E+08
100 4968 3604 5.98E-08 2.08E+408
95 5499 3757 5.77E-08 2.11E+08
90 7454 3855 5.81E-08 2.13E+08
85 7279 4400 5.70E-08 2.36E+08
80 7611 4581 6.03E-08 2.37TE+08
75 8315 5120 6.12E-08 2.59E+08
70 10724 6511 6.12E-08 3.20E+408

Table E.5: CMR Un/DoPack - Clone
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Appendix E. Congestion-Driven Multiregion Un/DoPack

CW Runtime CLBs CPp Area

165 0 0 0.00E+400
155 3835 3152 5.94E-08 2.26E+408
150 4638 3191 6.03E-08 2.23E+408
145 4933 3195 6.01E-08 2.20E+08
140 6033 3258 6.11E-08 2.22E+408
135 6333 3313 6.12E-08 2.19E+408
130 5683 3318 6.14E-08 2.15E408
125 6167 3346 6.00E-08 2.12E+08
120 8045 3483 6.19E-08 2.19E+408
115 9024 3575 6.16E-08 2.18E+4-08
110 9552 3722 6.13E-08 2.24E+08
105 9127 3740 6.26E-08 2.21E+408
100 12048 4144 6.18E-08 2.38E+08
95 11672 4404 6.54E-08 2.47TE+08
90 11766 4770 6.43E-08 2.63E+408
85 10788 5025 6.75E-08 2.67E+408

Table E.6: CMR Un/DoPack - Stdev010

CW Runtime CLBs Cp Area

155 4897 3186 5.73E-08 2.27TE+08
150 3568 3163 5.75E-08 2.22E+08
145 3901 3163 5.82E-08 2.19E+408
140 5579 3202 6.33E-08 2.16E+4-08
135 6569 3285 6.24E-08 2.18E+408
130 8228 3401 6.04E-08 2.22E408
125 7529 3515 5.87E-08 2.24E+08
120 8830 3729 5.87E-08 2.34E+408
115 12320 4014 6.06E-08 2.46E+08
110 10783 4308 6.20E-08 2.57E+08
105 15059 4619 6.27E-08 2.69E+4-08
100 21536 5223 6.44E-08 3.00E+4-08

Table E.7: CMR Un/DoPack - Stdev012
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Appendix F

CMR Un/DoPack with

Congestion-Aware Placement

CW Runtime CLBs CP Area

95 11541 3148 5.88E-08 1.78E+08
90 14170 3368 5.65E-08 1.87TE+08
85 16844 3740 5.95E-08 2.01E+08
80 21482 4113 6.24E-08 2.14E408
75 32455 4230 6.38E-08 2.16E+08
70 39878 4686 7.01E-08 2.32E+4-08
65 42141 5302 6.57E-08 2.55E+08

Table F.1: CMR Un/DoPack (Congestion Aware Placement) - Stdev0

CwW Runtime CLBs CP Area

105 11020 3157 5.70E-08 1.87TE+08
100 10988 3157 5.68E-08 1.82E+08
95 11022 3157 6.03E-08 1.78E+08
90 10980 3157 5.70E-08 1.75E+08
85 16253 3304 5.62E-08 1.77TE+08
80 21771 3588 6.20E-08 1.85E+08
75 38213 3754 6.04E-08 1.91E+08
70 43487 4265 6.79E-08 2.11E+08

Table F.2: CMR Un/DoPack (Congestion Aware Placement) - Stdev002
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Appendix F. CMR Un/DoPack with Congestion-Aware Placement

CwW Runtime CLBs CP Area

100 10098 3148 5.91E-08 1.82E+08
95 9939 3148 5.91E-08 1.78E+08
90 13714 3263 5.81E-08 1.81E+08
85 14727 3387 5.74E-08 1.83E+08
80 19897 3569 6.04E-08 1.85E+08
75 24217 3606 6.03E-08 1.85E+408
70 40794 4095 5.82E-08 2.01E+08
65 42435 4617 6.03E-08 2.22E+08

Table F.3: CMR Un/DoPack (Congestion Aware Placement) - Stdev004

CWwW Runtime CLBs CP Area

95 10159 3139 6.48E-08 1.78E+08
90 10413 3139 6.48E-08 1.74E+08
85 12909 3279 2.96E-08 1.77E+08
80 17524 3912 6.62E-08 2.03E+08
75 20202 3859 6.90E-08 1.97TE+08
70 23249 4340 6.77E-08 2.14E+08
65 40967 4987 6.70E-08 2.41E+08

Table F.4: CMR Un/DoPack (Congestion Aware Placement) - Stdev006

CWwW Runtime CLBs CP Area

125 10657 3151 6.19E-08 2.02E+08
120 10669 3151 6.22E-08 1.98E+08
115 10574 3151 6.24E-08 1.94E+08
110 10733 3151 6.35E-08 1.90E+08
105 12792 3252 6.46E-08 1.93E+08
100 13492 3316 5.98E-08 1.90E+08
95 15501 3384 6.39E-08 1.91E+08
90 20186 3825 6.69E-08 2.09E+08
85 25313 4204 6.70E-08 2.24E+08
80 32880 4244 6.72E-08 2.21E+08
75 42864 5226 6.70E-08 2.66E+4-08
70 44757 5429 6.93E-08 2.67TE+08

Table F.5: CMR Un/DoPack (Congestion Aware Placement) - Clone
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Appendix F. CMR Un/DoPack with Congestion-Aware Placement

CW Runtime CLBs CP Area

165 11513 3152 6.85E-08 2.35E+08
155 11622 3152 6.85E-08 2.26E+08
150 11137 3152 6.94E-08 2.22E+08
145 11820 3152 6.98E-08 2.18E+08
140 11385 3152 7.00E-08 2.14E+08
135 16021 3297 6.45E-08 2.18E+08
130 15098 3339 6.91E-08 2.16E+08
125 17910 3382 6.77E-08 2.17TE+08
120 16409 3447 7.18E-08 2.14E+08
115 17978 3579 7.47E-08 2.18E+08
110 19868 37TT 7.14E-08 2.26E+08
105 20037 3826 7.37E-08 2.23E+08
100 23066 4175 8.02E-08 2.39E+08
95 21746 4316 8.01E-08 2.41E+08
90 30465 5035 7.71E-08 2.74E+08
85 39128 5369 7.84E-08 2.88E+08

Table F.6: CMR Un/DoPack (Congestion Aware Placement) - Stdev010

CWwW Runtime CLBs CP Area

155 13152 3163 6.97E-08 2.27TE+08
150 13351 3163 6.98E-08 2.22E+08
145 13650 3163 6.98E-08 2.19E+08
140 13761 3163 6.95E-08 2.15E+08
135 19766 3278 7.95E-08 2.18E+08
130 22315 3355 8.05E-08 2.16E+08
125 20295 3393 7.70E-08 2.17TE+08
120 27646 3661 7.73E-08 2.28E+08
115 28116 3761 7.79E-08 2.31E+08
110 31908 3995 8.22E-08 2.40E+08
105 35722 4391 8.03E-08 2.58E+08
100 38933 4720 8.47E-08 2.69E+08

Table F.7: CMR Un/DoPack (Congestion Aware Placement) - Stdev012
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